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(57) ABSTRACT

Disclosed 1s a multiple coordinate controller device having a
three-dimensional body with a first surface portion and a
second surface portion where the second surface portion 1s
not coplanar with the first surface. A first transducer with a
first sensing surface 1s coupled to the first surface portion of
the body and capable of detecting both positions and a range
ol pressure forces at positions on the first sensing surface.
The first transducer 1s further capable of providing a first
range ol z coordinates at a detected X,y coordinate 1n
response to the range of pressure forces on said first sensing
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face 1s coupled to the second surface portion of the body and
capable of detecting both positions and a range of pressure
forces at the positions on the second sensing surface. The
second transducer 1s further capable of providing a second
range ol z coordinates ol opposite polarity to the first range
of z coordinates in response to the range of forces on second
sensing surface.
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1

METHODS AND APPARATUS FOR
PROVIDING TOUCH-SENSITIVE INPUT IN
MULTIPLE DEGREES OF FREEDOM

Matter enclosed in heavy brackets [ ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

CROSS REFERENCE TO RELATED
APPLICATIONS

The present application 1s a continuation-in-part of U.S.
patent application Ser. No. 08/696,366 filed on Aug. 13,
1996, now abandoned which 1s a continuation-in-part of
U.S. patent application Ser. No. 08/509,797 filed on Aug. 1,
1995, now U.S. Pat. No. 5,729,249, which 1s a continuation
of U.S. patent application Ser. No. 08/238,257 filed on May
3, 1994, now abandoned, which 1s a continuation-in-part of
U.S. patent application Ser. No. 07/798,572 filed on Nov. 26,
1991, now U.S. Pat. No. 5,335,557, all of which are incorpo-
rated herein by reference. The present application also
claims the benefit of U.S. Provisional Application No.
60/086,036, filed May 19, 1998, which 1s mncorporated

herein by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to the field of input control
devices. More specifically, 1t relates to force-sensitive mput-
control devices with multiple surfaces capable of providing
intuitive mput 1n one to thirty-six degrees of freedom.

2. Description of the Related Art
(a) Prior Art 3D and 6D Input Control Devices

Two-dimensional 1mput control devices such as mice,
joysticks, trackballs, light pens and tablets are commonly
used for interactive computer graphics. These devices are
refined, accurate and easy to use. Three-dimensional (*3DD7)
devices allow for the positioning of cursors or objects rela-
tive to conventional X, Y and 7Z coordinates. Six-
dimensional (“6D”") devices are also capable of orienting or
rotating objects. More specifically, 6D devices may provide
position information as i a 3D device and further provide
rotational control about each of three axes, commonly
referred to as roll, pitch and yaw. However, current 3D and
6D 1nput devices do not exhibit the refinement, accuracy or
case ol use characteristic of existing 2D mput devices. In
fact, existing 3D/6D 1nput devices are typically
cumbersome, inaccurate, non-intuitive, tiring to use, and
limited 1n their ability to manipulate objects.

One well known category of 3D computer controllers are
the “computer gloves,” such as the Power Glove controller
distributed by Mattel, Inc. Sitmilar devices include the Exos
Dextrous Hand Master by Exos, Inc., and the Data Glove by
VP’” Research, Inc. These controllers are worn as a glove and
variously include sensors for determining the position and
orientation of the glove and the bend of the various fingers.
Position and onentation information 1s provided by ranging
information between multiple electromagnetic or acoustic
transducers on a base unit and corresponding sensors on the
glove. However, the user 1s required to wear a bulky and
awkward glove and movement of these awkward controllers
in iree space 1s tiring. Further, these devices are typically
alfected by electromagnetic or acoustic interference, and
they are limited 1n their ability to manipulate objects because
of the inherent dissimilarity between the free-form move-
ment of a glove and the more constrained movement of
manipulated objects.
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A second category of 3D/6D controllers are referred to as
“Flying Mice.” The Bird controller by Ascension Technol-
ogy Corp. of Burlington, Vt. tracks position and orientation
in six-dimensions using pulsed (DC) magnetic fields.
However, it 1s affected by the presence of metals and also
requires manipulating the controller 1n free space. The
2D/6D Mouse of Logitech Inc. 1s similar 1n function, but

uses acoustic ranging similar to the Mattel device. The
3SPACE sensor from Polhemus, described 1n U.S. Pat. No.

4,017,858, 1ssued to Jack Kuipers Apr. 12, 1977, uses elec-
tromagnetic coupling between three transmitter antennas
and three receiver antennas. Three transmitter antenna coils
are orthogonally arranged as are three recerver antennas, and
the nine transmitter/receiver combinations provide three
dimensional position and orientation information. However,
all “tflying mouse” devices require the undesirable and tiring
movement of the user’s entire arm to manipulate the control-
ler 1n free space. Further, these devices are either tethered by
a cord or sensitive to either electromagnetic or acoustic
noise.

A device similar to the flying mice 1s taught in U.S. Pat.
No. 4,839,838. This device 1s a 6D controller using 6 inde-
pendent accelerometers 1 an “inertial mouse.” However, the
device must still be moved 1n space, and the use of acceler-
ometers rather than ranging devices limits the accuracy.
Another 1nertial mouse system 1s taught in U.S. Pat. No.
4,787,051 1ssued to Lynn T. Olson.

A third category of 3D/6D controllers includes 3D/6D
joysticks and trackballs. Spaceball of Spatial Systems, Inc. 1s
a rigid sphere containing strain gauges or optical sensors to
measure the forces and torques applied to a motionless ball.
The user pushes, pulls or twists the ball to generate 3D trans-
lation and orientation control signals. Spaceball 1s described
in detail in U.S. Pat. No. 4,811,608 1ssued to John A. Hilton
Mar. 14, 1989. Similarly, the DIMENSION 6/Geoball con-
troller distributed by Ci1S Graphics Inc. incorporates a 6-axis
optical torque sensor housed in a spherical enclosure. The
device measures translational forces and rotational torques.
However, these devices are subject to a number of disadvan-
tages. For example, 1t 1s difficult to provide for precise
positioning, as there 1s no provision for the use of a stylus.
Further, these devices are primarily controlled with hand
muscles, rather than with the more precise finger muscles.
Further still, these devices provide for only relative control
and have no provision for providing an absolute origins or an
absolute positions. They are therefor not suitable for provid-
ing closure in digitized 3D 1nputs. Finally, they are limited 1n
their ability to provide an intuitive feel for 3D manipulation
ol a controlled object not specified in the Cartesian coordi-
nate system. For example, they are not readily adaptable to
spherical or cylindrical coordinate systems.

(b) Prior Art Force-sensitive Transducers

Force-sensitive transducer are characterized in that they
do not require a significant amount of motion 1n order to
provide a control mput. These devices have appeared 1n a
number of configurations, some of which are capable of
sensing not only the presence or non-presence of the touch
of a user’s finger or stylus, but also the ability to quantita-
tively measure the amount of force applied. One such a
device 1s available from Tekscan, Inc. of Boston, Mass. This
device includes several force-sensitive pads 1n a grid-based
matrix that can detect the force and position of multiple
fingers at one time. Another force-sensitive device 1s avail-
able from Intelligent Computer Music Systems, Inc. of
Albany, N.Y. under the TouchSurface trademark. The Touch-
Surface device can continuously follow the movement and
pressure of a fingertip or stylus on 1ts surface by responding
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to the position (X and Y) at which the surface 1s touched and
to the force (Z) with which 1t 1s touched. Further, it two
positions are touched simultaneously in the TouchSurface
device, an average position of the two positions 1s provided.
However, these devices are currently limited 1n manipulating
objects beyond 2.5 dimensions, 1.e. X-position, Y-position,
and positive Z-direction, and are not available in any 1ntui-
tive controllers.

Force-sensitive transducers have been used 1in two-
dimensional applications 1n place of spring-loaded joysticks.
For example, U.S. Pat. No. 4,719,538 issued to John D. Cox
teaches using force-responsive capacitive-transducers in a
joystick-type device. However, these devices do not typi-
cally provide for 3D/6D 1nputs. An augmented 2D controller
using force-sensitive devices 1s taught 1n U.S. Pat. No. 4,896,
543 1ssued to Larry S. Gullman. Gullman describes a three-
axis force measurement stylus used as a computer mput
device wherein the forces sensed by the stylus are used for
recognizing ciphers, selecting colors, or establishing line
widths and line densities. However, this device does not pro-
vide 1nputs for roll, yaw or pitch, and does not provide any
input for a negative Z input (1.e. there 1s no mput once the
stylus 1s lifted). Thus, 1t 1s limited 1n 1ts ability to provide 3D
positioning information, as this would require an undesir-
able bias of some sort.

(c) Prior Art 3D/6D Field Controllers

3D/6D controllers are found in many field applications,
such as controllers for heavy equipment. These devices must
be rugged, accurate and immune from the atfects of noise.
Accordingly, many input control devices used for interactive
computer graphics are not suitable for use 1n field applica-
tions. As a result, heavy equipment controllers typically con-
sist of a baitling array of heavy-but-reliable levers which
have little if any 1ntuitive relationship to the function being
performed. For example, a typical heavy crane includes
separate lever controls for boom rotation (swing), boom tele-
scope (extension), boom lift and hook hoist. This poor user
interface requires the operator to select and select and pull
one of a number of levers corresponding to the boom rota-
tion control to cause the boom to rotate to the left. Such
non-intuitive controls makes training difficult and time-
consuming and increases the likelihood of accidents.

Accordingly, 1t 1s desirable to provide a 3D/6D controller
that 1s easy to use, 1nexpensive, accurate, mtuitive, not sensi-
tive to electromagnetic or acoustic interference, and flexible
in 1ts ability to mampulate objects. Specifically, a substantial
need exists for a graphical input device capable of providing,
for the precision manipulation of position and spatial orien-
tation of an object. It 1s desirable that the device accept 1ntui-
tive and simple input actions such as finger motion to
manipulate position and orientation and does not require
manipulation of a controller in free space or otherwise cause
fatigue. It 1s desirable that the device provide the dual-
functionality of both absolute and relative inputs, that 1s,
inputs similar to a data tablet or touch panel that provide for
absolute origins and positions, and 1nputs similar to mice
and trackballs that report changes from former positions and
orientations. It 1s desirable that the device recognize multiple
points for versatile positioning and spatial orientation of one
or more objects and allow the use of multiple finger touch to
point or move a controlled object in a precise manner.

SUMMARY OF THE INVENTION

An 1nput controller of the present invention incorporates
multiple force/touch sensitive input elements and provides
intuitive put m up to 36 degrees-oi-freedom, including
position and rotation, in either a Cartesian, cylindrical or
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spherical coordinate system. Input can be provided in the
provided degrees of freedom without requiring movement of
the controller, so that the controller 1s suitable for controlling
both cursors or other computer objects 1n an interactive com-
puter system and for controlling equipment such as heavy
cranes and fork lift trucks.

More specifically, the preferred embodiment of the
present invention provides a substantially cube-shaped input
controller which 1ncludes a sensor on each of the six faces of
the controller. The sensors are sensitive to the touch of a
user’s linger or other pointing object. In various
embodiments, a controlled object may be translated by
either a “pushing™ or “dragging” metaphor on various faces
of the controller. A controlled object may be rotated by
either a “pushing,” “twisting,” or “gesture+ metaphor on
various faces of the controller. In certain embodiments, the
same sensor 1s used for both position and rotational inputs,
and the two are differentiated by the magnitude of the force
applied to the sensor. Preferably, each sensor includes a main
sensor located near the center portion of each face of the
controller, and a number of edge sensors surrounding the
main sensor and located proximate to the edges of each face
of the controller.

According to one embodiment, each face of the controller
can be used to provide input 1n six degrees of freedom to
cach control an object. If every face of the controller 1s used,
a total of thirty-six degrees of freedom may be utilized. This
allows the simultaneous control of multiple objects. In one
embodiment, a computer generated object displayed on a
computer system includes a virtual hand. The entire hand
and 1ndividual fingers of the hand may be simultaneously
moved 1n several degrees of freedom by the user when pro-
viding mput on multiple faces of the controller at the same
time. In other embodiments, sets of faces can each control a
separate object. For example, two opposing faces on the con-
troller can command the translation and rotation of one
object, while two different opposing faces can command the
translation and rotation of a second object.

In a different embodiment, the controller of the present
invention can be used to provide mput to an application pro-
gram 1mplemented by a computer system, such as a com-
puter aided design (CAD) program. A front face on the con-
troller can be used to control a cursor 1n the program, and left
and right faces can provide commands equivalent to left and
right buttons on a mouse or other pointing device typically
used with the program. An object displayed by the CAD
program can be manipulated by using two touch points
simultaneously. An object can be deformed, such as twisted,
shrunk, or stretched, by providing input on the edge sensors
of the controller. Two points of an object can be simulta-
neously deformed using separate faces of the controller.

In another embodiment, “pseudo force feedback” is pro-
vided to the user when the user controls a computer-
generated object 1n a virtual environment. When a user-
controlled computer object, such as a virtual hand, engages
another object 1n the virtual environment, such as an
obstacle, the user-controlled object 1s not allowed to move
turther 1n the direction of the obstacle object. The user thus
teels the surface of the controller as 11 1t were the surface of
the obstacle, and receives visual feedback confirming this
pseudo-sensation. In another embodiment, active tactile
teedback can be provided to the user with the use of tactile
sensation generators, such as vibratory diaphragms, placed
on the controller or on peripheral surfaces to the controller.

The present mvention provides an 1ntuitive, imnexpensive,
and accurate controller for providing input 1n 3 or more
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degrees of freedom. The controller 1s tlexible 1n 1ts ability to
manipulate objects and provide a relatively large number of
degrees of freedom for a user, such that multiple objects can
be manipulated simultaneously by a user. This allows realis-
tic control of objects such as virtual hands 1n a simulated
environment. In addition, the controller 1s not manipulated 1n
free space and thus does not cause hand fatigue. The mul-
tiple dimensions of mput can be generated without requiring,
movement of the controller, which provides a controller suit-
able for controlling both cursors and displayed objects 1n an
interactive computer system. Further, the controller 1s insen-
sitive to acoustic or electromagnetic noise and 1s thus suit-

able for controlling equipment such as heavy cranes and
torklift trucks.

These and other advantages of the present invention will
become apparent to those skilled in the art upon a reading of
the following specification of the mvention and a study of
the several figures of the drawing.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s an 1illustration of a 3D controller having six
force/touch sensitive sensors;

FIG. 2 15 a block diagram of the control electronics of the
3D controller of FIG. 1;

FIG. 3 1s an illustration of a 6D controller having three
X-Y-position and force/touch sensitive sensors;

FIG. 4a illustrates the user intertace of the controller of
FIG. 3 with regards to position information;

FIG. 4b 1llustrates the user interface of the controller of
FIG. 3 with regards to rotational information;

FIG. 5 1s a block diagram of the control electronics of the
6D controller of FIG. 3;

FIG. 6 illustrates a 6D controller having six X-Y-position
and force/touch sensitive sensors;

FI1G. 7 illustrates a 6D controller having six X-Y-position
and force/touch sensitive sensors and three knobs:

FIG. 8 1s an expanded view of a “twist-mode” touch cyl-
inder controller:;

FIG. 9a 1s an illustration of a “push-mode™ touch cylinder
controller:;

FIG. 9b 1s an 1llustration of sensing yaw with reference to
the controller of FIG. 9a;

FIG. 9c¢ 1s an 1llustration of sensing roll with reference to
the controller of FIG. 9a;

FI1G. 9d 1s an illustration of sensing pitch with reference to
the controller of FIG. 9a;

FIGS. 10a, 10b, and 10c are illustrations of sensing
X-position, Y-position and Z-position respectively 1n a
“drag-mode”™;

FI1G. 11 1llustrates a pipe-crawler controller;

FI1G. 12 1llustrates a pipe-crawler robot;

FIG. 13 1illustrates a shape variation of controller 705
adapted for easy uses of a stylus;

FIG. 14 illustrates a shape variation of controller 705
adapted for use with CAD/CAM digitizers;

FIG. 15 1llustrates the combination of two force-sensitive
SEeNsors on a mouse;

FIG. 16 1llustrates a wedge controller adapted for use in
controlling a mobile crane;

FIG. 17 1llustrates a mobile crane;

FI1G. 18 1llustrates a controller for use in a spherical coor-
dinate system;

FIG. 19 1llustrates a two-mode controller adapted for use
in controlling an object or cursor in 2 dimensions;
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FIGS. 20a and 20b 1llustrate an alternative techmque for
generating rotation commands using the controller of FIG.

6.
FIGS. 21a, 21b, 22, 23 and 24 illustrate techniques for
generating rotation using the controller of FIG. 6;

FIG. 25a illustrates a controller including 6 force-
sensitive matrix sensors and 24 edge sensors;

FIG. 25b 1llustrates an alternative controller including 6
force-sensitive matrix sensors and 24 edge sensors;

FIGS. 26a-261 1illustrate the protocol for rotation com-
mand generation using the controller of FIG. 25;

FIG. 27 1llustrates a matrix sensor and four edge sensors
used to detect rotation about an arbitrary axis in the X-Z
plane;

FIGS. 28a—-281 illustrate the protocol for grasp-move ges-
tures 1n conjunction with the controller of FIG. 25;

FIGS. 29a and 29b 1llustrate an alternative cylinder con-
troller:;

FIG. 30 15 a flow diagram 1illustrating the interpretation of
touch points on a controller when there 1s no detection of
touches on the matrix-sensors;

FIG. 31 15 a flow diagram 1illustrating the interpretation of
touch points on a controller when there 1s a detection of a
single touch point on a matrix-sensor;

FIG. 31a illustrates a specified region on the controller of
the present invention;

FIG. 32 1s a flow diagram illustrating the interpretation of
touch points on a controller when there 1s a detection of
multiple touch point on matrix-sensors;

FIGS. 33al, 33a2, 33b1, 33b2, 33cl, 33c2, 33d1, 33d2,
33d3, 33d4, 33d5, 33d6, 33el, and 33e2 illustrate the inter-
pretation of various gestures;

FIG. 34 15 a perspective view of a controller incorporating
trackballs to control the positional movements and edge sen-
sors to control the rotational movements of an object;

FIGS. 34a and 34b 1llustrate the generation of translation
commands using the controller of FI1G. 34;

FIGS. 35a-35d illustrate the use of a single face of the
controller of the present invention to input commands 1n s1X
degrees of freedom:;

FIG. 35¢ 15 a flow diagram 1llustrating the distinguishing
of different input commands;

FIG. 36 illustrates the simultaneous input 1n thirty-six
possible degrees of freedom using six faces of the controller;

FIGS. 37a-37p illustrate an example of controlling a vir-
tual hand using multiple faces of the controller;

FIG. 38 1s flow diagram 1illustrating the manipulation of a
virtual hand 1n a sitmulated 3-D environment;

FIG. 38a 1s a flow diagram 1illustrating the step of FIG. 38
for generating camera view commands;

FIG. 38b 1s a flow diagram 1llustrating the step of FIG. 38
for generating virtual hand movement commands;

FIG. 38c¢ 15 a flow diagram 1illustrating the step of FIG. 38
for generating virtual finger movement commands;

FIGS. 39a-39d illustrate the manipulate of an object 1n a
virtual environment using a virtual hand and the controller of
the present invention;

FIGS. 40a—40b 1illustrate the user simultaneously com-
manding the rotation of two computer-generated objects
using the controller;

FIGS. 41a—41h 1llustrate deforming an object using mul-
tiple faces of the controller;
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FIGS. 42a-421 illustrate the manipulation of a cursor and
an object in a CAD application program using the controller;

FI1G. 43 1s a flow diagram 1llustrating the mampulation of
a cursor and an object 1n the application program of FIG.
42a; 5
FI1G. 43a 15 a flow diagram illustrating the step of FIG. 43
of moving the cursor using the controller;

FIG. 43b 15 a flow diagram 1illustrating the step of FIG. 43
of moving the object using the controller;

FI1G. 43¢ 15 a flow diagram illustrating the step of FIG. 43
of twisting the object using the controller;

FI1G. 43d 1s a flow diagram illustrating the step of FIG. 43
of shrinking or stretching the object using the controller;

FIGS. 44a-44c illustrate the implementation of psuedo
force teedback of the present invention;

FIGS. 45a and 45b 1llustrate embodiments of the control-
ler of the present invention including tactile sensation gen-
erators for active tactile feedback;

FIG. 46a 1s a front view of a controller 1n accordance with
another embodiment of the present invention;

FIG. 46b 1s a side view of the controller from the right
edge taken along line 46b—46b of FIG. 46a;

FIG. 46c¢ 1llustrates a method of operating the controller of
FIG. 46a to produce an X,y translation signal in the Cartesian
coordinate system;

FI1G. 46d illustrates a method of operating the controller
of FIG. 46a to produce a yaw and pitch rotation signal;

FIG. 46¢ 1llustrates a method of operating the controller of
FIG. 46a to produce a series of z coordinates 1n the Cartesian
coordinate system;

FI1G. 461 1llustrates a method of operating the controller of
FIG. 46a to produce a roll rotation signal;

FIG. 46g 1llustrates an embodiment of the controller of
FI1G. 46a with an attached handle;

FIG. 46h 1llustrates an embodiment of the controller of
FIG. 46a with a support;

FIG. 47a 1llustrates a controller in accordance with yet
another embodiment of the present invention;

FI1G. 47b 1s a top view of the controller of FIG. 47a;

FI1G. 47c¢ illustrates a method of operating the controller of
FIG. 47a to generate an X,y and z translation signal;

FIG. 47d 1illustrates a method of operating the controller
of FIG. 47a to generate a pitch, yaw and roll rotation signal;

FI1G. 47¢ and FIG. 471 1llustrate a controller 1n accordance
with yet another embodiment of the present invention;

FIG. 47¢g 1llustrates a method of operating the controller
of FIG. 47¢ to produce an X,y and z translation signal;

FI1G. 47h illustrates a method of operating the controller
of FIG. 47¢ to generate a pitch, yaw and roll rotation signal;

FIG. 48a 1s a top view of a controller in accordance with
yet another embodiment of the present invention;

FIG. 48b 1llustrates a controller in accordance with yet
another embodiment of the present invention;

FIG. 48c 1llustrates a method of operating the controller of
FIG. 48a to produce an X,y and z translation signal;

FIG. 48d illustrates a method of operating the controller
of F1G. 48a to generate a pitch, yaw and roll rotation signal;

FI1G. 48¢ illustrates a method of operating the controller of
FIG. 48b to generate an X, v and z translation signal;

FI1G. 481 1llustrates a method of operating the controller of
FIG. 48b to generate a pitch, yaw, and roll rotation signal;

FIGS. 49a—1 illustrate several difterent embodiments of a 65
number of controllers 4315a—1 in accordance with the
present invention;
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FIG. 49¢ 1llustrates a method of operating the controllers
of FIGS. 49a-1 to generate an X, v or z translation signal;

FIG. 49h illustrates a method of operating the controllers
of FIGS. 49a—1 to generate a pitch, yaw or roll rotation sig-
nal;

FIG. 50a illustrates a controller in accordance with yet
another embodiment of the present invention;

FIG. 50b illustrates a controller in accordance with yet
another embodiment of the present invention;

FIG. 50c illustrates a controller in accordance with yet
another embodiment of the present invention;

FIG. S1a1llustrates a method of operating the controller of
FIG. 50c;

FIG. 51b illustrates an embodiment of the controller of
FI1G. 50c with an attached handle 4166

FIG. 51c illustrates an embodiment of the controller of
FIG. 50c with a support 4148;

FIG. 52a 1llustrates a mouse controller 1n accordance with
yet another embodiment of the present invention;

FIG. 52b illustrates a mouse controller in accordance with
yet another embodiment of the present invention;

FIG. 52c¢ illustrates a trackball controller 1n accordance
with yet another embodiment of the present invention;

FIG. 52d illustrates a method for operating the trackball
controller;

FIG. 33a illustrates a controller in accordance with yet
another embodiment of the present invention;

FIG. 53b and FIG. 53¢ illustrate a method of operating the

controller of FIG. 53a to produce x, v, z, pitch, yaw, and roll
rotation signals;

FIGS. 53d-k illustrate a method of operating the control-
ler of FIG. 53a to generate rotation signals; and

FIG. 54 1s a flow chart of a method 4460 of generating
translation, rotation and continuation signals from the con-
trollers of the present invention.

DETAILED DESCRIPTION OF THE PR.
EMBODIMENTS

FIG. 1 1s an 1llustration of a force/touch sensitive 3D con-
troller 1n accordance with a first embodiment of the present
invention. A controller 105 1s shaped substantially 1n the
form of a cube having six faces or sides, 1.¢. controller 105
can be provided as a cube shape or other similar shapes, such
as a rectilinear object or cube having rounded edges or the
like. Alternatively, controller 105 can have other shapes. A
first force-sensitive sensor pad 110 1s positioned on the front
face of controller 105. A second force-sensitive sensor pad
115 1s positioned on the right side of controller 105. A third
force-sensitive sensor pad 120 1s positioned on the top side
of controller 105. A fourth force-sensitive sensor pad 123 1s
positioned on the left side of controller 105. A fifth force-
sensitive sensor pad 130 1s positioned on the back side of
controller 105. A sixth force-sensitive sensor pad 135 is
positioned on the bottom side of controller 105. A frame 140
1s attached to the edge of controller 105 between the bottom
and back surfaces, allowing access to all s1x surfaces of con-
troller 105. Control harness 145 1s coupled to the six force-
sensitive sensor pads 110, 115, 120, 125, 130, and 135 and
provides signals 1n response to the application of pressure to
the pads. The signals are preferably input to a computer
system or object controlled by the controller 105. The com-
puter system, for example, can display a computer-generated
object that can be manipulated 1n simulated space by the
controller 105. Alternatively, a real object, such as a crane,
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can be mampulated by the controller 105. These embodi-
ments are described 1n greater detail below.

Controller 105 1s operated by pressing on any of the six
force-sensitive pads. This pressure 1s preferably applied with
one or more of the user’s fingers. Alternatively, other objects
can be used to apply pressure, such as a stylus or other
article. The sensor pads can detect even a small amount of
pressure so that the user need only touch the pads. In the
described embodiment, the planar faces and the sensor pads
of the controller 105 are rigid and do not substantially deforn
under the pressure from the user. Thus, accurate x, y, and
z-axis commands, referenced to the faces of the controller,
can be provided at any point touched on the sensor pads.

The user interface 1s intuitive since a real or computer
generated object will move as 11 it 1s responding to the pres-
sure (1.e., force) on controller 105. For example, pressing
down on force-sensitive pad 120, positioned on the top of
controller 105, will cause a controlled object to move down-
ward (-Y). Similarly, pressing up on force-sensitive pad
135, positioned on the bottom of controller 105, will cause
the object to move upward (+Y). Pressing the controller
towards the user, by pressing on force-sensitive pad 130,
positioned on the back of controller 105, will cause the
object to move towards the user (-Z7.). Pressing the controller
away from the user, by pressing on force-sensitive pad 110,
positioned on the front of controller 105, will cause the
object to move away from the user (+7). Pressing the con-
troller to the left, by pressing on force-sensitive pad 1135 on
the right side of controller 105, will cause the object to move
to the left (-X). Stmilarly, pressing the controller to the right,
by pressing on force-sensitive pad 125, positioned on the left
side of controller 105, will cause the object to move to the
right (+X).

One advantage of the controller 105 1s that i1t exhibits a
zero neutral force, 1.e., the controller does not require a force
on any sensors or mechanical members to maintain a neutral
position. The user merely stops applying pressure to the
sensors, and the controller 1s 1n a neutral state that does not
input movement signals to the computer 220.

FIG. 2 1llustrates a block diagram of the controller elec-
tronics used to provide 3D position information in conjunc-
tion with the controller of FIG. 1. Force sensitive pads 110,
115, 120, 125, 130, and 135 are coupled to control harness
145, which couples all six force-sensitive pads to A/D con-
verter 205. A/D converter 205 converts the analog signals
from each of the force-sensitive pads into digital signals. The
s1x digitized signals are coupled to integrator 210. Integrator
210 mtegrates the difference of the signals from the left and
right force-sensitive pads 125 and 115 to provide an X posi-
tion signal (X=[(X,,.X,,:)dt); integrates the difference of
the signals from the top and bottom force-sensitive pads 120
and 135 to provide a 'Y position signal (Y=]Y ;=Y ,,,)dt);
and 1ntegrates the difference of the signals from the front and
back force-sensitive pads 110 and 130 to provide a Z posi-
tion signal (Z=|(Z,,,—Z5,)dt). The three position signals X,
Y and Z are then coupled to a computer 220 to control the
position of a cursor or object displayed on a display device
coupled to the computer 220. Alternatively, the position sig-
nals can be used for servo controls for heavy equipment,
such as crane servo motors 230.

In the preferred first embodiment controller 105 1s sensi-
tive to the presence of a touch mput and A/D converter 205
provides a binary signal output to integrator 210 for each
force-sensitive pad. This provides a controller that provides
a single “speed”, that 1s, activation of a force-sensitive pad
will result 1n the cursor, object or equipment moving in the
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desired direction at a certain speed. Alternatively, force-
sensitive pads 110, 115, 120, 125, 130 and 135 can be of the
type that provide analog outputs responsive to the magnitude

of the applied force, A/D converter 205 can be of the type
that provides a multi-bit digital signal, and integrator 210
can be of the type that integrates multi-bit values. The use of
a multi-bit signals allows for multiple “speeds,” that 1s, the
speed of the cursor or object movement 1n a given direction
will be responsive to the magnitude of the force applied to

the corresponding force-sensitive pads.

FIG. 3 1s an illustration of a force/touch sensitive 6D con-
troller 1n accordance with a second embodiment of the
present invention. Controller 305 1s also shaped 1n the form
of a cube, however this controller uses three force-sensitive
matrix sensors. A first force-sensitive matrix sensor 310 1s
positioned on the front of controller 205. Sensor 310 pro-
vides two analog signals 1n response to the position of an
applied force, which provides X and Y position information
as 1llustrated 1n FIG. 4a. Sensor 310 also provides a third
signal 1s response to the magnitude of the force applied to
sensor 310. A second force-sensitive matrix sensor 315 1s
positioned on the right side of controller 305. Sensor 315
provides two analog signals 1n response to the position of the
force applied to sensor 315, which will be interpreted by
control electronics to provide Y and Z information as 1llus-
trated 1n FIG. 4a. Sensor 3135 also provides a third signal
responsive to the magnitude of the force applied to sensor
315. A third force-sensitive matrix sensor 320 1s positioned
on the top side of controller 305. Sensor 320 provides two
analog signals in response to the position of the force applied
to sensor 320, which will be iterpreted by the control elec-
tronics to provide Z and X information as illustrated 1n FIG.

4a.

In operation, sensors 310, 315 and 320 provide redundant
X, Y and Z position control of a cursor, object or equipment.
That 1s, Y-position information can be entered on either sen-
sor 310 or 315, X-position information can be entered on
either sensor 310 or 320, and Z-position information can be
entered on either sensor 315 or 320. The two X inputs are
summed to provide the final X position information. Y and 7
information 1s obtained in the same manner. Thus a change
in position on a sensor 1s 1nterpreted as a change of position
of the real or computer-generated object, with a fixed or
programmable gain.

For application requiring six degree-of-freedom input,
such as manipulating the orientation of an object or
equipment, sensors 310, 3135 and 320 also provide the pitch,
yaw and roll control. Specifically, the third signal provided
by each sensor 1s used to differentiate “light” from “strong”
pressures on each sensors. Threshold detector 535, illus-
trated 1n FIG. 5, receives the third signal from each sensor
and couples the related two analog signals to either position
interpreter 540 or to orientation interpreter 545 1n response
to the third signal being “light” or “strong™ respectively.
Specifically, when a pressure exceeding a pre-defined
threshold 1s detected, 1t 1s interpreted as a “strong’” pressure,
1.e., an orientation “gesture”, and the two analog signals
from the affected sensor are used to provide orientation
information. Referring to FI1G. 4b, when a strong pressure 1s
detected on sensor 310, the two analog signals from sensor
310 are used to provide pitch information about the Z-axis,
as mdicated by the arrow on sensor 310. Similarly, when a
strong pressure 1s detected on sensor 315, the two analog
signals from sensor 313 are used to provide roll information
about the X-axis. Finally, when a strong pressure 1s detected
on sensor 320, the two analog signals from sensor 320 are
used to provide pitch information about the Y-axis. In alter-
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nate embodiments, other types of input can be provided on
sensors 310, 315, and 320 to command rotation of the con-
trolled object. For example, trajectory gestures can be input,
such as the circle gesture described 1n FIG. 35d, to generate
a sequence of positive/negative angle changes and cause the
controlled object to rotate. Similarly, a winding, snake-like
gesture would cause the controlled object to rotate 1n alter-
nating directions about an axis.

FIG. 5 1s a block diagram of the control electronics of the
6D controller of FIG. 3. Force-sensitive matrix sensors 310,
315, and 320 are coupled to control harness 3510, which
couples all three force-sensitive matrix sensors to threshold
detector 535. A threshold detector 535 directs sensor infor-
mation to either position interpreter 540 or orientation inter-
preter 545 1n response to the magnitude of the force signal.
Position interpreter 340 can operate 1n either of two modes.
In an absolute mode, the position of the X-signal 1s directly
translated to the X-position of the cursor or object. I two
iputs are present the mputs can be either averaged or the
second 1gnored. In a relative mode, position interpreter 340
responds only to changes 1n X-values. Again, if two 1puts
are present they can either be averaged or the second 1nput
ignored. The Y and 7 information 1s obtained 1n a similar
mannet.

Orientation mnterpreter 545 interprets rotational “gestures™
as rotational control signals. More specifically, when a user
applies pressure above the threshold pressure as detected by
threshold detector 535, the analog information from the
alfected sensor 1s coupled to orientation interpreter 345 and
interpreted as an orientation or rotation about the axis per-
pendicular to that sensor. The angular position of the pres-
sure point 1s calculated with reference to the center point of
the sensor. In a relative operating mode any angular changes
are interpreted as rotations. The rotation can be modified by
a programmable gain if desired. Orientation interpreter can
also operate in an absolute mode. In an absolute mode, the
orientation 1s determined from the two signals from each
sensor by determining the angular position of the mput rela-
tive to the center point of the sensor.

FIG. 6 illustrates a third embodiment of a 6D controller
605. Controller 605 1s shaped substantially 1n the form of a
cube. A first force-sensitive matrix sensor 610 1s positioned
on the front of controller 605. A second force-sensitive
matrix sensor 615 is positioned on the right side of controller
605. A third force-sensitive matrix sensor 620 1s positioned
on the top side of controller 605. A fourth force-sensitive
matrix sensor 625 is positioned on the leit side of controller
605. A fifth force-sensitive matrix sensor 630 1s positioned
on the back side of controller 605. A sixth force-sensitive
matrix sensor 633 1s positioned on the bottom side of con-
troller 605. A frame 640 1s attached to the edge of controller
6035 between the bottom and back surfaces, allowing the user
to access to all six surfaces of controller 605. Control har-
ness 645 1s coupled to force-sensitive matrix sensor 610,
615, 620, 625, 630, and 635 and provides signals indicative
of the magnitude and the position of the force applied to
cach sensor.

The X, Y and Z position data and the orientation data 1s
derived 1n the same way as described with reference to con-
troller 305 1llustrated in FIGS. 3 and 4. The additional sen-
sors provide multiple redundant entry capabilities.
Specifically, yvaw information about the Z-axis can be pro-
vided by either sensor 610 or sensor 630. Roll information
about the X-axis can be provided by either sensor 615 or
sensor 623. Pitch information about the Y-axis can be pro-
vided by either sensor 620 or sensor 635. Similarly,
X-position mformation can be provided by sensors 610, 620,
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630 and 635. Y-position data can be provided by sensors 610,
615, 630 and 625. Z-position data can be provided by sen-
sors 620, 615, 635, and 625. As before, multiple inputs can
be resolved either by averages or by i1gnoring secondary
iputs. More specifically, priority can be given to speciiic
sensors or priority can be given with regards to the relative
time of the inputs. Further, inputs can be interpreted on
either absolute or relative modes.

Alternatively, rotation commands can be generated by
another techmque using the 6-sided controller of FIG. 6.
Specifically, a rotation command 1s generated by simulta-
neously dragging a finger on one panel 1n a first direction,
and dragging another finger on the opposite panel in the
opposite direction. For example, as illustrated in FIG. 20a,
the user’s thumb 2010 1s dragged vertically upward in a +Y
direction on panel 610. Simultaneously, the user’s forefinger
2020 1s dragged vertically downward 1n a -Y direction on
panel 630. This 1s interpreted as a positive rotation about the
X-axis, as illustrated 1n FIG. 20b, where a displayed (or
controlled) object 2030 1s rotated about the X-axis as 1llus-
trated. More specifically, the position and change-oi-
position information 1s detected separately for each of the
s1x panels. When touch points are detected simultaneously
on opposite panels, the change-of-position information 1is
compared for the opposite panels. I the change-of-position
information indicates that the touch points are moving 1n
substantially opposite directions, a rotation command 1s gen-
erated. Rotation nominally corresponds to the rotation about
the affected axis such that a single complete rotation of the
touch points about the controller 605 would result 1n a single
revolution of the image. Alternatively, magnifications could
be used such that the image would be rotated by an amount
proportional to the rotation of the touch points.

FIG. 21a illustrates the gesture corresponding to a nega-
tive rotation about the X-axis and FIG. 21b illustrates the
corresponding movement of display (or controlled) object
2030. Similarly, rotation commands may be provided about
the X-axis by gesturing on panels 620 and 635 parallel to the
Z-axis, as 1illustrated 1n FIG. 22. Similarly again, rotation
commands may be provided about the Z-axis by gesturing
parallel to the X- and Y-axes on panels 615, 620, 625 and
635 as 1llustrated 1n FIG. 23, and about the Y-axis by gestur-
ing parallel to the X- and Z-axes on panels 610, 625, 630 and
615 as illustrated 1n FIG. 24. The interpretation of the ges-
tures 1s described more fully below 1n the section titled Ges-
ture Interpretation.

A fourth embodiment of a 6D controller 705 1s 1llustrated
in FIG. 7. A controller 705 1s shaped 1n the form of a cube
with three attached knobs. Six force-sensitive matrix sensors
710, 715, 720, 725, 730 and 735 are positioned on controller
703 1n the same manner as explained 1n detail with regards to
controller 605 1llustrated 1n FIG. 6. However, these force-
sensitive matrix sensors are used only to generate position
commands 1n the X, Y, and Z directions.

Knobs 740, 750 and 760 provide the orientation informa-
tion for roll, yaw and pitch. Specifically, knob 740 provides
pitch information about the Y-axis, knob 750 provides roll
information about the X-axis, and knob 760 provides yaw
information about the Z-axis.

As 1llustrated with regards to knob 740, each knob

includes at least one sensor pad that can detect one dimen-
sional mformation about the circumierence of the knob.
Preferably, each sensor can average two inputs. Movement
ol one or two pressure points on a sensor 1s nterpreted as
rotation about the axis of that sensor. Thus each knob gener-
ates orientation information about one axis 1n response to
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twisting of a thumb and finger about that knob. Specifically,
sensor 745 on knob 740 provides one-dimensional position
information about the circumierence of knob 740. In the
case of two 1nputs applied to a sensor, the average position of
the two 1nputs 1s 1nterpreted 1n a relative mode, and a pro-
grammable gain 1s provided. More specifically, the rota-
tional command (the change 1n rotation) 1s calculated as fol-
lows:

0=G*360°*dl/L

Where 0 1s the rotational command; G 1s the program-
mable gain; dl 1s the change 1n the average position of the
fingers; and L 1s the circumierence of the knob.

For example, twisting the thumb and finger one centime-
ter on knob 740 1s interpreted as 90° of rotation about the
Y-axis. Alternatively, the gain can be increased or decreased
as desired.

FIG. 8 1s an expanded view of a touch cylinder 800 in
accordance with another embodiment of the present mven-
tion. Touch cylinder 800 provides X, Y, and Z position infor-
mation in response to forces applied to force-sensitive sen-
sors 801, 802, 803, 804, 805, 806 positioned on the ends of
s1X interconnected cylinders comprising touch cylinder 800.
These si1x sensors are coupled and operate 1n the same man-
ner as the six force-sensitive pad of controller 105 described
with reference to FIG. 1. Touch cylinder 800 provides orien-
tation information in response to signals from sensors 810,
811, 812, 813, 814 and 815. These sensors operate 1n the
same manner as three knobs 740, 750 and 760 of controller
705 described with reference to FIG. 7 with the multiple
inputs for each axis summed.

Another embodiment of a touch cylinder 900 1s illustrated
in FIGS. 9a-9d. Again, touch cylinder 900 1s constructed of
s1x cylinders, each aligned along a Cartesian coordinate, and
connected together at the origin of the Cartesian coordinate
system. Each cylinder has force-sensitive sensors on its end
for position information as in touch cylinder 800. However,
touch cylinder 900 derives rotational information 1n a differ-
ent manner. Specifically, the circumierence of each cylinder
1s covered with a force-sensitive sensor that 1s divided 1nto at
least four sections. For example, the cylinder aligned 1n the
+X direction includes sections 901, 902, 903, and 904. Each
section covers 90° along the circumierence of the cylinder.
Similarly, the other five cylinders are also covered by force-
sensitive sensors each with four sections. As illustrated, the
centers of each of the sections lie on a plane of the Cartesian
coordinate system defined by the six cylinders.

Operation of touch cylinder 900 1s described with refer-
ence to a “push” mode. Specifically, rotational information
1s provided by “pushing” sensors positioned on the sides of
the cylinders to rotate the object about one of the axes other
than the one on the cylinder of the enabled sensor as 11 1t had
been “pushed™ 1n the same direction as the controller. This 1s
more easily explained by illustration. Referring to FIG. 9b, a
rotational yaw input about the Z-axis 1s provided by pressing

any of sensors 902, 904, 905, 906, 907, 908, 909 or 910.
Sensors 904, 906, 908, and 910 provide a positive
(counterclockwise) yaw signal, sensors 902, 905, 907 and
909 provide negative (clockwise) yaw signals. These signals
can be combined as described above, and the signals can be
either “on/oil” or have multiple levels. Roll and pitch infor-
mation 1s provided 1n a similar manner, as illustrated in sim-
plified diagrams 9¢ and 9d.

A third embodiment of a touch cylinder 1000 1s illustrated
in FIGS. 10a—10c. Unlike touch cylinders 800 and 900,

touch cylinder 1000 has no sensors on the ends of the six
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cylinders. Six sensors on the cylinders provide orientation
information in the same manner as the sensors 810—813 1n
touch cylinder 800. However, the sensor pads of touch cylin-
der 1000 are two-dimensional and provide information
responsive to the position of pressure along the cylinders as
well as 1 response to the position of the pressure around the
circumierence of each cylinder. As illustrated 1n FIG. 10a,
movement of the thumb and forefinger along the X-axis cyl-
inder in the X-direction 1s detected by sensor 1010. The
X-position information from the two mputs (thumb and
forefinger) 1s averaged and used to provide a relative posi-
tion 1nput to the cursor or controlled object. Y-position infor-
mation 1s provided 1n a similar manner as illustrated in FIG.
10b. Z-position information 1s provided as illustrated in FIG.
10c.

FIG. 11 illustrates a pipe-crawler controller 1100 1n accor-
dance with the present invention designed for applications 1n
a cylindrical coordinate system. One example of such a use
1s for controlling a pipe-crawling robot within a pipe 1n an
industrial plant. Such a pipe-crawling robot is illustrated 1n
FIG. 12, where a robot 1205 1s supported by three legs 1210,
1215, and 1220 carries a camera or ultrasound detector 1225
for imspecting interior surfaces of a pipe 1230. Pipe-crawler
controller 1100 consists of three force-sensitive sensors
1105, 1110, and 1115, each of which can detect position
information 1s two dimensions and force. Z-position data
along the cylinder 1s provided 1n response to the position of
pressure along the Z-axis on sensor 1110. Theta information
can be obtained from the theta position information from
sensor 1110. Radial (r) information 1s provided by the r posi-
tion of pressure applied to sensors 11035 and 1115.

Alternatively, Z-position can be responsive to the force of
signals applied to sensors 1105 and 1115 1n a manner similar
to controller 105. Theta information can be obtained in a
manner similar to that used for rotation information i con-
troller 305. Radial information can be obtained from the
force of the pressure applied to sensor 1110.

FIG. 13 illustrates a controller 1303 having a sloped front
surface adapted to be more compatible with the use of a
stylus. Specifically, controller 1305 includes an inclined
front sensor 1310. Position information 1s obtained 1n a man-
ner similar to that of controller 30S5. The control mputs are
not adjusted for the slope of the sensor, and movement of a
pressure point on sensor 1310 will be mterpreted 1dentically
as movement on sensor 310 of controller 305. Rotation
information 1s provided by knobs 1315, 1320 and 1325 1mn a
manner similar to the operation of the knobs of controller
705.

FIG. 14 illustrates a shape varnation of controller 705 with
an expanded sensor 1410. This varnation 1s adapted specifi-
cally for with in CAD/CAM digitizers.

FIG. 15 1llustrates the combination of two force-sensitive
sensors on a mouse 15035. Mouse 1505 operates 1n a conven-
tional manner to provide X-position and Y-position control
signals. Force-sensitive sensor 1510 provides a signal for
providing -7 information. Similarly, force-sensitive sensor
1515 provides a signal for providing +7. information.

FIG. 16 1llustrates a wedge controller 1605 adapted for
use 1n controlling a crane such as mobile crane 1705 1illus-
trated 1n FIG. 17. Sensor pad 1610 provides information in
the X and Y directions and a third signal 1n response to the
force of the applied pressure. The third signal 1s used provide
a signal to rotate the boom 1705 in a counterclockwise
direction, as 1f pressure was applied to the right side of the
boom, “pushing” 1t counterclockwise. X-position informa-
tion from sensor 1610 controls the extension of boom end
1710. Y-position information from sensor 1610 controls the
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clevation of boom 1705 and boom end 1710. Sensor pad
1615 also provides information 1in the X and Y directions and
a third signal in response to the force of the applied pressure.
The third signal 1s used provide a signal to rotate boom 17035
in a clockwise direction, as 1f pressure was applied to the left
side of the boom, “pushing™ 1t clockwise. X-position infor-
mation from sensor 1615 controls the movement of outrig-
ger 1715 of the mobile crane. Y-position information from
sensor 1615 controls hook cable 1720. For better
understanding, the correspondence between control mputs
ends the operation of mobile crane 1705 1s also 1llustrated
with reference to numerals 1-5, with the numerals on con-
troller 1603 referring to the X, Y or force of one of the two
sensors, and the corresponding numeral illustrating the cor-

responding motion controlled with reference to mobile crane
1705.
FIG. 18 illustrates a controller 1805 adapted for use 1n a

spherical coordinate system. Controller 1805 1s 1n the shape
ol a hemisphere with a hemispherical surface 1810 and a flat
bottom surface 1815. Radial information 1s provided in
response to activation of a sensor-sensitive pad on surface
1815. Theta and phi information 1s provided 1n response to
position information from a force-sensitive pad on surface
1810.

FI1G. 19 illustrates a controller adapted for use 1n control-
ling an object or cursor in 2 dimensions. A force-sensitive
matrix sensor 1905 provides two signals, one X, and one Y,
in response to the position of a force applied to the sensor.
Further, sensor 1905 includes a raised area 1910 on its four
edges which 1s preferably tactilely distinguished from flat
surface 1915 of sensor 1905 by the inclination of area 1910
relative to surface 19135. In the preferred embodiment, area
1910 includes an area at each of the four edges of surface
1915. The edges are inclined and raised relative to flat sur-
tace 1913. Flat surface 19135 1s also referred to herein as a
“main sensor area’” while the edge portions can be referred to
as “edge sensors”, even though there need only be a single
matrix sensor used for both main and edge sensors (covering,
a whole face of the controller). Alternatively, separate sen-
sors can be provided for the flat surface 1915 and the raised
edges 1910, as described with reference to FIG. 25a.

The raised edges of the controller provide an area of the
sensor tactilely distinguished from flat surface 1915 which
operates 1n a different mode. When computer system 220
reads mput signals from coordinates of the edge sensor
areas, 1t can distinguish this input as a different command
from 1nput entered on the main sensor areas. For example, 1n
a relative mode for X and Y-position a change in position on
sensor area 1913 1s interpreted as a proportional change 1n
cursor or object position on a display device of the computer
220. Once the operator’s finger reaches edge sensor 1910 a
steady force (without substantial movement) on edge sensor
1910 1s interpreted as a continuation of the cursor move-
ment. Cursor movement can be continued at either the most
recent velocity along an axis, or at a preset speed, as long as
a Torce 1s detected on the portion of edge sensor 1910 on that
axis, such as portion 1920 with regards to movement in the
positive X-direction. Alternatively, the speed of the cursor
movement along an axis could be proportional to the amount
of Torce applied to edge sensor 1910 on that axis. Thus, area
1920 would provide control of +X cursor speed, arca 1925
would provide control of +Y cursor speed, area 1930 would
provide control of —=X cursor speed, and 1935 would provide
control of =Y cursor speed. In any case, the operator 1s pro-
vided with the advantages of two alternative operating
modes and the ability to combine the two modes 1n order to
continue object movements in a desired direction after
reaching the edge of main sensor area 1915.
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When a user presses an edge sensor area without previ-
ously entering translation input on the adjacent main sensor,
then the edge sensor input can be interpreted as a separate
command and not as a continuation command. For example,
an object or cursor can be rotated using the edge sensors, as
described in greater detail below. In an alternative
embodiment, only the edge sensors are used, and the main
sensor area does not provide mput when touched.

FIG. 25a 1llustrates a controller 2500 that 1s similar to the
controller 1illustrated 1n FIG. 19, except that 1t includes 6
force-sensitive matrix (“main”) sensors 2510 and 24 edge
sensors 2520. As illustrated 1n FIG. 25a, there are four edge
sensors 2520 surrounding and immediately adjacent to each
ol the force-sensitive main sensors 2510. Three of the six
matrix sensors 2510 and twelve of the twenty-four associ-
ated edge sensors 2520 are illustrated 1n FIG. 25a. The three
main sensors 2510 and the twelve associated edge sensors
2520 hidden in the perspective view are identical 1n con-
struction and layout to those illustrated. The edge sensors
provide separate mput signals to the computer system 220
similarly to the main sensors so that user iput on the edge
sensors can be distinguished from input on the main sensors.

Four edge sensors 2520 surround and are immediately
adjacent to each of the main sensors 2510 so that a user’s
finger may move continuously from a main sensor 2510 to
an edge sensor 2520. Each of the edge sensors 2520 is
inclined and raised relative to the adjacent main sensor to
tactilely distinguish 1t from the associated main sensor 2510.
Alternatively, edge sensors 2520 could be otherwise tactilely
distinguished, such as by the use a texture different from that
used on the adjacent main sensor 2510. One function of the
edge sensors 2520 1s to provide a continuation command as
described above with regard to the operation of FIG. 19. In
addition, edge sensors 2520 may be used to provide rotation
commands. Specifically, the eight edge sensors 2520(x) par-
allel to the X-axis may be used to provided rotation com-
mands about the X-axis. As illustrated 1n FIG. 25a, four of
these edge sensors (2520x) provide a negative rotation com-
mand. Four of these edge sensors (2520+x) provide a posi-
tive rotation command. In a similar manner, the eight edge
sensors 2520z parallel to the Z axis are used to provided
rotation commands about the Z axis. Similarly again, the
cight edge sensors 2520y parallel to the Y-axis are used to
provided rotation commands about the Y-axis.

FIG. 25b 1llustrates an alternative embodiment of control-
ler 2500. FIG. 25b has thin film overlays, such as 2570 and
2571, which provide a texture different from that of the main
sensor pads, such as 2572, 2573, and 2574. For example, the
thin {ilm overlay could be made of a sheet of polycarbonate
to provide a smooth hard surface. Alternatively, thick neo-
prene or silicon rubber could be used to provide a soft tex-
ture. Thus, a single matrix sensor 1s provided on each face of
the controller, but the edge sensors are distinguished from
the main sensors using the overlays 2570 and 2571.

The protocol for rotation command generation 1s 1llus-
trated 1n FIGS. 26a—1. Specifically, a rotation command 1s
generated 1n response to the user touching one or more of the
edge sensors 2520. FIG. 26a 1llustrates a user touching two
of the edge sensors 2520(+x) which are located diagonally
from each other on opposing faces of the controller 2500.
This results 1n the generation of a positive X-axis rotation
command, which causes the rotation of, for example, a
computer-generated object 2522 as illustrated 1in FIG. 26b.
Similarly, FIG. 26c¢ illustrates generation of a positive Y-axis
rotation command from the touching of diagonally-opposite
edge sensors, resulting in the rotation of the computer-
generated object 2522 as illustrated 1n FIG. 26d. Similarly
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again, FIG. 26¢ 1illustrates generation of a positive Z-axis
rotation command, resulting in the rotation of object 2522 as
illustrated 1n FIG. 261. Both positive and negative rotations
are provided 1n response to the detection of touch on the
appropriate sensor edges 2520. Further, the magnitude of the
force applied to the sensors 1s preferably proportional to the
amplitude of the rotation signal, such that a more powertul
force on the edge sensors 2520 1s 1interpreted as a more rapid
rotation.

Rotation commands are distinguished from translation
commands by determining 1f a touch on a main sensor 2510
at a position immediately adjacent to an edge sensor 2520
occurred immediately prior to or simultaneously with the
initiation of the touch of an edge sensor 2520. If touch points
are detected on an edge sensor 2520 and on a main sensor
2510, and the touch points are continuous in time and
position, the user’s intention 1s interpreted as a continuation
of translation command. If touch points are detected on edge
sensors 2520 only, without a prior and adjacent detection on
the adjacent main sensor, then the magnitude of force signal
on the edge will be interpreted as a rotational command. It 1s
preferable that a certain amount of “hysterisis” 1s provided in
the command interpretation, such that i1t a user partially
touches a main sensor 2510 while applying a rotation
gesture, 1t 1s not interpreted as a continuation of a translation
command. This 1s easily accomplished, as a continuation of
a translation command cannot occur unless a translation
command had been previously provided, and that previous
translation command 1s smoothly continued by the candidate
continuation command. This 1s described more fully below
in the section titled Gesture Interpretation.

The rotation and continuous-translation mput modes are
very 1ntuitive. The rotation mode 1s especially intuitive
because the user’s push action (one finger) or “twisting ges-
ture” (pushing two diagonally opposite edge sensors by two
fingers) of edges causes a controlled object to rotate 1n the
pushing/twisting direction.

Rotation commands about an arbitrary axis may also be
generated using controller 2500" similar to the controller
2500 1illustrated 1n FIG. 25a. Specifically, 1n this alternative
embodiment, edge sensors 2520 are replaced with edge sen-
sors 2520' capable of providing a signal responsive to the
position at which they are touched. For example, edge sen-
sors 2520 along the X-axis provide a signal corresponding to
the position along the X-axis at which a touch occurs.
Similarly, the edge sensors 2520' along the Y- (and Z-) axis
provides a signal corresponding to the position along the Y-
(and Z-) axis. Such position detection on the edge sensors
can provide a greater degree of control of user over the
movement and manipulation of an object.

FI1G. 27 1s an 1llustration of the main sensor 2710 on top of
controller 2700 1n the X-Z plane and the 4 edge sensors 2720
immediately adjacent to the main sensor 2710. If a touch 1s
detected at the position “P1” indicated by “O degrees” on
edge sensor 2720, a rotation command 1s generated corre-
sponding to a rotation about the X-axis. However, a touch
detected at an arbitrary position “P2” on edge sensor 2720 1s
interpreted as a rotation about the X' axis, where the X' axis
1s shifted by the same angle “phi” which corresponds to the
angular displacement of point P2 from the 0 degree refer-
ence position P1. Thus, a single touch point 1s converted to a
rotation about an arbitrary axis in the X-Z plane. Similar
interpretation of touches on the edge sensors 2720 immedi-
ately adjacent to the matrix sensors 2710 1n the Y-Z and X-Y
planes provide rotation commands about arbitrary Y' axes in
the X-Y plane and arbitrary Z' axes in the Y-Z plane respec-
tively.
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FIG. 28a illustrates the use of a grasp/move gesture 1n
conjunction with controller 2500 of FIG. 25. As 1illustrated, a
user simultaneously touches main sensors 2810 and 2820
located on opposite sides of controller 2500 by applying
pressure to the sensors 2810 and 2820. The two opposing
signals are interpreted as a “grasp” command for a displayed
(or controlled) object 1n the Y-Z plane, as 1llustrated in FIG.
28b. In this grasp/move mode, the force signal could be used
as “remain-in-position” command (integral value of force
signal 1s used as command), where the controlled object
remains 1n 1ts current position when user input 1s
discontinued, or as “spring return” type command
(magnitude of force signal for each time step 1s used as
command), where the object moves in the direction of an
origin position when user input 1s discontinued. As shown on
the computer screen 2830, the grasping limbs 2840 of claw
2835 close upon the object 2845 as the user applies pressure
as shown 1n FIG. 28a. After grasping the object 2845, the
user may generate a translation command by dragging the
touch points on panels 2810 and 2820, as 1llustrated 1n FIG.
28c. This gesture 1s interpreted as a simultaneous translation
ol claw 2835 while maintaining the previous grasp
command, as illustrated 1n FIG. 28d. When the touch points
of the user’s fingers reach the edge of the main sensors 2810
and 2820 and move onto edge sensors 2850 and 2835, the
user may continue to move the claw 2835 because the detec-
tion of the user’s fingers by the edge sensors 1s mterpreted as
the continuation of translation command, as illustrated 1n
FIGS. 28¢ and 281. Similarly, pressure on the other panels
provide commands for the X-Y and Y-Z planes.

An alternative embodiment of the cylinder of FIG. 11 1s
illustrated 1n FIGS. 29a and 29b. As illustrated, cylinder
2900 includes a edge sensor 2910 raised and inclined rela-
tive to the flat main sensor 2920. Rotation and translation
continuation commands are generated 1n the same manner as
have been described with reference to controller 2500. For
example, when a user pushes edge sensor 2910 at point P2,
located at an angle 1s theta relative to a reference position P1,
the displayed (or controlled) controlled 1s rotated about axis
R', where the axis R' 1s 1n the plane of on the top surface
2920 of cylinder 3000 and shifted theta-90 degrees from
reference axis R, where theta 1s the angle defined by the
points P1 and P2 as 1llustrated.

Gesture Interpretation

Gestures applied to the controllers, such as controllers
2500 and 2500', may be interpreted in a number of different
ways by a computer interface and used to control the move-
ment of display objects on an interactive computer display or
used to control the movement ol a physical piece of
equipment, such as an industrial crane. The 1nterpretation of
gestures can be broken down into 3 cases.

In case 1, there 1s no detection of pressure or touch on
main sensors 2510, but there 1s detection of pressure on edge
sensors 2520. This case 1s interpreted as rotation of the cam-
cra view, as illustrated in the tlow chart of FIG. 30. Referring
to FI1G. 30, step 3005 1s the entry point for the logic executed
when no touch points are detected on main sensors 2510. In
step 3010, a test 1s conducted to determine if there are any
touch points on edge sensors 2520. If no, the logic 1s exited
in step 3015. It yes, step 3020 tests whether there are single
touch points on edge sensors 2520. If yes, the camera view 1s
rotated 1n step 3025 about the “1-axis”, which 1s eirther the x,
y, or z-axis, depending on the edge sensor touched. The cam-
era view 1s the view of the virtual environment as, for
example, displayed on a computer screen or the like. The
rotation of the camera view with a single edge sensor touch
point 1s illustrated 1n FIGS. 33al and 33a2. If no single touch
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points are detected, a test 1s conducted 1n step 3030 to deter-
mine 1t two touch points occur on parallel edge sensors, as
shown 1n the example of FIGS. 26a, 26c, and 26¢. If yes, the
camera view 1s rotated about the appropriate axis in step
3035. If no, the camera view 1s simultaneously rotated about
the two axes indicated by the touched edge sensors 1n step
3040.

In case 2, there 1s a detection of a single touch or pressure
point on main sensors 2510. This case 1s interpreted as a
cursor manipulation or camera view rotation as illustrated 1n
the flow chart of FIG. 31. Referrning to FIG. 31, step 3105 1s
the entry point for the logic executed when a single touch
point 1s detected on main sensors 2510. In step 3110 a test 1s
made to determine whether there are any touch points on any
ol the edge sensors 2520. It no, the touch point 1s interpreted
as a cursor translation in step 3115, 1.e., a cursor or object 1s
moved 1n the direction of the touch point as determined by
the trajectory of the touch point on the main sensor or by the
direction of the single touch point (depending on the
embodiment). If there are touch points on any of the edge
sensors, a test 1s made 1n step 3130 to determine whether the
touch point on a main sensor 2510 1s within a specified
region adjacent to the edge sensor 2520 on which a touch
was detected, and whether a translation command has been
just previously generated. This region 3132 of the main sen-
sor 2510 1s shown 1n FIG. 31a. If yes, the gesture 1s inter-
preted as a continuation of the cursor or object translation 1n
step 3135. If no, the gesture 1s 1nterpreted as a camera view
rotation 1n step 3140, similar to the camera rotation 1mple-
mented i FIG. 30.

In case 3, there 1s a detection of multiple touch points on
main sensors 2510. This case 1s interpreted as an object
manipulation as illustrated in the flow chart of FIG. 32.
Referring to FIG. 32, step 3205 1s the entry point for the
logic executed when multiple touch points are detected on
main sensors 2510. In step 3210, a test 1s made to determine
if any touch points are detected on edge sensors 2520. I1 no,
a test 1s made 1n step 3215 to determine 11 the finger dragging
1s occurring 1s significantly opposite directions and the touch
pressure exceeds a threshold value. If yes, the gesture 1s
interpreted as object grasp and rotation 1n step 3220. (This
gesture and 1ts interpretation are illustrated in FIGS. 33el

and 33e2.) If no, a test 1s made 1n step 3225 to determine 1f

pressure on one touch point 1s significantly greater than
another and exceeds the threshold value. If yes, the gesture 1s
interpreted as an object grasp and translation along the
appropriate axis in step 3230. For example, as illustrated 1n
FIGS. 33d1 and 33d2, the pressure on back sensor 3227 is
stronger than the pressure on front sensor 3228, so that the
object and claw move along the Z axis 1n a negative direc-
tion. In FIGS. 33d3 and 33d4, the pressure on front sensor
3228 is stronger than the pressure on back sensor 3227, so
that the object and claw move along the Z axis 1n a positive
direction. I the pressure of one touch point 1s not greater
than the other, the gesture 1s 1interpreted as an object grasp
and translation on the X-Y plane 1n step 3235, as illustrated
in FIGS. 33d5 and 33d6é.

Returning to step 3210, if touch points are detected on

edge sensors 2520, a test 1s made 1n step 3240 to determine 1f

there 1s only one touch point on edge sensor 2520. It yes, the
gesture 1s mterpreted as an object grasp and rotation in step
3245, as 1llustrated 1n FIGS. 33b1 and 33b2. If no, a test 1s
made 1n step 32350 to determine if the edges touched are
parallel and i1 the touch points on the main sensor panel
2510 are within a specified region adjacent to the edge and
whether there was a translation command just previously
generated (similar to step 3130 of FIG. 31). If these tests are
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not all met, the gesture 1s iterpreted as a camera view rota-
tion 1n step 32355. If the conditions of step 3250 are met, a
test 1s made 1n step 3260 to determine 11 three touch points
occur on edge sensors 2520. I yes, the gesture 1s interpreted
as a continuation of object translation and object rotation 1n
step 3265, as 1llustrated 1n FIGS. 33c1 and 33c2. If no, the
gesture 1s mterpreted as a continuation of object translation
in step 3270.

The controllers described 1n FIGS. 1-10, 13 and 14 are
adapted for use in the Cartesian coordinate system. In
general, they can be categorized by the modes used for posi-
tion and rotation control. Specifically, a “push mode” for
position control 1s used i the embodiments described with
reference to FIGS. 1, 8, and 9a. In contrast, a “drag mode”
for position 1s used 1n the embodiments described with refer-
ence to FIGS. 3, 6, 7, and 10a—c. With regards to rotation,
three general modes are used. “Gesture” mode for rotation 1s
used 1n the embodiments described with reference to FIGS.
3 and 6. “Push mode” or “torque mode” for rotation 1s used
in the embodiments described with reference to FIGS. 9a—d.
Finally a “twist mode” for rotation i1s used in the embodi-
ments described with reference to FIGS. 7 and 8. These
modes can be combined in a number of ways as taught by the
various embodiments. Further, different modes can be
adapted to the cylindrical and spherical controllers taught
with reference to FIGS. 11, 12, 16 and 18.

FIG. 34 illustrates an alternative design of a controller
incorporating multiple trackballs and force sensitive edge
sensors. This embodiment supports the “drag mode” of
translation commands by the use of trackballs 3410, 3420,
and 3430. Specifically, trackball 3420 on the front “X-Y”
surface ol cube 3401 1s used to generate translation com-
mands 1n the X-Y plane, as shown 1 FIG. 34a. Trackball
3430 located on the “Y-Z” surface of controller 3401 1s used
to generate translation commands 1n the Y-Z plane, as shown
in FIG. 34b. Finally, trackball 3410 on the “X-Y” surface of
controller 3401 1s used to generate translation commands 1n
the X-7Z plane. Rotation commands are generated as before,
as 1 FIGS. 26a—1 and 33bl, by the use of force sensitive
edge sensors 3450. As previously described, this can be
implemented 1n either the “push™ or “twist” mode.

FIGS. 35a-35d illustrate alternative functionality of the
present invention. Controller 3500 can be used to provide up
to 36 degrees of freedom according to the current embodi-
ment. FIGS. 35a—-35d demonstrate how a single face of con-
troller 3500 can be utilized to provide six degrees of free-
dom.

FIG. 35a illustrates a user’s finger performing translation
input on the main sensor 3508 of face 3502 of controller
3500 to provide 1mnput 1n three degrees of freedom along the
X-, y-, and z-axes. Finger 3504 (or another suitable pointer)
can be moved 1n either direction along the x-axis 3510 as
shown by arrows 3506 when touching main sensor 3508 to
provide translation input in that degree of freedom. For
example, the user might control a computer generated object
to move lelt as the user’s finger 1s moving left along the
sensor 3508. Likewise, the user’s finger 3504 can be moved
in either direction along the y-axis 3512 along main sensor
3508 as shown by arrows 3516 to provide mput in the y
degree of freedom.

The user’s finger 3504 can be pushed against the main
sensor 3508 1n the direction of the z-axis shown by arrow
3518 to provide input 1n the z degree of freedom. A threshold
pressure, greater than the pressure needed for movement in
the x- and y-degrees of freedom, preferably commands the
Z-ax1s input, as described 1n greater detail below 1n FIG. 35e.
As shown 1 FIG. 334, the z-axis input 1s unidirectional, 1.¢.,
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only movement in one direction along the z-axis can be input
by the user when using just one face 3502 of the controller
3500. However, various implementations can assist the user
in providing bi-directional movement along the z-axis, 1f
desired, while using only one face 3502. For example, a
“spring return’” type command can be provided, as described
above with reference to FIG. 28b, where the position of the
controlled object on the Z-axis (relative to an origin) 1is
directly proportional to the amount of pressure applied to the
main sensor. When pressure 1s removed, the object returns to
the origin position. Or, a “remain-in position” command can
be provided as described above, where the controlled object
moves along the Z-axis while the main sensor 1s touched,
and the object stops at 1ts current position when pressure 1s
removed (optionally, the velocity of the object can be pro-
portional to the amount of force on the main sensor). To
provide bi-directional Z-axis movement, a special command
input by the user on the controller, such as a finger tap or
other gesture on the main sensor (or edge sensors), can
toggle the desired direction along the z-axis. For example,
the default can be +7Z movement, and the user can tap the
main sensor to subsequently command -7 movement.
Alternatively, a separate peripheral device such as a button
on controller 3500 or a device separate from cube 3500 can
toggle the z-axis direction. Of course, 1f other faces of the
controller 3500 are not being used for separate, independent
input, then those faces can be used to provide the
bi-directional z-axis movement, as described 1n the embodi-
ments above.

FIG. 35b illustrates a user’s finger 3504 providing input
for a rotary degree of freedom on face 3502 of controller
3500. In FIG. 35b, the user provides pitch input, 1.¢., rota-
tional input about the x-axis 3510, by pressing either one of
the edge sensors 3520a or 3520b with a finger 3504. If edge
sensor 3520a 1s pressed, then pitch mput 1n the direction
shown by arrow 3522 1s provided, and if edge sensor 3520b
1s pressed, then pitch mnput 1n the direction shown by arrow
3524 1s provided. If the user 1s moving finger 3504 on main
sensor 3508 to provide translational input as 1n FIG. 35a, and
continues the motion so that finger 3504 1s pressing edge
sensor 3520a or 3520b, then the translational mput can be
continued as described above, rather than providing rota-
tional mput (while the user continually presses the edge
sensor). IT the user presses edge sensor 3520a or 3520b dis-
cretely and without continuing previous translation move-
ment on main sensor 3508, then the pitch rotary mput 1s
provided. If the user presses two or more edge sensors
simultaneously, then a combined rotary command will be
input; for example, a simultanecous yaw and pitch rotation of
the controlled object 1s commanded. Some types of sensors,
however, do not have the ability to discriminate between
multiple touch points; these types of sensors may average
the analog position and force data between the multiple
points. If such 1s the case, then the user should avoid provid-
ing more than one touch point at once to avoid undesired
averaged input commands.

FIG. 35c¢ illustrates a user’s finger 3504 providing input
for a rotary degree of freedom about the y-axis 3512, 1.e.,
yaw 1nput about the y-axis, which i1s similarly implemented
to the pitch mput of FIG. 35b. The user presses either one of
edge sensors 3526a or 3526b. I edge sensor 3526a 1s
pressed, then vaw input in the direction shown by arrow
3528 1s provided, and if edge sensor 3526b is pressed, then
yaw 1nput 1n the direction shown by arrow 3530 1s provided.

FIG. 35d illustrates a user’s finger 3504 providing input
for a rotary degree of freedom about the z-axis 3514, 1.e., roll
input. The user traces his or her finger 3504 in an approxi-
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mately circular gesture while touching main sensor 3508.
The direction of the gesture indicates the direction of the
input about the z-axis. For example, arrow 3532 indicates
clockwise 1nput about the z-axis. The user could provide
counterclockwise input by inputting a gesture in the direc-
tion opposite to arrow 3532. The recerving computer 220
detects the angular change in the user’s finger gesture and
rotates the object a corresponding amount. Preferably, the
receiving computer 220 detects a threshold pressure of the
user’s finger on main sensor 3308 before determining that a
circular gesture 1s being input rather than translational
commands, as described below with reference to FIG. 35e.

The six degrees of freedom provided by a single face 3502
of controller 3500 can be multiplied by the number of active
faces on the cube to achieve the total number of degrees of
freedom 1n which the user may simultaneously provide input
to a computer system or controlled device, e.g., when all six
faces are used, there are 36 degrees of freedom. By using
multiple fingers simultaneously on different faces of the
controller, the user can independently and simultaneously
control multiple sets of six degrees of freedom.

FIG. 35¢ 15 a flow diagram illustrating how the different
mput commands of FIGS. 35a and 35d are distinguished.
The process begins at 3531. In step 3533, the force F 1s read
from the user’s touch point mnput on the main sensor of the
controller. In step 3334, the process checks whether the
force F 1s less than a first threshold (threshold #1). If so, the
in step 3535 the x and y data of the detected touch point 1s
used for an translation command along the x- and/or y-axes,
as described above with reference to FIG. 35a. After the
detection of step 3534, the force F 1s not needed to imple-
ment the translation command. The process 1s then complete
at 3541.

If the force F 1s greater than threshold #1 in step 33534,
then 1n step 3536, the process checks whether the force F 1s
between the first threshold and a second force threshold
(threshold #2). If so, the force F 1s used to implement
bi-directional z-axis movement, as described for FIG. 35a,
and the x and y data i1s not needed (although i1n some
embodiments, the z-axis movement can use X- and y-data to
help determine the direction of z-axis translation). For
example, a spring-return type command can be used, or a
remain-in-position command with the use of a finger tap
input gesture. The process 1s then complete at 3541.

If the force F does not fit in the range of step 3536, the
force F must be greater than threshold #2 (a check for F
being greater than threshold #2 can be provided 1n alternate
embodiments). Thus, in step 3539, the x- and y-data of the
touch point 1s used to determine the amount of roll that com-
manded by the user as described in FIG. 35d. The F data 1s
typically not needed to determine the change 1n angle of roll
of the controlled object. A preferred method of calculating
the roll uses the following formula:

AB=tan (Y /X )-tan (Y /X5)

where AO 1s the change in angle of roll of the controlled
object, (X, Y,) 1s the starting touch point of the roll gesture,
and (X,, Y,) 1s the ending point of the roll gesture.

FIG. 36 illustrates the user using both hands to provide
iput for 36 degrees of freedom. A separate finger can be
applied to each face of the controller 3500. This allows much
more control than 1n previous 3-D input devices, which typi-
cally offer a maximum of six degrees of freedom no matter 1f
the user uses multiple fingers or hands. For example, the
high number of degrees of freedom 1n the present invention
can be used to provide simultaneous manipulation of two or
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more mdependent objects 1 3-D space. In previous input
devices, only a single object or point can be controlled by the
user at any one time.

FIGS. 37a—p illustrate an example of simultaneous con-
trol of multiple objects 1n 3-D space using the controller
3500. In FIG. 37a, the user 1s touching front face 3540 with
finger 3542, top face 3544 with finger 3546, and back face
3548 with finger 3550 1n order to manipulate 3-D objects.
FIG. 37b shows an example of a display screen 3560 which
displays a virtual hand 3562 and 1s coupled to computer
system 220 that 1s also coupled to controller 3500. In the
present example, each finger or group of fingers can be
manipulated with a separate face of the controller 1n simu-
lated 3-D space. Preferably, each of the user’s fingers con-
trols a corresponding finger (or group of fingers) of the vir-
tual hand 3562.

FI1G. 37¢ shows the user pressing face 3548 of the control-
ler with middle finger 3550 as shown by arrow 3580. In
response, as shown in FI1G. 37d, the middle finger 3568, ring
finger 3566, and pinky finger 3564 of the virtual hand 3562
simultaneously curl downward as shown by arrows 3578, 1n
a “grasping gesture.” Preferably, if another virtual object
were provided in the simulation between the fingers and
palm of the virtual hand, the moving fingers and hand could
grasp the object. The speed of the curling fingers, 1n some
embodiments, can be related to the amount of pressure
exerted by the user on the main sensor. The user can also
provide translation commands and rotation commands on
face 3548 as described with reference to FIGS. 35a—d to
manipulate the tips of fingers 3564, 3566, and 3568 1n any
direction or orientation; this 1s described in greater detail
below. Software implemented by computer system 220 can
model the virtual hand so that the fingers can be moved only
in ways corresponding to fingers of an actual human hand.
Alternatively, other hand models might allow the fingers to
move 1n a variety of ways not possible for real hands.

In other embodiments, each finger 3564, 3566, and 3568
can be controlled independently of the other fingers by a
separate face of the controller. For example, pinky finger
3564 can be controlled by the left face of cube 3500, ring
finger 3566 can be controlled by the bottom face of cube
3500, and the middle finger 3568 can be controlled by the
back face 3548 of controller 3500. However, such an
arrangement 1s somewhat awkward for the user to manipu-
late with one hand, so that the user finger-virtual finger cor-
respondence would be difficult to maintain.

FIG. 37¢ 1illustrates the user pressing face 3544 of the
controller with the user’s index controller as shown by arrow
3582. In response, as shown 1n FIG. 371, the virtual index
finger 3570 curls downward as shown by arrow 3584. Thus,
the movement of index finger 3570 of the virtual hand 3562
1s preferably correlated with movement of the user’s index
finger 3546 to provide an mtuitive and easily-manipulated
virtual hand. As above, the index finger can be manipulated
with various movements in the six degrees of freedom pro-
vided by face 3544.

FIG. 37¢g illustrates the user pressing face 3540 of the
controller with the user’s thumb 3542 as shown by arrow
3586. In response, as shown 1n FIG. 37h, the virtual thumb
3572 of the virtual hand 3562 curls downward as shown by
arrow 3588 similarly to the mndex finger 3570 described
above.

FI1G. 371 1llustrates the user dragging his or her index fin-
ger 3546 along the main sensor of face 3544 along the x-axis
3510 as shown by arrow 3590. As shown 1n FIG. 371, the tip
of index finger 3570 of the virtual hand 3562 moves along a
corresponding x-axis 3392 1in the virtual environment, as
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shown by arrow 3594. The distance that the index finger
3570 moves 1s preferably proportional to the distance that
the finger 3546 1s dragged. The other faces 3540 and 3548
preferably control corresponding fingers of virtual hand
3562 1n a similar fashion.

FIG. 37k illustrates the user dragging his or her index
finger 3546 along the main sensor of face 3544 along the
y-axis 3512 as shown by arrow 3596. As shown 1n FIG. 371,
the tip of index finger 3570 of virtual hand 3562 moves
along a corresponding y-axis 3398 so that the finger 3570
bends in a natural-looking fashion, 1.e., the finger can pivot
on a stimulated knuckle joint 3600 when the tip of the finger
1s moved.

FIG. 37m 1illustrates the user pressing two faces of con-
troller 3500 simultaneously to demonstrate a hand gesture.
Top face 3544, which controls index finger 3570 of virtual
hand 3562, and front face 3540, which controls thumb 3572,
are pressed simultaneously. The result 1s shown 1n FIG. 37n,
where the index finger 3570 and the thumb 3572 of the vir-
tual hand curl together into a “pinching” gesture, shown by
arrows 3571. The user can relieve the pressure on the sensors
of the cube 3500 to allow the fingers 3570 and 3372 to
uncurl and move apart. The user can press additional or other
faces simultaneously to move different fingers of virtual
hand 3562 into different gestures and signs. Thus, controller
3500 provides an 1ntuitive interface to control virtual objects
such as a hand with enough flexibility to provide, for
example, signs in sign language or other complex hand
manipulations. For example, pinching, pointing, or other
gestures made with fingers of virtual hand 3562 can imitate a
variety of signs used 1n sign language. The feature of com-
plex hand manipulation can be especially useful in virtual
reality settings, where the user controls objects or instru-
ments such as virtual hand 3562 1n complex ways to manipu-
late other virtual objects in the virtual reality setting, such as
pushing or pulling objects, grasping objects, pushing
buttons, turning dials, moving levers, etc.

FIG. 370 illustrates the user manmipulating virtual hand
3562 using edge sensors of controller 3500. In the example
of FIG. 370, the index finger 3546 of the user 1s used to
touch edge sensor 3604 on the top surface 3544 of the con-
troller. Since the top surface 3544 controls the index finger
of virtual hand 3562, the index finger 3570 rotates about the
x-ax1s 3510 as shown in FIG. 3p. Since the edge sensor was
pressed, the whole finger bends down from the lower joint
3606 of the index finger and remains straight as it bends, as
indicated by arrow 3608. In some embodiments, 1f edge sen-
sor 3610 were pressed, the finger 3570 could be bent down
in the opposite direction 11 such non-natural movement were
allowed 1n the simulation.

FIG. 38 15 a flow diagram 1llustrating a method 3610 of
providing the finger manipulation of virtual hand 3562
shown 1 FIGS. 37b—37p. The method begins at 3612, and,
in step 3614, signals from the six sensor pads on controller
3500 are read by the controlling computer system 220. In
some embodiments, sensors on some of the faces of the cube
can be disabled, and the computer would not be required to
check for mput from the disabled sensor pads.

In step 3616, the process checks whether any touch points
have been detected from the user pressing fingers (or other
objects) on the sensor pads. In a single touch point has been
detected, 1.e., the user 1s pressing only one sensor pad, then
the process continues to step 3618, in which a camera view
control command 1s generated. This camera view control
command rotates or translates the view as seen by the user 1n
a display such as display screen 3560. The control command
1s sent to the appropriate destination to implement the com-
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mand. For example, a microprocessor in the controlling
computer system 220 can receive the control command and
generate a proper response by rotating or translating the
camera view on display screen 3560. Step 3618 1s described
in greater detail with respect to FIG. 38a. The process then
returns to step 3614 to read the six sensor pads.

If the process determines that two touch points have been
detected 1n step 3616, then in step 3620, a virtual hand
movement command 1s generated. This type of command
causes the entire virtual hand 3562 to move 1n three-
dimensional space (the simulated space may have less than
three dimensions 1f the simulation 1s so constrained). The
virtual hand command 1s then implemented, e.g., the com-
puter system moves the hand 3562 to correspond to the cur-
rent position of the user’s finger on a main sensor pad, or
continues to move the hand if the user’s finger 1s on an edge
sensor after a translation command, as described in the
embodiments above. The generation of virtual hand control
commands 1s described in greater detail with respect to FIG.
38b. The process then returns to step 3614 to read the six
sensor pads.

If the process determines that three or more touch points
have been detected 1n step 3616, then the process continues
to step 3622, where a virtual finger movement command 1s
generated. This type of command causes one or more fingers
of hand 3562 to move in three dimensional space. The com-
mand 1s implemented, e.g., by computer displaying the fin-
ger moving 1n the appropriate manner. The generation of
virtual finger controls 1s described in greater detail with
respect to FIG. 38c. The process then returns to step 3614 to
read the sensor pads.

FIG. 38a 15 a flow diagram 1llustrating step 3618 of FIG.
38, in which a “camera view” control command 1s generated.
The process begins at 3626, and 1t 1s checked whether the
detected single touch point 1s located at an edge sensor of
controller 3500 1n step 3628. If so, then, 1 step 3630, the
touch point 1s interpreted as a rotation command to rotate the
camera view 1n the direction corresponding to the edge sen-
sor touched. For example, 1f the user presses top face edge
sensor 3604 as shown in FIG. 37a without touching any
other sensors on controller 3500, then the camera view will
rotate about the x axis. If the other edge sensor on top face
3544 1s pressed, the camera view rotates in the opposite
direction about the x-axis. This 1s similar to the example of
FIG. 33a2, above. The process 1s then complete as indicated
at 3634 and returns to the main process of FIG. 38.

If the touch point 1s not on an edge sensor in step 3628,
then the process continues to step 3632, where a translation
command for the camera view 1s implemented correspond-
ing to the trajectory of the touch point on the sensor pad. For
example, the last-processed touch point on the pad 1s exam-
ined and compared to the current touch point. From these
two touch points, a vector can be determined and the view
shown on the display device 1s translated along the vector, as
il a camera were being translated by which the user was
viewing the scene. The process 1s then complete at 3634 and
returns to the process of FIG. 38.

FIG. 38b 15 a flow diagram 1llustrating step 3620 of FIG.
38, in which a virtual hand movement command 1s gener-
ated. The process begins at 3640, and 1n step 3542, the pro-
cess checks whether the two detected touch points are
located on diagonally-located edge sensors. For example,
the 1llustrations of FIGS. 26a, 26c, and 26e show the user
touching such diagonally-located edge sensors. If so, the
process continues to step 3644, where a rotation command
for the virtual hand 1s provided in the direction correspond-
ing to the edge sensors touched. Thus, the entire hand 3562
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will rotate about the x-, y- or z-axis as described with refer-
ence to FIGS. 26a—1. The process 1s then complete at 3648
and returns to the main process of FIG. 38.

If the detected touch points are not on diagonally-located
edge sensors 1n step 3642, then, in step 3646, a translation
command for the virtual hand 1s implemented that corre-
sponds to the trajectory of both touch points on the control-
ler. The virtual hand 1s moved 1n directions corresponding to
the touch points. For example, as shown above in FIGS.
33d5 and 33d6, the two fingers on opposite faces of the
controller cause the hand to translate 1n a plane. This 1s typi-
cally the most common form of mnput method to translate the
virtual hand. In another scenario, if one of a user’s fingers 1s
dragged along the y-direction on the front face 3540, and
another finger 1s dragged 1n the x-direction along the top face
3544, then the virtual hand 1s moved along a vector resulting
from corresponding component vectors along the x- and
y-axes. If one finger 1s not moved and the other finger 1s
dragged, then the virtual hand 1s translated according to the
one finger that 1s being dragged. After step 3646, the process
1s complete at 3648 and returns to the main process of FIG.
38.

FIG. 38c 1s a flow diagram 1llustrating step 3622 of FIG.
38, 1n which a virtual finger movement command 1s gener-
ated. The process begins at 3652, and 1n step 3654, the pro-
cess checks for certain conditions of the touch points. If the
touch pressure of one or more of the three detected touch
points on main sensors 1s greater than a user-defined thresh-
old pressure value, then the process continues to step 3656,
where a bending command of the first and second joints of
the appropriate virtual finger(s) 1s generated so that a
“orasp” action of the virtual hand 1s implemented as shown
in FIGS. 37d, 371, and 37h. For example, 11 only one of the
three detected touch points 1s above the threshold pressure,
then only the corresponding virtual finger 1s moved. If two of
the three detected touch points are above the threshold
pressure, then the two corresponding virtual fingers (or
groups ol fingers) are moved, as shown 1n the example of
FIGS. 37m and 37n. After step 3656, the process 1s complete
at 3672 and returns to the main process of FIG. 38.

The process also checks 11 the force of the user’s touch
points on main sensors 1s S less than the user-defined thresh-
old value at step 3654. As explained above, multiple fingers
can be simultaneously dragged on the main sensors of differ-
ent faces of the controller. I the touch point 1s less than the
threshold, then step 3660 1s performed, 1n which the process
checks 11 the touch trajectory 1s along the x-axis and/or the
y-axis of the controller. If along the x-axis, step 3662 1s
performed, 1n which a bending control command 1s gener-
ated to bend the two (or more) joints of the appropriate vir-
tual finger(s) about the z-axis, thus providing x-axis transla-
tion of the tip of the virtual finger. An example of this motion
1s shown 1 FIGS. 377 and 371. After step 3662, the process 1s
complete at 3672 returns to the process of FIG. 38. I the
touch trajectory 1s along the y-axis in step 3660, then the
process provides a bending command for the joints of the
virtual finger to implement a bend of the appropriate virtual
finger about the x-axis of the hand, thereby providing y-axis
translation of the tip of the finger. Simultaneous 1mplemen-
tation of steps 3664 and 3662 for x-axis and y-axis transla-
tions can also be provided. The process 1s then complete at
3672 and returns to the process of FIG. 38.

The process also checks 1n step 3654 if any of the detected
touch points are on a edge sensor of the controller that 1s
predetermined to correspond with a virtual finger. As
explained above with reference to FIGS. 370 and 37p, the
pressing of an edge sensor causes a virtual finger to move
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about the lower joint of the finger while remaining pointing
straight, 1.e., a “pointing gesture” 1s performed by the virtual
hand. If a touch point 1s on a predetermined edge sensor,
then 1n step 3668, a bending command 1s provided about the
second, lower joint of the appropriate virtual finger to gener-
ate the pointing action. The process 1s then complete at 3672
and returns to the process of FIG. 38.

The above process provides a large and flexible range of
virtual hand and virtual finger motions to the user with the
intuitive use of the controller. Unlike 1n other limited input
devices, the controller allows fingers and the hand to con-
trolled simultaneously and independently of each other,
allowing a user to realistically perform virtual actions and
interact with virtual objects 1n a highly realistic manner.

FIGS. 39a-39d illustrate an example of the use of the
controller 3500 for manipulating virtual hand 3562 and a
virtual object. In FIG. 39a, the user 1s pressing three faces of
the controller 3500 similarly to the examples shown 1n

FIGS. 37a-37¢. In FIG. 39b, display device 3560 i1s shown
displaying virtual hand 3562 which 1s grasping a virtual gun
3680. For example, previously 1n the computer generated
environment shown by display screen 3560, the user may
have manipulated virtual hand 3562 with controller 3500 to
close around the grip of virtual gun 3680 by pressing on
main sensors 3548 and 3540 to cause virtual thumb 3572 and
the three virtual fingers 3564, 3566, and 3568 to close
around the grip of the virtual gun. The user can also provide
two points on controller 3500 to translate the virtual hand
3562 through the simulated 3-D environment displayed on
the screen, as described with reference to FIG. 38. In this
way, the user can “carry” the gun 3680 through the virtual
environment.

FIG. 39c illustrates the user pressing top face 3544 with
finger 3546 with a pressure greater than the threshold pres-
sure. This causes the virtual index finger 3570 of virtual
hand 3562 to curl downward 1n a grasping gesture. This, in
turn, presses trigger 3682 of the virtual gun and causes a
bullet 3684 to be fired from the gun 3680. Manipulations of
objects, such as the virtual gun, are thus made straightior-
ward and intuitive using controller 3500.

FIGS. 40a and 40b illustrate another example of control-
ling multiple objects simultaneously. In FIG. 40a, a user 1s
manipulating several faces of controller 3500 and 1nputting
control commands to a computer system such as computer
220. In FIG. 40b, a display device 3710 1s coupled to the
same computer system and displays two computer-generated
objects 3712 and 3714. The user presses the diagonally-
located edge sensors 3716 and 3718, located on the front
tace 3540 and back face 3548, respectively, of the controller
to provide a rotation command to the computer system,
which then rotates displayed object 3712 1n the direction of
arrow 3713. This rotation 1s similar to that described with
retference to FIGS. 26a—1. However, simultaneously with the
pressing of edge sensors 3716 and 3718, the user 1s pressing,
diagonally-located edge sensors 3720 and 3722, located on
the top face 3544 and bottom face 3545, respectively, of
controller 3500. The touching of edge sensors 3720 and
3722 causes object 3714 to rotate in the direction of arrow
3724.

In the example shown 1n FIG. 40b, the objects 3712 and
3714 are able to connect to each other only 1f predetermined
angular velocities are achieved for the two objects. Thus,
simultaneous rotation of the two objects 1s required. Similar
simulations, games, or other activities can be performed by

controlling multiple objects simultaneously with controller

3500.
FIGS. 41a—41h 1llustrate the use of controller 3500 in the

manipulation and deformation of the appearance or shape of
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objects. Since multiple faces can be simultaneously con-
trolled by the user, multiple points of objects can be stmulta-
neously manipulated. FIG. 41a 1llustrates a user manipulat-
ing four faces, top face 3544, front face 3540, back face
3548, and bottom face 3545 of controller 3500 simulta-
neously. FIG. 41b shows a display device 3710 displaying an
object 3730 that 1s to be manipulated by the user. In FIG.
41c, the user presses the main sensor of front face 3540 with
a stronger push of finger 3542, and presses the main sensor
of back face 3548 with a weaker push of finger 3550. This
finger 1put causes a shaping command to be input to the
controlling computer 220, and distorts the shape of object
3730 as shown 1n FIG. 41d. The press of front panel 3540 is
along the z-axis and causes an indentation 3732 in object
3730 along the z-axis of the object as 11 the user had pressed
his or her finger against the object. Likewise, the press of
back panel 3548 1s 1n the opposite direction along the z-axis
and causes an indentation 3734 in object 3730 along the
corresponding z-axis ol the object. Indentation 3734 1s pret-
erably smaller than indentation 3732 since the force exerted
by the user on the main sensor of back face 3548 1s smaller
than the force exerted on the main sensor of front face 3540.

In FIG. 41e, the user presses the main sensor of bottom
panel 3545 with a strong push of finger 3736, and presses the
main sensor of top panel 3544 with a weaker push of finger
3550. In FIG. 411, the object 3730 1s shortened along the
y-axis in the directions shown by arrows 3746 corresponding
to the y-axis of the controller. The object 3730 1s shortened a
greater amount at end 3740 than at end 3742 since the user
applied a greater pressure on bottom face 3545 than top face
3544. The previous dimensions of object 3730 are shown as
dashed lines 3748. Thus, when the user presses main sensors
on opposing faces of the controller, the controlled object 1s
reduced in the corresponding dimension as 1f the user 1s
“squeezing” the object. By pressing on all four faces of
controller, the user can cause the shortening mampulation of
FIG. 411 and the deforming manipulation of FIG. 41d to take
place simultaneously.

In FIG. 41g, the user 1s performing dragging or translation
gestures on controller 3550 to manipulate the shape of a
computer-generated object. The user uses two fingers of
cach hand to perform each gesture. Fingers 3740 and 3742
are pushing the diagonally-opposed edge sensors 3744 and
3746, respectively, which are situated on the right face and
lett face respectively, ol controller 3500. The pressing of
these diagonal edge sensors on these opposmg faces causes
the object 3730 to twist about the y-axis as shown by arrows
3748 1n FIG. 41h. At the same time, the user is dragglng
fingers 3750 and 3752 in a linear motion along the main
sensors of the front face 3540 and the back face 3548. This
gesture causes the lower end of object 3730 to extend, as
shown by arrows 3754 1n FIG. 41h. Object deformation as
shown 1 FIGS. 41a-41g 1s described below with respect to
FIG. 43. The simultaneous manipulation of different por-
tions of object 41h 1s allowed 1n the present invention due to
the several degrees of freedom available on each face of
controller 3500.

FIGS. 42a—421 illustrate the use of a controller 3800 for
the control of functions of an application program runmng
on computer system 220 coupled to the controller. For
example, as shown 1 FIG. 42b, display device 3812 can
display a graphical user interface and features for manipulat-
ing functions of an application program, as 1s well known 1n
the art. In FI1G. 424, the user 1s translating finger 3802 across
front face 3804. In FIG. 42b, a graphical user interface
(GUI) 3810 for a computer aided design (CAD) program 1s

displayed by display device 3812. Other similar interfaces
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can be displayed 1n other embodiments. GUI 3810 includes a
number of menu 1tems 3814 that can be selected to perform
functions 1n the application program. Also, a cursor 3816 1s
provided to draw objects, select objects, and to perform
other functions 1n the CAD program. The movement of cur-
sor 3816 1n two dimensions on the display screen 1s accom-
plished by the user tracing his or her finger along the x- and
y-axes on front face 3804 to cause the movement of cursor
3816 along corresponding axes of the display screen. As
indicated by arrows 3818, the cursor 3816 1s moving 1n the
corresponding direction to the direction of the user’s finger
3802.

In addition, other functions can also be provided using the
controller. For example, the right face 3806 and the left face
3808 can be used to select tunctions normally selected by the
right and left mouse buttons, respectively. Thus, the left face
3808 can be pressed by the user to select an object 3822 that
has been modeled or drawn using the CAD program. These
functions are described 1n greater detail below with respect
to the process of FI1G. 43.

In FIG. 42c, the user 1s applying pressure to right face
3806 with finger 3802 and 1s applying pressure to left face
3808 with finger 3820. As shown 1 FIG. 42d, the left and
right faces of the controller preferably control the movement
ol object 3822 displayed by the CAD program, similarly to
the controlled movement previously shown m FIG. 33d3.
The user can preferably select a drawn or modeled object
(such as object 3822) using cursor 3816 and left or right
faces of the cube, so that the selected object will respond to
appropriate commands entered on the controller. In FIG.
42d, the user 1s applying a strong pressure to right face 3806
and a weaker pressure on left face 3820. Accordingly, object
3822 moves 1n a direction corresponding to the stronger
force, as shown by arrow 3824, with a velocity proportional
to the difference of the two pressures. Alternatively, other
methods can be used to move the object 3822 using control-
ler 3800. For example, the user can drag his or her fingers on
opposing faces of the controller and move the object as
shown previously 1n FIG. 33dS.

FIG. 42¢ 1llustrates the user pressing two diagonally-
located edge sensors with two fingers to cause rotational
movement of object 3822. As explained above with refer-
ence to FIGS. 26a-261, this type of edge sensor mput causes
object 3822 to rotate about the appropriate axis. Rotation
about all three axes can be accomplished 1n this way. Object
deformation can also be accomplished using input to con-
troller 3800 as described above with respect to FIGS.
41a—41h. For example, object 3822 can be stretched, shrunk
or twisted using appropriate commands.

FI1G. 43 1s a flow diagram 1llustrating a method 3830 of
providing input using the controller 3800 to a CAD program
or other application program implemented by a computer
system. The process begins at 3831, and 1n step 3832, the
CAD manipulation mode 1s selected by using cursor 3816.
In the described embodiment, the CAD manipulation mode
1s selected from two available modes: object movement
mode and object deformation mode. The mode can be
selected by the user from a drop down menu, i1con, button, or
other well-known function of a GUI. In next step 3834, the
computer system 220 reads signals from the six sensor pads
for a selected subset of the sensors, 11 some sensors are not
utilized). In next step 3836, the process checks which CAD
manipulation mode 1s currently selected. If object movement
mode 1s selected, then step 3838 is performed, 1n which the
process checks whether a single touch point has been
detected. If so, the process continues to step3840, where
movement of the cursor 3816 1s implemented. This step 1s
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described 1n greater detail with reference to FIG. 43a. The
process then returns to step 3832 to check if the moving
cursor 1s used to select another CAD manipulation mode. If
a single touch point was not detected in step 3838, then, 1n
step 3842, object movement 1s implemented. This step
allows a selected object displayed on display screen 3812 to
be moved 1n one or more dimensions using the controller,
and 1s described 1n greater detail with reference to FIG. 43b.
The process then returns to step 3834.

I1 object deformation mode 1s selected 1n step 3836, then
the process checks 1n step 3844 11 the touch point is on an
edge sensor of the controller. If so, the process implements a
twisting deformation of the displayed object 1in step 3846, as
described 1n greater detail with respect to FIG. 43c. The
process then returns to step 3834. I the touch point 1s not on
the edge, 1t 1s on a main sensor of the controller, and the
displayed object 1s shrunk or stretched 1n accordance with
the user’s input 1n step 3848, as described 1n greater detail
with respect to FIG. 43d. The process then returns to step
3834.

FIG. 43a 15 a flow diagram 1llustrating step 3840 of FIG.
43, 1 which cursor movement 1 a CAD application pro-
gram (or other application program having a moveable
cursor) 1s implemented. The process begins at 3852. In step
3854, the process checks 11 the touch point has been detected
on the main sensor of front face 3804 of the controller. It so,
then a cursor movement command 1s generated 1n step 3856.
The movement command 1s 1n accordance with the detected
touch point. For example, the cursor on display screen 3812
1s displayed at coordinates on display screen 3812 equivalent
to the coordinates of the user’s finger on the main sensor of
the front face. The process 1s then complete at 3858.

I1 the detected touch point was not on the front sensor pad,
then the process checks whether the detected touch point 1s
positioned on the left sensor pad (relative to the front sensor
pad) in step 3860. I1 so, then a left “click” command, equiva-
lent to the click of a left button on a pointing device, 1s
provided 1n step 3862. Typically, the left button on a mouse,
trackball, touch tablet, or other pointing device, 1s the main
button used to select objects or items displayed on the
screen. Any functions selectable with the left mouse button
can preferably be selected using the left face 3808 of the
controller. For example, a “double click™ of the left mouse
button 1s often used to execute a program or perform a func-
tion that 1s different when only a single click 1s mnput. The
lett face of controller can be touched twice i succession to
perform the double click. Other buttons or controls on stan-
dard mput devices can be associated with the left face 3808
of the controller 1n other embodiments. The process is then
complete at 3838.

I1 the touch point 1s not detected on the leit sensor pad 1n
step 3860, then 1n step 3864 the process checks 11 the touch
point 1s detected on the main sensor pad of the right face
3806. It so, a nght click command 1s implemented in step
3866. This command 1s equivalent to the command gener-
ated 11 the user selected the right mouse button (or equivalent
control) on a mouse or other input pointing device. This step
1s thus similar to step 3862 for the left button of the mouse.
Other buttons or controls on standard input devices can be
associated with the right face 3806 of the finger in other
embodiments. The process 1s then complete at 3858.

FIG. 43b 15 a tlow diagram illustrating step 3842 of FIG.
43, 1n which movement of an object displayed in the CAD
application program i1s implemented. Preferably, if multiple
objects are displayed, the user previously selected a particu-
lar object to manipulate, e.g., using cursor 3816. The process
begins at 3861, and 1n step 3863, the process checks whether
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the touch points are located on diagonally-located edge sen-
sors. I so, then a rotation command of the object, corre-
sponding to the detected input on the edge sensors, 1s 1mple-
mented 1n step 3865. This step 1s performed similarly to the
rotation of objects as shown above with respect to FIGS.
26a-261. The process 1s then complete at 3870. It the touch
points are not located on diagonally-located edge sensors,
then 1n step 3867, the process checks for a translation mode.
If push mode 1s indicated, step 3868 provides a translation
command for the object for approprniate degrees of freedom
of the object. This command 1s generated by the pressure
difference of touch points on opposing main sensors, as
described above in FIGS. 33d3 and 42c¢. If drag mode 1s
indicated, step 3869 provides a translation command for the
object 1n accordance with the touch point trajectories on
opposing main sensors, as described above with reference to
FIG. 33d5. In addition, the user may command translation of
the object using both push mode and drag mode simulta-
neously. For example, while the user 1s causing x-y move-
ment by dragging two fingers across front and back main
sensors 1n drag mode, the user can also provide a pressure
difference between these two fingers, thus causing simulta-
neous z-axis movement in push mode. After either steps
3868 or 3869, the process 1s then complete at 3870.

FI1G. 43¢ 15 a tlow diagram 1llustrating step 3846 of FIG.
43, 1n which a twisting deformation 1s performed for the
object in the CAD application program. The process begins
at 3872, and in step 3874, a deformation command corre-
sponding to the detected input on the edge of controller
3800. This can be implemented as described with reference
to FIGS. 41a—41h. For example, a portion of the object can
be twisted to a desired position relative to the untwisted
portion of the object, as shown with respect to FIG. 41h. The
process 1s then complete at 3876. The object deformation of
FIG. 43¢ can also be implemented 1n other types of applica-
tion programs or virtual reality environments.

FI1G. 43d 1s a flow diagram 1llustrating step 3848 of FIG.
43, 1n which a shrinking or stretching deformation 1s pro-
vided on the object of the CAD application program. The
process begins at 3880, and 1n step 3882, the process checks
if the pressure of the detected touch points 1s greater than the
predetermined threshold pressure. This can be accomplished
similarly to the detection of a threshold pressure as
described above with reference to FIG. 38. 11 the touch point
pressure 1s greater than the threshold pressure, then a shrink
deformation command 1s provided in step 3884. This com-
mand causes the object to shrink in the specified dimension,
as the example of FIG. 411 shows. Preferably, the object 1s
shrunk 1n each 1teration of the main loop of FIG. 43 by a
predetermined length (or number of display pixels) that 1s
small enough to provide the user with a high degree of con-
trollability of the dimensions of the object. The process 1s
then complete at 3888 and returns to step 3834 of FIG. 43 to
read the six sensor pads. Like the deformation of FIG. 43c,
the object deformation of FIG. 43d can also be implemented
in application programs or virtual reality environments other
than CAD programs.

FIG. 44a illustrates a user manipulating a controller 3900
in an example of “pseudo force feedback™ of the present
invention. The user presses on front face 3910, top face
3912, and back face 3914 simultaneously and with a pres-
sure over a predetermined threshold pressure, as described
above with reference to FIGS. 37a-h.

FI1G. 44b shows a display monitor 3901 displaying a 3-D
virtual environment 1in which “psuedo force feedback™ 1s not
provided 1n the 3-D virtual environment. Virtual hand 3920
1s manipulated by controller 3900 preferably as described
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above with reference to FIGS. 37a—h. Thus, 1n response to
the user pushing faces 3910, 3912, and 3914, the fingers of
hand 3920 curl downward 1n a “grasping” gesture. When no
pseudotorce feedback 1s provided, the fingers of the hand
curl down as far as the user commands them, regardless of
any other objects that may be 1n the path of the virtual fingers
or virtual hand. As shown 1n FIG. 44b, virtual fingers 3922
thus move down to the extent of the grasping position as
directed by the user, passing directly “through” an obstacle
3824 that 1s positioned in the path of the curling virtual
fingers 3922 within the simulation. The user does not get any
sense ol the existence or solidity of obstacle 3924, and thus
the simulation 1s less realistic.

FIG. 44c¢ shows a display monitor 3901 displaying a 3-D
virtual environment 1n which psuedo force feedback 1is
implemented. When the user presses the faces 3910, 3912,
and 3914 as shown in FIG. 44a, the virtual fingers 3922 of
the virtual hand 3920 move downward 1n the grasping
gesture, but each finger stops moving when any portion of
the finger contacts the surface of obstacle 3924. No matter
how long or hard the user presses the faces 3910, 3912, and
3914, the virtual fingers will not be moved past the surface
of the object. Although not actual, active force feedback, this
pseudo force feedback allows the user to feel like he or she 1s
touching the face of obstacle 3924 when he or she touches
the face of controller 3900, and increases the realism of the
simulation and experience of controlling virtual hand 3920.
Similar pseudo force feedback can be provided when
mampulating virtual hand 3920 or other controlled object in
interaction with other types of objects. This type of pseudo
force feedback 1s not possible with mput gloves or other
“floating” 1nput devices, since the user does not contact any
physical surface with his or her fingers when using these
types of devices.

FIG. 45a1s a view of an alternate embodiment 3940 of the
present mvention providing active tactile feedback. A con-
troller 3942 i1s similar to the controllers described in the
above embodiments, and 1s coupled to a base 3944 which
preferably rests on a support surface such as a table top or
other stable support, but can also be held by a user in other
embodiments. The user manipulates controller 3942
normally, but also rests the palm or other area of his or her
hand on a tactile sensation generator 3946 provided on base
3944. Sensation generator 3946 can be implemented as a
variety of devices; for example, generator 3946 can be a
vibrating diaphragm or similar device for transmitting a
vibratory tactile sensation to the user. Motors, solenoids, or
other types of tactile sensation generators can also be used.
The forces from generator 3946 are preferably coordinated
with events taking place with an object under the user’s con-
trol. For example, 1n a computer virtual reality situation, the
tactile sensation generator can be commanded to output a
tactile sensation to the user by the controlling computer
when a user-controlled object, such as virtual hand 3920 of
FIG. 44b, impacts a different object in the simulation, such
as obstacle 3924 of FIG. 44b. In addition, the tactile sensa-
tion generator 3946 can be placed at other areas of the input
device 3940, such as on controller 3942.

FIG. 45b 1s a view of an alternate embodiment 3960 of the
present mvention providing active tactile feedback from
multiple tactile sensation generators. Like the embodiment
of FIG. 45a, a base 3974 can be provided to support control-
ler 3962 so the user may manipulate the cube using only one
hand. Tactile sensation generators 3964, 3966, and 3968 arc
located on the controller 3962, where tactile generator 3964
1s provided on face 3970, tactile generator 3966 1s provided
on face 3972, and tactile generator 3968 1s provided on face
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3974. These tactile sensation generators can be implemented
as vibration diaphragms or other tactile sensation generating
devices. The generators are preferably placed on main sen-
sor portion of each face next to the edge sensor. This allows
force feedback to be felt by the user’s finger tips when input-
ting commands on either main sensor 3976 or an edge sensor
3978. Such tactile feedback can provide tactile cues to
events occurring in a simulation or interactions of a con-
trolled object.

In other embodiments, the tactile sensation generators can
be placed on other portions of each face of the controller,
such as 1n the center of each face. Also, the tactile sensation
generators can be of different sizes, e.g., a tactile sensation
generator can cover an entire main sensor 3976 or an entire
face of the controller 3962. In other embodiments, additional
tactile sensation generators can be provided, such as a gen-
crator on each edge sensor and on the main sensor of a face.
Also, the tactile sensation generator 3946 as shown 1n FIG.
45a can be utilized on base 3974 to provide additional user

feedback.

FIG. 46a 1s a front view of a controller 4000 1n accordance

with another embodiment of the present invention. Control-
ler 4000 1ncludes a body 4100 having a top edge 4102, a

bottom edge 4104, a left edge 4106 and a right edge 4108.
Controller 4000 also includes a first sensor assembly
(“sensor”) 4110 having a first sensing surface 4111 located
on the front side 4112 of body 4100. The sensor 1s generally
flat and responsive to pressure. The first sensor 4110 1s sur-
rounded at least 1n part by a first edge sensor 4120 having a
first edge sensing surface 4121.

FI1G. 46b 1s a side view of controller 4000 from right edge
4108 taken along line 46b—46b of FIG. 46a. Controller
4000 turther includes a second sensor 4115 having a second
sensing surface 4116 located on the rear side 4117 of body
4100. A second edge sensor 4125 having a second edge sens-
ing surtace 4126 1s positioned around the periphery of sec-
ond sensor 4115. As illustrated, first sensing surface 4112
and second sensing surface 4117 have dimensions that are
substantially greater than the separation between first sens-
ing surface 4112 and second sensing surface 4117.

FIG. 46c¢ illustrates a method of operating controller 4000
to produce an X,y translation signal in the Cartesian coordi-
nate system. The method begins when a user presses a stylus
or a finger (as shown) within a first range of force against
first sensing surtface 4111 at a first position. The first range of
force preferably encompasses a light to medium pressure
against the sensing surface. Then the user moves the finger
to a second position while maintaining contact with first
sensing surface 4111. When the user moves her finger, a first
transducer coupled to first sensing surface 4111 produces an
X,y translation signal that may be used in moving an object
such as a cursor or a graphic displayed on a computer screen,
or a crane or a forklift.

The x,v translation signal produced by the first transducer
at the first position 1s determined by the position of the
object. When the user moves her finger, the X,y coordinates
are changed by a X,y translation signal generated by the first
transducer based on the direction of finger movement as
follows: towards top edge 4102, the y coordinates are
increased, towards bottom edge 4104, the y coordinates are
decreased, towards left edge 4106, the x coordinates are
decreased, and towards right edge 4108, the x coordinates
are increased. That 1s, the object 1s moved in a relative, as
opposed to absolute fashion 1n relationship to the movement
of the finger on the sensing surface.

FI1G. 46d 1llustrates a method of operating controller 4000
to produce a yaw and pitch rotation signal. The method
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begins when a user may presses a finger against second sens-
ing surface 4116 at a first position within a first range of
force. The user then moves the finger to a second position
while maintaining contact with second sensing surface 4116.

When the user moves her finger, a second transducer
coupled to second sensing surface 4116 will transmit a pitch
and a yaw rotation signal. If the user moves her finger
towards: the top edge 4102, a positive pitch signal will be
transmitted, towards the bottom edge 4104, a negative pitch
signal will be transmitted, towards the left edge 4106, a
negative yaw signal will be transmitted, and towards the
right edge, 4108, a positive yaw signal will be transmitted.

FIG. 46¢ 1llustrates a method of operating controller 4000
to produce a series of z coordinates 1n the Cartesian coordi-
nate system. The method begins when a user presses a finger
within a second range of force against first sensing surface
4111, which generates a z+ translation signal that may be
used 1 moving an object. The second range of force 1s pret-
crably greater than the first range of force used when execut-
ing a finger movement across the sensing surfaces. The sec-
ond range of force preferably encompasses a medium to
heavy pressure against the sensing surface. The user may
also press her finger within a second range of force against a
second sensing surface 4116 to generate a z-translation sig-
nal.

FIG. 461 1llustrates a method of operating controller 4000
to produce a roll rotation signal. To initiate a roll rotation
signal, a user presses a finger against first sensing surface
4111, and another finger against second sensing surface
4117. Controller 4000 1s preferably sized so that a user can
operate {irst sensing surface 4111 and second sensing sur-
face 4117 with a thumb and another finger of the same hand.
The user then slides the finger along first sensing surface
4111. If the user slides her finger towards left edge 4106, a
negative roll signal 1s generated. 11 the user slides her finger
towards right edge 4108, a positive roll signal 1s generated.

FIG. 46g illustrates an embodiment of controller 4000
with an attached handle 4146. Handle 4146 1s used to allow a
user more tlexibility in using controller 4000 such as allow-
ing the user to grip controller 4000 by the handle 4146 with
one hand, and operate controller 4000 with the other. Handle
4146 may have a number of buttons 4147 that may be pro-
grammed to perform a variety of functions.

FIG. 46h illustrates an embodiment of controller 4000
with a support 4148. Support 4148 1s typically used to sup-
port controller 4000 on a desk top, allowing for easy access
to a user. Support 4148 may also include buttons 4147.

As shown 1n each of FIGS. 46a-h, first edge sensor 4120
and second edge sensor 41235 are positioned around the
periphery of first sensor 4110 and second sensor 4113
respectively. Preferably, first edge sensing surface 4121 and
second sensing surface 4126 are specifically tactilely distin-
guished from first sensing surface 4110 and second sensing
surface 4115 to let the user know that she has accessed the
edge sensors without looking at the controller. Edge sensing
surfaces 4121 and 4126 may also be raised or lowered with
respect to sensing surfaces 4121 and 4126 to perform the
same function.

After operating controller 4000 as indicated in the meth-
ods with reference to FIGS. 46c¢, 46d, 46¢e, and 461, the user
may conftinue the specified finger movement to contact the
edge sensing surfaces 4121 and 4126. A first edge transducer
and a second edge transducer coupled to edge sensing sur-
faces 4121 and 4126 then generate a continuation command
signal. The continuation command signal continues the x,y
and z translation signals as well as the pitch, yaw and roll
rotation signals until the user initiates another signal by con-
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tacting the sensing surfaces thereatter. For example, 11 a user
places her finger 1n the middle of the first sensing surface
4111 and moves the finger to the first edge sensing surface
4121 while maintaining contact the sensing surfaces, con-
troller 4000 will continue to generate an X,y translation sig-
nal that increases the x coordinates after the user has lifted
her finger away from the sensing surfaces.

FI1G. 47a 1llustrates a controller 4200 in accordance with
yet another embodiment of the present invention. Controller
4200 includes a wedge shaped body 4205 having a front
surface 4212 and a right surface 4222. Wedge shaped body
4205 1ncludes a first sensor 4210 having a first sensing sur-
face 4211 located on front surface 4212 of wedge shaped
body 4205. A first edge sensor 4215 having a first edge
sensing surface 4216 1s positioned around the periphery of
first sensor 4210 to provide a continuation command signal
as described above.

Controller 4200 further includes a second sensor 4120
having a second sensing surface 4121 that may be located on
cither right surface 4222 or left surface 4247 of wedge
shaped body 4205 depending whether the use 1s right handed
or left handed respectively. For purposes of illustration, sec-
ond sensor 4120 1s located on right surface 4122 of wedge
shaped body 4205. A second edge sensor 4225 having a
second edge sensing surface 4226 1s positioned around the
periphery of second sensor 4225 to generate a continuation
command signal.

FIG. 47b 1s a top view of controller 4200. As 1llustrated,
wedge shaped body 4205 further includes a top surface
4272, a left surface 4247, a rear surface 4285, and a bottom
surtace 4290.

FI1G. 47¢ illustrates a method of operating controller 4200
to generate an X,y and z translation signal. The method
begins when a user presses a stylus or a finger within a first
range of force against one of the sensing surfaces 4211 and
4221 at a first position. Then the user moves the finger to a
second position while maintaining contact with the sensing
surface. When the user moves her finger, a first transducer
coupled to first sensor 4210 produces an X,y translation sig-
nal and/or a second transducer coupled to second sensor
4220 produces a v,z translation signal.

The x,y and v,z translation signals produced at the first
position 1s determined by the position of the object being
moved. When the user moves her finger on the first sensing
surface, the x,y coordinates are changed by a X,y translation
signal generated by the first transducer based on the direc-
tion of finger movement on the first sensing surface as fol-
lows: towards top surface 4272, the v coordinates are
increased, towards bottom surface 4290, the y coordinates
are decreased, towards left surface 4247, the x coordinates
are decreased, and towards right surface 4222, the x coordi-
nates are increased.

When the user moves her finger on second sensing surface
4221, the y,z coordinates are changed by a v,z translation
signal generated by the second transducer based on the
direction of finger movement on second sensing surface
4221 as follows: towards top surface 4272, the v coordinates
are icreased, towards bottom surface 4290, the y coordi-
nates are decreased, towards front surface 4212, the z coor-
dinates are decreased, and towards rear surface 4285, the z
coordinates are increased.

FI1G. 47d 1llustrates a method of operating controller 4200
to generate a pitch, vaw and roll rotation signal. The method
begins when a user presses a finger against both first sensing,
surface 4211 and second sensing surface 4221 at a {irst posi-
tion. Then the user may slide either finger to a second posi-
tion while maintaining contact with the sensing surface.
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When the user slides her finger, a combination of the two
transducers generate a pitch, yaw, or roll rotation signal.

If a finger 1s dragged on first sensing surface 4211:
towards top surface 4272, then a positive pitch signal 1s
generated, towards bottom surface 4290, then a negative
pitch signal 1s generated, towards right surface 4222, then a
positive yaw signal 1s generated, towards leit surface 4247,
then a negative yaw signal 1s generated. It a finger 1s dragged
on second sensing surface 4221: towards top surface 4272,
then a positive roll signal 1s generated, towards bottom sur-
tace 4290, then a negative roll signal 1s generated, towards
front surface 4212, then a negative yaw signal 1s generated,
towards rear surface 4285, then a positive yaw signal 1s gen-
crated.

FIG. 47¢ and FIG. 471 1llustrate a controller 4240 in
accordance with yet another embodiment of the present
invention. Controller 4240 1s 1dentical to controller 4000,
except that 1t further comprises a third sensor 4245 having a
third sensing surface 4246 positioned on the left surface
4247 of wedge shaped body 4205. A third edge sensor 4450
having a third edge sensing surface 4451 1s positioned
around the periphery of third sensor 4245.

FIG. 47¢g 1llustrates a method of operating controller 4240
to produce an X,y and z translation signal. The method 1s
similar to the method described with reference to FI1G. 47c,
but further includes the use of third sensor 4245 and third
edge sensor 4250. When the user moves her finger while
maintaining contact with third sensing surface 4246, the v,z
coordinates are changed by a y,z translation signal generated
by a third transducer coupled to third sensor 4245 based on
the direction of finger movement as follows: towards top
surface 4272, the v coordinates are increased, towards bot-
tom surface 4290, the y coordinates are decreased, towards
front surface 4212, the z coordinates are increased, and
towards rear surface 4285, the z coordinates are decreased.

In a preferred embodiment, method further includes an
operation when a user presses a finger within a second range
of force against either the second sensing surface 4221 to
generate an X— translation signal or third sensing surface
4246 to generate an x+ translation signal. Preferably, the
second range of force 1s greater than the first range of force
used 1in method. Again, the third edge sensor 4250 may be
used to generate a continuation control signal as described
above.

FIG. 47h 1llustrates a method of operating controller 4240
to generate a pitch, yaw and roll rotation signal. The method
1s similar to the method as described with reference to FIG.
4'7d, turther including the use of third sensor 4245 and third
edge sensor 4250. The user presses a finger against sensing
surface 4246 and either sensing surface 4211 or sensing sur-
tace 4221. The user may then slide the finger contacting
sensing surface 4246 to a second position while maintaining,
contact with the sensing surface with both fingers. When the
user slides her finger, the combination of the two transducers
generate a pitch, yaw or roll rotation signal. Third sensor
4245 functions 1dentically with second sensor 4220 to gener-
ate yaw and roll rotation signals.

FIG. 48a 1s a top view of a controller 4265 1n accordance
with yet another embodiment of the present invention. Con-
troller 4265 1s similar to controller 4240 except that 1t further
includes a fourth sensor 4270 having a fourth sensing sur-
tace 4271 located on a top surface 4272 of wedge shaped
body 4205, and excludes the use of first sensor 4210 and first
edge sensor 4215. A fourth edge sensor 4273 having a fourth
edge sensing surface 4276 1s positioned around the periph-
ery of fourth sensor 4270 to provide a continuation com-
mand signal as described above. A number of control buttons
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4280 located on the front surface 4212 of wedge shaped
body 4205 may be added to perform additional controller
functions.

FIG. 48b illustrates a controller 4290 1n accordance with
yet another embodiment of the present invention. Controller

4290 1s similar to controller 4265 except it excludes control
buttons 4280 and further includes first sensor 4210 and first
edge sensor 4215 as described in FIG. 47b.

FI1G. 48c illustrates a method of operating controller 4285
to produce an X,y and z translation signal. The method 1s
similar to the method as described with reference to FIG.
47¢, except that method excludes use of first sensor 4210
and first edge sensor 4215 and includes the use of fourth
sensor 4270 and fourth edge sensor 4275. When the user
moves her finger on the fourth sensing surface 4271, the x,z
coordinates are changed by an X,z translation signal gener-
ated by a fourth transducer coupled to fourth sensor 4270.
The x and z coordinates are changed based on the direction
of finger movement as follows: towards leit surface 4247,
the X coordinates are increased, towards right surface 4222,
the x coordinates are decreased, towards rear surface 4282,
the 7z coordinates are increased, and towards front surface
4212, the 7 coordinates are decreased.

FI1G. 48d 1llustrates a method of operating controller 4285
to generate a pitch, yaw and roll rotation signal. The method
1s similar to the method as described with reference to FIG.
47¢. However this method excludes the use of first sensor
4210 and first edge sensor 4215, but further includes the use
of fourth sensor 4270 and fourth edge sensor 4275. The user
presses a linger against sensing surface 4271 and either sens-
ing surface 4211 or sensing surface 4221. The user may then
slide the finger contacting sensing surface 4271 to a second
position while maintaining contact with the sensing surface
with both fingers. When the user slides her finger, the com-
bination of the two transducers generate a pitch or roll rota-
tion signal depending on the direction of the finger move-
ment on sensing surface 4271 as follows: towards left
surface 4247, a positive roll signal 1s generated, towards
right surface 4222, a negative roll signal 1s generated,
towards rear surface 4285, a positive pitch signal 1s
generated, and towards front surface 4212, a negative pitch
signal 1s generated.

FIG. 48e 1llustrates a method of operating controller 4290
to generate an X, v and z translation signal. The method 1s
similar to the method as described with reference to FIG.
48c, but further includes the use of first sensor 4210 and first
edge sensor 4215 to the method as described with reference
to F1G. 47¢g.

FI1G. 481 illustrates a method of operating controller 4290
to generate a pitch, yaw, and roll rotation signal. The method
1s similar to the method as described with reference to FIG.
48d, but further includes the use of first sensor 4210 and first
edge sensor 4215 1n the method as described with reference
to FIG. 47h. Any two sensing surfaces 4211, 4221, 4246 and
4271 may be used to 1initiate the generation of a pitch, yaw or
roll rotation signal.

FIGS. 49a—1 illustrate several different embodiments of a
number of controllers 4315a—1 1n accordance with the
present mvention. Controllers 4315a—1 include a cube
shaped body 4320 with a front surface 4321, a rear surface
4322, a top surface 4323, a leit surface 4324, and a right
surface 4326 1n the same fashion as shown on wedge shaped
body 4205. In the embodiments shown, cube shaped body
4320 supports two to five sensors each with corresponding
edge sensors 1n different configurations located on the faces
of cube shaped body 4320 in the same fashion shown on

wedge shaped body 4205.
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FIG. 49g illustrates a method of operating controllers
4315a—1 to generate an X, v or z translation signal. The
method follows the same logic and includes operation that
are similar to the operations found 1n the methods for oper-
ating controller 4290 as described with reference to FIG.
48¢. As with the methods of operating controllers 4200,
4240, 4265, and 4290 to generate an X, y or z translation
signal, a set of Cartesian axes 4325 provides for the orienta-
tion of the controller. Cartesian axes 4325 includes an x axis
4330, a y axis 4335, and a z axis 4340.

For example, 11 a user wants to generate an x translation
signal, she must swipe her finger along a surface of an avail-
able sensor located on a surface of cube shaped body 4320 1n
the direction of the x axis 4330. For example, a user may
execute a finger swipe on the front surface 4321 or the rear
surface 4322 of controller 4315b 1n the direction of x-axis
4330 to generate an X translation signal. If a user wanted to
generate a y translation signal from controller 43151, she
would execute a finger swipe 1n the direction of y-axis 4335
on any ol the faces of controller 4315 except for the top
surface 4323.

FIG. 49h 1llustrates a method of operating controllers
4315a—1 to generate a pitch, yaw or roll rotation signal. The
method follows the same logic and includes operations that
are similar to the operations found 1n methods for operating
controller 4290 with reference to FIG. 481. As with the meth-
ods of operating controllers 4200, 4240, 4265, and 4290 to
generate a pitch, vaw or roll rotation signal, set of Cartesian
axes 4325 provides for the orientation of the controller.

For example, 11 a user wants to generate an pitch rotation
signal, she must swipe her finger along a surface of an avail-
able sensor located on a surface of cube shaped body 4320 1n
the direction of the pitch rotation around x axis 4330. For
example, a user may execute a finger swipe on the front
surface 4321 or the rear surface 4322 of controller 4315b 1n
the direction of pitch rotation around x axis 4330 while hold-
ing another finger against any other available sensor to gen-
erate a pitch rotation signal.

FIG. 50a illustrates a controller 4350 1n accordance with
yet another embodiment of the present invention. Controller
4350 includes cube shaped body 4320 having trackballs
4352 mounted on the different faces of cube shaped body
4320. The trackballs 4352 have the same function as the
sensors used 1n controllers 43135a—1.

FIG. 50b illustrates a controller 4355 1n accordance with
yet another embodiment of the present invention. Controller
4355 1ncludes a cube shaped body 4320 having finger stick
sensors 4356 mounted on the different faces of cube shaped
body 4320. Finger stick sensors 4356 serve the same func-
tion as the sensors used 1n controllers 4315a—1. One example
of a finger stick sensor 1s the Aurora Multi-Axis Force Sen-
sor manufactured by Bourns, Incorporated of Riverside,
Calif.

FIG. 50c illustrates a controller 4360 1n accordance with
yet another embodiment of the present invention. Controller
4360 includes a cube shaped body 4320 having zone force
sensitive resistor thin film sensors (“zone sensors™) 4362
covered by a zone sensor cover 4364 and mounted on the
different faces of cube shaped body 4320.

FIG. 51a1llustrates a method of operating controller 4360.
Based on a change 1n pressure, a combination of three thin
f1lm sensors are able to generate X, y, and z translation com-
mands as well as pitch, yaw, and roll rotation commands
based on the direction of a finger swipe as indicated 1n FIG.
da.

FIG. 51b illustrates an embodiment of controller 4360
with an attached handle 4166. Handle 4166 1s used to allow a
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user more flexibility 1n using controller 4360 such as allow-
ing the user to grip controller 4360 by the handle 4166 with
one hand, and operate controller 4360 with the other. Handle
4166 may have a number of buttons 4167 that may be pro-
grammed to perform a variety of functions.

FIG. S1c illustrates an embodiment of controller 4360
with a support 4148. Support 4168 1s typically used to sup-
port controller 4360 on a desk top, allowing for easy access
to a user. Support 4168 may also include buttons 4167.

FIG. 52a illustrates a mouse controller 4370 in accor-
dance with yet another embodiment of the present invention.
Mouse controller 4370 1includes a body 4372 having buttons
4374. Mouse controller 4370 includes a standard mouse
mechanism 4373 and buttons 4374 used to control and posi-
tion a cursor 1n a typical computer system by generating x
and vy translation signals as will be appreciated by those
skilled 1n the art. Mouse controller 4370 also has a number
of sensors 4375 1n accordance with the present invention,
which may be operated 1n the same manner as the methods
described with references to FIGS. 49g and 49h to produce a
7z translation signal, as well as pitch, yaw, and roll rotation
signals.

FIG. 52b illustrates a mouse controller 4380 1n accor-
dance with yet another embodiment of the present invention.
Mouse controller 4380 1s similar to mouse controller 4370,
but further includes two additional sensors 4373 to further
diversily the ways in which x, y, z translation signals, and
pitch, yaw and roll rotation signals may be generated. For
example, unlike 1n mouse controller 4370, 1n mouse control-
ler 4380, the user may use one of the two additional sensors
4375 to generate an X and y translation signal instead of
using mouse mechanism 4373.

FIG. 52c illustrates a trackball controller 4385 1n accor-
dance with yet another embodiment of the present invention.
Trackball controller 4385 includes a body 4390 having but-
tons 4395. Trackball controller 4385 also includes a track-
ball 4000 used to control and position a cursor 1n a typical
computer system by generating x and vy translation signals.
Trackball controller 4385 1s modified to utilize sensors 43735
to produce z pitch, yaw, and roll rotation signals.

FIG. 52d 1llustrates a method for operating trackball con-
troller 4385. In method, the trackball 1s used to generate x
and y translation signals. Each of the sensors may then be
operated with a finger swipe 1n the directions indicated 1n
FIG. 53b to generate X, y, and z translation signals, as well as
pitch, yaw, and roll rotation signals.

FI1G. 33a illustrates a controller 4405 in accordance with
yet another embodiment of the present invention. Controller
4405 1ncludes a body 4410 having a top surface 4415, a front
surface 4420, a left front surface 44235, a right front surface
4430, a left surface 4435, a right surface 4440, a rear surface
4445, a left rear surface 4450, and a right rear surface 4455,
all of which support a sensor and an edge sensor as described
previously. The additional sensors allow two additional
degrees of freedom of generating rotation signals as will be
shown below.

FIG. 53b and FIG. 53c¢ illustrate a method of operating
controller 4403 to produce X, vy, z, pitch, yaw, and roll rota-
tion signals. The sensors and edge sensors located on top
surface 4415, front surface 4420, left surface 4435, rnight
surface 4440, and rear surface 4445, function identically
with the sensors located on corresponding faces of controller
43151 of FIG. 491.

FIGS. 53d-k illustrate a method of operating controller
4405 to generate rotation signals. In particular, FIGS. 53e—1
and FIGS. 1 illustrate a method of generating x' and x
rotation signals. The sensors and edge sensors located on
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right front surface 4430 and left rear surface 4450 may be
used to generate an X' rotation signal, which commands the
rotation of an object around an x' axis. The x' axis 1s defined
at positive 45 degrees from the x-axis and located on the x,z
plane.

The sensors and edge sensors located on leit front surface
4425 and right rear surface 4455 may be used to generate an
x" rotation signal, which commands the rotation of an object
around an x" axis. The x" axis 1s defined at negative 45
degrees from the x-axis and located on the x,z plane. Each
sensor of controller 4405 may be operated to generate a
rotation signal by sliding an on the sensor in the desired
direction while touching a second sensor with another
object.

FIG. 54 1s a flow chart of a method 4460 of generating,
translation, rotation and continuation signals from the con-
trollers of the present mvention. Method 4460 may utilize
the control electronics described 1n FIGS. 3 and 5. Method
4460 begins at an operation 4465 which polls each of the
sensors for sensor signals (such as an x translation dsignal)
from the user. During polling, the sensor signals may be
generated by pressing an object against one or more of the
sensors, and then moving the object while maintaining con-
tact with the sensor surface 1n an operation 4470. The sensor
signals are then converted mto 3D/6D manipulation com-
mands or continuation commands by an operation 4475. The
signals are interpreted by a driver in an operation 4480,
which then carries out the 3D/6D manipulation commands
or continuation of the 3D/6D manipulation commands of an
object on a computer display.

The mvention has been described herein in terms of sev-
eral preferred embodiments. Other embodiments of the
invention will be apparent to those skilled in the art from
consideration of the specification and practice of the mven-
tion. For example, a variety of types of pressure-sensitive
sensors can be utilized with the present ivention. Various
configurations and combinations of input gestures and com-
mands can be detected by the controller 1n various embodi-
ments as necessary for a particular application. Also, various
types of computer-generated objects and real objects can be
controlled with the present invention and be commanded to
interact with other objects 1n an environment. Furthermore,
certain terminology has been used for the purposes of
descriptive clarity, and not to limit the present invention. The
embodiments and preferred features described above should
be considered exemplary, with the invention being defined
by the appended claims.

What 1s claimed 1s:

1. A multiple coordinate controller device comprising:

a three-dimensional body having a first surface portion
and a second surface portion which 1s not coplanar with
said first surface;

a first transducer having a first sensing surface, said first
transducer being coupled to said first portion of said
body and being capable of detecting both positions and
a range of pressure forces at said positions on said first
sensing surface, wherein said {first transducer 1s further
capable of providing a first range of z coordinates at a
detected X,y coordinate in response to said range of
pressure forces on said first sensing surface, said first
range ol z coordinates provided only 1f said range of
pressure forces are greater than a first threshold pres-
sure;

a second transducer having a second sensing surface, said
second transducer being coupled to said second surface
portion of said body and being capable of detecting
both positions and a range of pressure forces at said
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positions on said second sensing surface, wherein sec-
ond transducer 1s further capable of providing a second
range of z coordinates of opposite polarity to said first
range of z coordinates 1n response to said range of
forces on second sensing surface, said second range of
7 coordinates provided only 1f said range of pressure
forces are greater than a second threshold pressure.

2. The multiple coordinate controller device as recited in
claim 1 wherein said first transducer detects a first position
on said first sensing surface producing a first X,y coordinate
and a second position on said first sensing surfaces produc-
ing a second X,y coordinate.

3. The multiple coordinate controller device as recited in
claim 2 further comprising a first edge transducer having a
first edge sensing surface positioned at least partially around
a periphery of said first sensing surface, said first edge trans-
ducer being coupled to said first surface portion of said body
and being capable of detecting a force on said first edge
sensing surface.

4. The multiple coordinate controller device as recited in
claim 3 further comprising a second edge transducer having
a second edge sensing surface positioned at least partially
around a periphery of said second sensing surface, said sec-
ond edge transducer being coupled to said second surface
portion of said body and being capable of detecting a force
on said second edge sensing surface.

5. The multiple coordinate controller device as recited in
claim 4, wherein said first edge transducer provides a con-
tinuation control signal 1n response to said force applied to
said first edge sensing surface, wherein said continuation
control signal commands a continuation of movement 1n a
direction determined by said first detected X,y coordinate
and said second detected x,y coordinate.

6. The multiple coordinate controller device as recited 1n
claim S wherein said first and second sensing surfaces and
said first and second edge sensing surfaces are approxi-
mately a rectangular shape.

7. The multiple coordinate controller device as recited in
claim 6, wherein said first edge sensing surface 1s tactilely
distinguished from said first sensing surface and said second
edge sensing surface is tactilely from said second sensing
surface.

8. The multiple coordinate controller device as recited in
claim 6, wheremn said first edge sensing surface i1s raised
from said first sensing surface and said second edge sensing
surface 1s raised from said second sensing surface.

9. The multiple coordinate controller device as recited in
claim 6 wherein said second transducer detects a third and
fourth position on said second sensing suriace.

10. A multiple coordinate controller device comprising;:

a three-dimensional body having a first surface portion
and a second surface portion which 1s not coplanar with
said first surface; and

a sensor consisting essentially of;

a first transducer having a first sensing surface, said first
transducer being coupled to said first surface portion
of said body and being capable of detecting both
positions and a range of pressure forces at said posi-
tions on said first sensing surface, wherein said {first
transducer 1s further capable of providing a first
range of z coordinates at a detected X,y coordinate 1n
response to said first range of forces, said first range
of z coordinates provided only 11 said range of pres-
sure forces are greater than a first threshold pressure;

a second transducer having a second sensing surface,
said second transducer being coupled to said second
surface portion of said body and being capable of
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detecting both positions and a range ol pressure
forces at said positions on said second sensing
surface, wherein said second transducer 1s further
capable of providing a second range of z coordinates
of opposite polarity for said first range of z coordi-
nates 1n response to said second range of forces, said
second range of z coordinates provided only if said
range of pressure forces are greater than a second
threshold pressure;

whereby said sensor 1s capable of providing X,y and z
coordinates from said first transducer and said second
transducer, and

whereby, said first sensing surface and said second sens-
ing surface do not substantially deform under pressure.
11. A two sided controller comprising:

a body having a first surface and an opposing second
surface, said first surface and said second surface hav-
ing dimensions that are substantially greater than a
separation between said {irst surface and said second
surface;

a {irst sensor assembly supported by said first surface and
including a first generally flat pressure sensor
surrounded, at least 1n part, by a first generally flat edge
pressure sensor;

a second sensor assembly supported by said second sur-
face and 1ncluding a second generally flat pressure sen-
sor surrounded, at least 1n part, by a second generally
flat edge pressure sensor;

wherein said body 1s sized to be contacted on said first
sensor assembly with the thumb of a hand and simulta-
neously on said second sensor assembly with a finger of

said hand.
12. A wedge shaped controller comprising:

a body having a front edge surface having a first area, a
back edge surface having a second area less than said
first area, and a pair of side edge surfaces coupling said
front edge surface to said back edge surface, whereby
said body has a wedge shaped with angled side edges;

a first sensor assembly supported by said front edge sur-
face and including a first generally flat pressure sensor
surrounded, at least 1n part, by a first generally flat edge
pressure sensor; and

a second sensor assembly supported by one of said pair of
side edge surfaces and including a second generally flat
pressure sensor surrounded, at least 1n part, by a second
generally tlat edge pressure sensor.

13. A wedge shaped controller as recited in claim 12 fur-

ther comprising:

a third sensor assembly supported by the other of said pair
of side edge surfaces and including a third generally flat
pressure sensor surrounded, at least i part, by a third
generally flat edge pressure sensor.

14. A wedge shaped controller as recited 1 claim 12
wherein said body further has a top surface and a bottom
surface, and 1s provided with a pressure sensor on at least
one of said top surface and said bottom surface.

15. A touch-sensitive manually operable controller for
providing position control information relative to three axes,
the controller comprising:

a top surface, a bottom surface, and a peripheral side sur-
face:

a first sensor positioned on the side surface of the control-
ler and generally aligned on and orthogonal relative to
an X-axis ol a Cartesian coordinate system, the first
sensor adapted for providing a first Y-signal in response



US RE40,891 E

43

to the position of a force applied to the sensor along the
Y-axis and a first Z-signal 1n response to the position of
a force applied to the sensor along the Z-axis;

a second sensor positioned on the top surface of the con-
troller and generally aligned on and orthogonal relative
to an Y-axis of a Cartesian coordinate system, the sec-
ond sensor adapted for providing a first X-signal 1n
response to the position of a force applied to the sensor
along the X-axis and a second Z-signal 1n response to
the position of a force applied to the sensor along the
/-axis;

a third sensor positioned on the side surface of the control-
ler and generally aligned on and orthogonal relative to
an Z-axis of a Cartesian coordinate system, the third
sensor adapted for providing a second X-signal in
response to the position of a force applied to the sensor
along the X-axis and a second Y-signal in response to
the position of a force applied to the sensor along the
Y-axis; and

a fourth sensor positioned on the side surface of the con-
troller opposite the first sensor and generally aligned on
and orthogonal relative to an X-axis of a Cartesian
coordinate system, the fourth sensor adapted for pro-
viding a third Y-signal in response to the position of a
force applied to the sensor along the Y-axis and a third
Z-s1gnal 1n response to the position of a force applied to
the sensor along the Z-axis.

16. A touch-sensitive manually operable controller for

providing position control information relative to three axes,
the controller comprising;

a top surface, a bottom surface, and a peripheral side sur-
face;

a first sensor positioned on the side surface of the control-
ler and generally aligned on and orthogonal relative to
an X-axis of a Cartesian coordinate system, the first
sensor adapted for providing a first roll-signal in
response to the position of a force applied to the sensor
along the Y-axis and a first yaw-signal 1n response to the
position of a force applied to the sensor along the
/-axis;

a second sensor positioned on the top surface of the con-
troller and generally aligned on and orthogonal relative
to an Y-axis of a Cartesian coordinate system, the sec-
ond sensor adapted for providing a second roll-signal 1n
response to the position of a force applied to the sensor
along the X-axis and a first pitch-signal in response to
the position of a force applied to the sensor along the
/.-axis;

a third sensor positioned on the side surface of the control-
ler and generally aligned on and orthogonal relative to
an Z-axis of a Cartesian coordinate system, the third
sensor adapted for providing a second pitch-signal 1n
response to the position of a force applied to the sensor
along the Y-axis; and

a fourth sensor positioned on the side surface of the con-
troller opposite the first sensor and generally aligned on
and orthogonal relative to an X-axis of a Cartesian
coordinate system, the fourth sensor adapted for pro-
viding a third roll-signal 1n response to the position of a
force applied to the sensor along the Y-axis and a sec-
ond yaw-signal 1n response to the position of a force
applied to the sensor along the Z-axis.

17. A three dimensional contvoller comprising:

a body having multiple faces wherein a first, second and a
thivd face of the multiple faces meet at a common apex;

a first axis controller, positioned on the first face, which is
generally aligned on and orthogonal rvelative to an
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X-axis of a Cartesian coordinate system, the first axis
controller adapted for providing a first Y-signal in
response to the position of a force applied to the first
axis controller along the Y-axis and a first Z-signal in
response to the position of a force applied to the first
axis controller along the Z-axis;

a second axis controller, positioned on the second face,
which is generally aligned on and orthogonal relative
to an Y-axis of a Cartesian coovdinate system, the sec-
ond sensor adapted for providing a first X-signal in

response to the position of a force applied to the second
axis controller along the X-axis and a second Z-signal

in response to the position of a force applied to the
second axis controller along the Z-axis; and

a thivd axis controller, positioned on the thivd face, which
is generally aligned on and orthogonal relative to an
Z-axis of a Cartesian coovdinate system, the thivd sen-
sor adapted for providing a second X-signal in
response to the position of a force applied to the third
axis controller along the X-axis and a second Y-signal
in response to the position of a force applied to the thivd
axis controller along the Y-axis.

18. A three dimensional controller as rvecited in claim 17
wherein the first, the second and the third axis controllers
comprise trackballs.

19. A three dimensional controller as recited in claim 17
wherein the first, the second and the thivd axis controllers
comprise stick sensors.

20. A three dimensional controller as vecited in claim 17
wherein the first, the second and the thivd axis controllers
comprise zone Sensors.

21. A three dimensional controller comprising.

a body having multiple faces wherein a first, a second and
a third face of the multiple faces meet at a common
apex;

a first axis controller, positioned on the first face, which is
generally aligned on and orthogonal rvelative to an
X-axis of a Cartesian coordinate system, the first axis
controller adapted for providing a first Y-signal in
response to the position of a force applied to the sensor
along the Y-axis and a first Z-signal in vesponse to the
position of a force applied to the sensor along the
Z-axis;

a second axis controller, positioned on the second face,
which is generally aligned on and orthogonal relative
to an Y-axis of a Cartesian coovdinate system, the sec-
ond sensor adapted for providing a first X-signal in
response to the position of a force applied to the sensor
along the X-axis and a second Z-signal in vesponse to
the position of a force applied to the sensor along the
Z-axis;

a thivd axis controller, positioned on the thivd face, which
is generally aligned on and orthogonal relative to an
Z-axis of a Cartesian coovdinate system, the thivd sen-
sor adapted for providing a second X-signal in
response to the position of a force applied to the sensor
along the X-axis and a second Y-signal in vesponse to
the position of a force applied to the sensor along the
Y-axis; and

a fourth axis controller, positioned on the third surface,
which is generally aligned on and orthogonal relative
to an X-axis of a Cartesian coordinate system, the
Jourth axis controller adapted for providing a third
Y-signal in vesponse to the position of a force applied to
the fourth axis controller along the Y-axis and a thivd
Z-signal in vesponse to the position of a force applied to
the fourth axis contvoller along the Z-axis.
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22. A three dimensional controller as rvecited in claim 21
wherein the first, the second, the third and the fourth axis
controllers comprise trackballs.

23. A three dimensional controller as recited in claim 21
wherein the first, the second, the third and the fourth axis s
controllers comprise stick sensors.

24. A three dimensional controller as recited in claim 21
wherein the first, the second, the third and the fourth axis
controllers comprise zone sensors.

25. A multiple coordinate controller device comprising: 0

a three-dimensional movable body having a first surface
portion, a second surface portion which is not coplanar
with said first surface and a tracking surface engaged
to handle a reference surface;

a first transducer having a first sensing surface, said first 15
transducer being coupled to said first portion of said
body and being capable of detecting both positions and
a range of pressure forces at said positions on said first
sensing surface, wherein said first transducer is further
capable of providing a first range of z coordinates at a -
detected x,v coordinate In response to said range of
pressure forces on said first sensing surface, said first
range of z coordinates provided only if said range of

pressure forces are greater than a first threshold pres-
SUre, 25

a second transducer having a second sensing surface,
said second transducer being coupled to said second
surface portion of said body and being capable of
detecting both positions and a range of pressure forces
at said positions on said second sensing surface, 30
wherein second transducer is further capable of provid-
ing a second range of z coordinates of opposite polarity
to said first range of z coordinates in response to said
range of forces on second sensing surface, said second
range of z coordinates provided only if said range of 35

pressure forces are greater than a second threshold
pressure; and

a mouse sensor mechanism supported by said body and
adapted to engage said veference surface as said body
is moved over said reference surface, wherein said first 40
and second sensing surfaces can be engaged by a finger
as said body is engaged by a hand of a user.

26. The multiple coordinate controller device as recited in
claim 25 wherein said first transducer detects a first position
on said first sensing surface producing a first x,y coordinate 45
and a second position on said first sensing surfaces produc-
ing a second x,v coordinate.

27. The multiple coordinate controller device as recited in
claim 26 further comprising a first edge transducer having a
first edge semnsing surface positioned at least partially 50
around a perviphery of said first sensing surface, said first
edge transducer being coupled to said first surface portion
of said body and being capable of detecting a force on said
first edge sensing surface.

28. The multiple coordinate controller device as vecited in 55
claim 27 further comprising a second edge transducer hav-
ing a second edge sensing surface, said second edge trans-
ducer being coupled to said second surface portion of said
body and being capable of detecting a force on said second
edge sensing surface. 60

29. The multiple coordinate controller device as recited in
claim 28, wherein said first edge transducer provides a con-
tinuation control signal in vesponse to said force applied to
said first edge sensing surface, wherein said continuation
control signal commands a continuation of movement in a 65
direction determined by said first detected x,y coordinate
and said second detected x,y coovdinate.
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30. The multiple coordinate controller device as recited in
claim 29 wherein said first and second sensing surfaces and
said first and second edge sensing surfaces ave approxi-
mately a vectangular shape.

31. The multiple coordinate controller device as recited in
claim 30, wherein said first edge sensing surface is tactilely
distinguished from said first sensing surface and said second
edge sensing surface is tactilely from said second sensing
surface.

32. The multiple coordinate controller device as recited in
claim 30, wherein said first edge sensing surface is raised

from said first sensing surface and said second edge sensing
surface is rvaised from second sensing surface.

33. The multiple coordinate controller device as recited in
claim 30 wherein said second transducer detects a thivd and
fourth position on said second sensing surface.

34. A three dimensional controller comprising:

a body having multiple faces wherein a first, a second and
a third face of the multiple faces meet at a common
apex;

a first sensor, positioned on the first face, which is gener-
ally aligned on and orthogonal relative to an X-axis of
a Cartesian coorvdinate system, the first sensor adapted
for providing a first roll-signal in vesponse to the posi-
tion of a force applied to the sensor along the Y-axis

and a first vaw-signal in vesponse to the position of a
Jorce applied to the sensor along the Z-axis;

a second sensor, positioned on the second face, which is
generally aligned on and orthogonal relative to an
Y-axis of a Cartesian coordinate system, the second
sensor adapted for providing a second voll-signal in
response to the position of a force applied to the sensor
along the X-axis and a first pitch-signal in response to
the position of a force applied to the sensor along the
Z-axis;

a third sensor, positioned on the thivd face, which is gen-
erally aligned on and orthogonal velative to an Z-axis
of a Cartesian coordinate system, the third sensor
adapted for providing second pitch-signal in response
to the position of a force applied to the sensor along the
Y-axis; and

a fourth sensor, positioned on the third face, which is gen-
erally aligned on and orthogonal relative to an X-axis
of a Cartesian coordinate system, the fourth sensor
adapted for providing a third roll-signal in response to
the position of a force applied to the sensor along the
Y-axis and a second vaw-signal in response to the posi-
tion of a force applied to the sensor along the Z-axis.

35. A three dimensional controller as vecited in claim 34
wherein the first, the second, the third and the fourth axis
controllers comprise trackballs.

36. A three dimensional controller as recited in claim 34
wherein the first, the second, the third and the fourth axis
controllers comprise stick sensors.

37. A three dimensional controller as recited in claim 34
wherein the first, the second, the third and the fourth axis
controllers comprise zone sensors.

38. A touch-sensitive manually operable controller for
providing position control information relative to three axes,
the controller comprising:

a top surface, a front surface, and a peripheral side sur-
Jace;

a first sensor positioned on the side surface of the control-
ler and generally aligned on and orthogonal velative to
an X-axis of a Cartesian coovdinate system, the first
sensor adapted for providing a first Y-signal in
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response to the position of a force applied to the sensor
along the Y-axis and a vaw-signal in response to the
position of a force applied to the sensor along the
£-axis;

a second sensor positioned on the top surface of the con-
troller and genervally aligned on and orthogonal rvela-
tive to an Y-axis of a Cartesian coovdinate system, the
second sensor adapted for providing a first X-signal in
response to the position of a force applied to the sensor
along the X-axis and a first Z-signal in response to the
position of a force applied to the sensor along the
Z-axis;

a third sensor positioned on the side surface of the con-
troller and generally aligned on and orthogonal rela-
tive to an Z-axis of a Cartesian coordinate system, the
third sensov adapted for providing a second X-signal in
response to the position of a force applied to the sensor
along the X-axis and a second Y-signal in vesponse to
the position of a force applied to the sensor along the

Y-axis; and

a fourth sensor positioned on the side surface of the con-
troller opposite the first sensor and generally aligned
on and orthogonal relative to an X-axis of a Cartesian
Coordinate system, the fourth sensor adapted for pro-
viding a third Y-signal in response to the position of a
Jorce applied to the sensor along the Y-axis and a sec-
ond Z-signal in respomnse to the position of a force
applied to the sensor along the Z-axis.

39. An input device comprising:

a plurality of pressure sensitive sensors on a body wherein
each pressure sensitive sensor of the plurality of pres-
sure sensitive sensors can be manipulated by a finger,

wherein said body is a mouse body having a lower surface
for engagement with a reference surface for relative
movement with respect therveto, said lower surface of
said mouse body being provided with at least one sen-
sor for sensing x and y degrees of freedom, said mouse
body further having an upper surface;

wherein said pressure sensitive sensors arve each at least
one of a button, touch tablet, trackball and joystick and
are accessible from said upper surface of said mouse

body; and

wherein at least one of said pressure sensitive sensors
senses a degree of freedom other than the x and vy
degrees of freedom.

40. An input device comprising:

a movable mouse body having a tracking surface adapted
to engage a reference surface and a curved upper sur-
Jace provided with at least two two-degrees-of-freedom
pressure sensitive sensors to provide multiple degrees

of freedom; and

a sensor mechanism supported by said mouse body and
adapted to engage said veference surface as said body
is moved over said rveference surface to track at least
two degrees of freedom.

41. The input device as recited in claim 40 wherein the
plurality of pressurve sensitive sensors comprises two pres-
Sure sensitive sensors.

42. The input device as rvecited in claim 40 wherein the
plurality of pressure sensitive sensors comprises three pres-
Ssure sensitive sensors.

43. The input device as recited in claim 40 wherein the
plurality of pressure sensitive sensors comprises four pres-
Sure sensitive sensors.

44. The input device as rvecited in claim 40, wherein said
pressure sensitive sensors do not transmit a signal when a
pressure is not present on said pressure sensitive sensors.
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45. A touch-sensitive manually operable controller for

providing position control information relative to three axes,
the controller comprising:

a top surface, a front surface, and a pervipheral side sur-

face;

a first sensor positioned on the side surface of the control-
ler and generally aligned on and orthogonal velative to
an X-axis of a Cartesian coovdinate system, the first
sensor adapted for providing a roll-signal in response
to the position of a force applied to the senor along the
Y-axis and a yaw-signal in response to the position of a
Jorce applied to the sensor along the Z-axis;

a second sensor positions on the top surface of the con-
troller and genervally aligned on and orthogonal rvela-
tive to an Y-axis of a Cartesian coovdinate system, the
second sensor adapted for providing a first X-signal in
response to the position of a force applied to the sensor
along the X-axis and a first Z-signal in vesponse to the
position of a force applied to the sensor along the
/-axis;

a thivd sensor positioned on the side surface of the con-
troller and genervally aligned on and orthogonal rvela-
tive to an Z-axis of a Cartesian coordinate system, the
third sensor adapted for providing a second X-signal in
response to the position of a force applied to the sensor
along the X-axis and a first Y-signal in vesponse to the
position of a force applied to the sensor along the
Y-axis; and

a fourth sensor positioned on the side surface of the con-
troller opposite the first sensor and generally aligned
on and orthogonal relative to an X-axis of a Cartesian
coordinate system, the fourth sensorv adapted for pro-
viding a second Y-signal in vesponse to the position of a
Jorce applied to the sensor along the Y-axis and a sec-
ond Z-signal in rvesponse to the position of a force
applied to the sensor along the Z-axis.

46. A touch-sensitive manually operable controller for

providing position control information relative to three axes,
the controller comprising:

a top surface, a front surface, and a pervipheral side sur-
face;

a first sensor positioned on the side surface of the control-
ler and generally aligned on an orthogonal relative to
an X-axis of a Cartesian coovdinate system, the first
sensor adapted for providing a first Y-signal in
response to the position of a force applied to the sensor
along the Y-axis and a vaw-signal in vesponse to the
position of a force applied to the sensor along the
Z-axis;

a second sensor positioned on the top surface of the con-
troller and generally aligned on and orthogonal rela-
tive to an Y-axis of a Cartesian coovdinate system, the
second sensor adapted for providing a first X-signal in
response to the position of a force applied to the sensor
along the X-axis and a pitch-signal in vesponse to the
position of a force applied to the sensor along the
Z-axis;

a thivd sensor positioned on the side surface of the con-
troller and generally aligned on and orthogonal rela-
tive to an Z-axis of a Cartesian coordinate system, the
third sensor adapted for providing a second X-signal in
response to the position of a force applied to the sensor
along the X-axis and a second Y-signal in rvesponse to
the position of a force applied to the sensor along the
Y-axis; and

a fourth sensor positioned on the side surface of the con-
troller opposite the first sensor and generally aligned
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on and orthogonal relative to an X-axis of a Cartesian
coordinate system, the fourth sensor adapted for pro-
viding a third Y-signal in vesponse to the position of a
Jorce applied to the sensor along the Y-axis and a first
Z-signal in vesponse to the position of a force applied to
the sensor along the Z-axis.
47. A input device comprising:
a mouse body having a lower surface and an upper sur-
face;
an x-y position sensor associated with said lower surface
of said mouse body and providing output signals repre-
senting two degrees of freedom; and
a plurality of touch panels spaced apart on said upper
surface of said mouse body for providing a plurality of
output signals representing a plurality of additional
degrees of freedom.
48. The input device as rvecited in claim 47 wherein the
additional degrees of freedom include a pitch.
49. The input device as recited in claim 47 wherein the
additional degrees of freedom include a yaw.
50. The input device as rvecited in claim 47 wherein the
additional degrees of freedom include a voll.
51. The input device as rvecited in claim 47 wherein the
additional degrees of freedom include a least pitch, vaw and

roll.
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52. The input device as recited in claim 47 wherein the

additional degrees of freedom consists of pitch, vaw and roll.

53. The input device as recited in claim 52 wherein the

body includes a bottom surface, a top surface, two opposite
side surfaces both of which are in contact with the top sur-
face and the bottom surface and the pitch, vaw and roll touch
panels are each located on the body such that only one touch
panel is located on the two side surfaces and the top surface.

54. An input device comprising.
a body;,

an x-y position sensor providing output signals represent-
ing two degrees of freedom; and

a plurality of touch panels spaced apart on said body for
providing a plurality of output signals representing a
plurality of additional degrees of freedom;

wherein the additional degrees of freedom comsists of
pitch, vaw and roll, and wherein the body includes a
bottom surface and a top surface, where the pitch, vaw
and roll touch panels ave each located on the top sur-

Jace.



	Front Page
	Drawings
	Specification
	Claims

