(19) United States

12y Reissued Patent
Lim

(10) Patent Number:
45) Date of Reissued Patent:

USOORE40691E

US RE40,691 E
Mar. 31, 2009

(54) ENCODING DECODING AND COMPRESSION
OF AUDIO-TYPE DATA USING REFERENCE
COEFFICIENTS LOCATED WITHIN A BAND
OF COEFFICIENTS

(75) Inventor: Jae S.Lim, Winchester, MA (US)

(73) Assignee: Massachusetts Institute of Technology,

Cambridge, MA (US)

(21)  Appl. No.: 09/335,376

(22) Filed: Jun. 17, 1999
Related U.S. Patent Documents
Reissue of:
(64) Patent No.: 5,640,486
Issued: Jun. 17, 1997
Appl. No.: 08/345,879
Filed: Nov. 28, 1994

U.S. Applications:

(63) Continuation of application No. 07/879,635, filed on May 7,
1992, now Pat. No. 5,369,724, which 1s a continuation-in-
part of application No. 07/822,247, filed on Jan. 17, 1992,
now Pat. No. 5,394,508.

(51) Int.Cl.

GI0L 19/02 (2006.01)
(52) US.CL ..., 704/206; 704/200.1; 704/224;
704/E19.019; 704/203
(58) Field of Classification Search ............... 704/200.1,

704/203, 224, 238
See application file for complete search history.

(56) References Cited
U.S. PATENT DOCUMENTS
4,464,782 A 8/1984 Beraudetal. ................. 381/31
4,899,384 A * 2/1990 Crouseetal. ................. 381/31
5,222,189 A * 6/1993 Fielder ......ccvvveeinnnininl, 395/2
5,369,724 A * 11/1994 Lim ....ccooviiviiinnininnnen., 395/15

TOAC
802 TRANSFORNER

/e

o0 QPERATOR

SPECTRAL BAND
806 OIVIDER

YARDSTICK
808 COEFFICIENT
IOENTIFIER

" d
YARQSTICK YARGSTICH Lr-TYPE

o HAGHITUDE POSITION -
610 DUANTIZER QUANTIZER TRARSIORACR

2AND - WISE
6801 ot 4L L0eATOR

HON - TARGSTICK
COEFFICIERT OUANTIZER

COEFFICIENT-RISE

QT ALLOCATOR

FOREIGN PATENT DOCUMENTS
EP 0457390 Al * 11/1991
OTHER PUBLICATIONS

Baylon and Lim, “Transform/Subband Analysis and Synthe-
s1s of Signals™, ISSPA 90. pp. 540-544 Gold Coast Austra-
lia, Aug. 27-31 (1990).

Davidson et al., “High—Quality Audio Transform Coding at
128 Kbits/s,” ICASSP 90, pp. 1117-1120, Apr. 3—6, Albu-
querque, New Mexico (1990).

Dehery et al., “A Musicam Source Codec for Digital Audio
Broadcasting and Storage,” Proceedings of ICASSP 91 pp.
36053608 (1991).

Johnston, “ITransform Coding of Audio Signals Using Per-

ceptual Noise Criteria,” IEEE Journal on Selected Areas 1n
Communications 6:314-323 (1988).

(Continued)

Primary Examiner—Talivaldis Ivars Smits
(74) Attorney, Agent, or Firm—F1sh & Richardson P.C.

(57) ABSTRACT

An audio type signal 1s encoded. The signal 1s first divided
into bands. For each band, a yardstick signal element 1is
selected. The yardstick may be the signal element having the
largest magnitude 1n the band, the second largest, closest to
the median magnitude, or having some other selected mag-
nitude. This magnitude 1s used for various purposes, includ-
ing assigning bits to the different bands, and for establishing
reconstruction levels within a band. The magnitude of non
yardstick signal elements 1s also quantized. The encoded
signal 1s also decoded. Apparatus for both encoding and
decoding are also disclosed. The location of the yardstick
clement within 1ts band may also be recorded and encoded,
and used for efficiently allocating bits to non-yardstick sig-
nal elements. Split bands may be established, such that each
split band 1ncludes a yardstick signal element and each full
band includes a major and a minor yardstick signal element.
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ENCODING DECODING AND COMPRESSION
OF AUDIO-TYPE DATA USING REFERENCE
COEFFICIENTS LOCATED WITHIN A BAND

OF COEFFICIENTS

Matter enclosed in heavy brackets [ ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions
made by reissue.

RELATED APPLICATION

This 1s a continuation of application Ser. No. 07/879,635
filed on May 7, 1992, now U.S. Pat. No. 5,369,724, which 1s

a continuation-in-part of Ser. No. 07/822,247, filed Jan. 17,
1992, now U.S. Pat. No. 5,394,508.

The present invention relates generally to the field of sig-
nal processing, and more specifically to data encoding and
compression. The invention relates most specifically to a
method and an apparatus for the encoding and compression
of digital data representing audio signals or signals generally
having the characteristics of audio signals.

BACKGROUND OF THE INVENTION

Audio signals are ubiquitous. They are transmitted as
radio signals and as part of television signals. Other signals,
such as speech, share pertinent characteristics with audio
signals, such as the importance of spectral domain represen-
tations. For many applications, 1t 1s beneficial to store and
transmit audio type data encoded i a digital form, rather
than 1n an analogue form. Such encoded data 1s stored on
various types ol digital media, including compact audio
discs, digital audio tape, magnetic disks, computer memory,
both random access (RAM) and read only (ROM), just to

Nnamc a 1Cw,

It 1s beneficial to minimize the amount of digital data
required to adequately characterize an audio-type analogue
signal. Minimizing the amount of data results in minimizing
the amount of physical storage media that 1s required, thus
reducing the cost and increasing the convemence of what-
ever hardware 1s used in conjunction with the data. Minimiz-
ing the amount of data required to characterize a given tem-
poral portion of an audio signal also permits faster
transmission of a digital representation of the audio signal
over any given communication channel. This also results 1n a
cost saving, since compressed data representing the same
temporal portion of an audio signal can be sent more
quickly, relative to uncompressed data, or can be sent over a
communications channel having a narrower bandwidth, both
of which consequences are typically less costly.

The principles of digital audio signal processing are well
known and set forth 1n a number of sources, including
Watkinson, John, The Art of Digital Audio., Focal Press,
London (1988). An analogue audio signal x(t) 1s shown
schematically in FIG. 1. The horizontal axis represents time.
The amplitude of the signal at a time t 1s shown on the
vertical axis. The scale of the time axis 1s 1n milliseconds, so
approximately two thousandths of a second of audio signal
1s represented schematically in FIG. 1. A basic first step 1n
the storage or transmission of the analogue audio signal as a
digital signal 1s to sample the signal into discrete signal
clements, which will be further processed.

Sampling the signal x(t) 1s shown schematically 1n FIG. 2.
The signal x(t) 1s evaluated at many discrete moments 1n
time, for example at a rate of 48 kHz. By sampling, 1t 1s
meant that the amplitude of the signal x(t) 1s noted and
recorded forty-eight thousand times per second. Thus, for a
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period of one msec (1x107° sec.), the signal x(t) will be
sampled forty-eight times. The result 1s a temporal series
x(n) of amplitudes, as shown 1n FIG. 2, with gaps between
the amplitudes for the portions of the analogue audio signal
x(t) which were not measured. If the sampling rate 1s high
enough relative to the time-wise variations 1n the analogue
signal, then the magnitudes of the sampled values will gen-
crally follow the shape of the analogue signal. As shown 1n
FIG. 2, the sampled values follow signal x(t) rather well.
The outline of a general method of digital signal process-
ing 1s shown schematically in FIG. 4a. The mitial step of
obtaining the audio signal 1s shown at 99 and the step of

sampling 1s indicated at 102. Once the signal has been
sampled, 1t 1s typically transformed from the time domain,

the domain of FIGS. 1 and 2, to another domain that facili-
tates analysis. Typically, a signal 1n time can be written as a
sum of a number of simple harmonic functions of time, such
as cosmt and sinwt, for each of the various harmonic fre-
quencies of . The expression of a time varying signal as a
series of harmonic functions 1s treated generally 1n
Feynman, R., Leighton, R., and Sands, M., the Feynman
Lectures on Physics, Addison-Wesley Publishing Company,
Reading, Mass. (1963) Vol. 1, §50, which 1s incorporated
herein by reference. Various transiformation methods
(sometimes referred to as “subband” methods) exist and are
well known. Baylon, David and Lim, Jae, “Transform/
Subband Analysis and Synthesis of Signals,” pp. 540-544,
2ssPA90, Gold Coast, Australia, Aug. 27-31 (1990). One
such method 1s the Time-Domain Aliasing Cancellation
method (“TDAC”). Another such transformation 1s known as
the Discrete Cosine Transform (“DCT”). The transformation
1s achieved by applying a transformation function to the
original signal. An example of a DCT transformation 1s:

X(k) = E 2x(n)-cos ﬁkmﬂ}, forO=k=N-1
s 2N -

=0

otherwise,

where k 1s the frequency variable and N 1s typically the
number of samples 1n the window.

The transformation produces a set ol amplitude coelli-
cients of a vaniable other than time, typically frequency. The
coellicients can be both real valued or they can be complex
valued. (If X (k) 1s complex valued, then the present inven-
tion can be applied to the real and 1maginary parts of X(k)
separately, or the magnitude and phase parts of X(k)
separately, for example. For purposes of discussion, 1t will
be assumed, however, that X(k) 1s real valued.) A typical plot
of a portion of the signal x(n) transformed to X (k) 1s shown
schematically in FIG. 3. If the mnverse of the transform
operation 1s applied to the transformed signal X(k), then the
original sampled signal x(n) will be produced.

The transform 1s taken by applying the transformation
function to a time-wise slice of the sampled analogue signal
x(n). The slice (known as a “frame™) 1s selected by applying
a window at 104 to x(n). Various windowing methods are
appropriate. The windows may be applied sequentially, or,
more typically, there 1s an overlap. The window must be
consistent with the transform method, 1n a typical case, the
TDAC method. As shown 1n FIG. 2, a window w,(n) 1s
applied to x(n), and encompasses forty-eight samples, cover-
ing a duration of one msec (1x107° sec). (Forty-eight
samples have been shown for illustration purposes only. In a
typical application, many more samples than forty-eight are
included 1n a window.) The window w,(n) 1s applied to the
following msec. The windows are typically overlapped, but
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non-overlapping windows are shown for illustration pur-
poses only. Transformation of signals from one domain to
another, for example from time to frequency, 1s discussed 1n

many basic texts, including: Oppenheim, A. V., and Schafer,
R. W., Dagital Signal Processing, Englewood Cliffs, N.J.

Prentice Hall (1975); Rabiner, L. R., Gold, B., Therory and
Application of Digital Signal Processing, Englewood Cliifs,
N.J., Prentice Hall, (1975), both of which are incorporated
herein by reference.

Application of the transformation, indicated at 106 of
FIG. 4a, to the window of the sampled signal x(n) results 1n a
set of coellicients for a range of discrete frequency. Each
coellicient of the transformed signal frame represents the
amplitude of a component of the transformed signal at the
indicated frequency. The number of frequency components
1s typically the same for each frame. Of course, the ampli-
tudes of components of corresponding frequencies will dif-
fer from segment to segment.

As shown 1n FIG. 3, the signal X (k) 1s a plurality of ampli-
tudes at discrete frequencies. This signal 1s referred to herein
as a “spectrum” of the original signal. According to known
methods, the next step 1s to encode the amplitudes for each
of the frequencies according to some binary code, and to
transmit or store the coded amplitudes.

An important task 1n coding signals 1s to allocate the fixed
number of available bits to the specification of the ampli-
tudes of the coellicients. The number of bits assigned to a
coellicient, or any other signal element, 1s referred to herein
as the “allocated number of bits” of that coetlicient or signal
clement. This step 1s shown 1n relation to the other steps at
107 of FI1G. 4a. Generally, for each frame, a fixed number of
bits, N, 1s available. N 1s determined from considerations
such as: the bandwidth of the communication channel over
which the data will be transmuitted; or the capacity of storage
media; or the amount of error correction needed. As men-
tioned above, each frame generates the same number, C, of
coellicients (even though the amplitude of some of the coet-
ficients may be zero).

Thus, a simple method of allocating the N available bits 1s
to distribute them evenly among the C coellicients, so that
cach coetlicient can be specified by N/C bits. (For discussion
purposes, it 1s assumed that N/C 1s an integer.) Thus, consid-
ering the transformed signal X(k) as shown in FIG. 3, the
coellicient 32, having an amplitude of approximately one
hundred, would be represented by a code word having the
same number of bits (N/C) as would the coellicient 34,
which has a much smaller amplitude, of only about ten.
According to most methods of encoding, more bits are
required to specity or encode a number within a larger range
than are required to specily a number within a smaller range,
assuming that both are specified to the same precision. For
instance, to encode 1ntegers between zero and one hundred
with perfect accuracy using a simple binary code, seven bits
are required, while four bits are required to specily integers
between zero and ten. Thus, 1f seven bits were allocated to
cach of the coellicients 1n the signal, then three bits would be
wasted for every coetlicient that could have been specified
using only four bits. Where only a limited number of bits are
available to allocate among many coetlicients, 1t 1s important
to conserve, rather than to waste bits. The waste of bits can
be reduced if the range of the values 1s known accurately.

There are various known methods for allocating the num-
ber of bits to each coeflicient. However, all such known
methods result 1n either a significant waste of bits, or a sig-
nificant sacrifice in the precision of quantizing the coetfi-
cient values. One such method 1s described 1n a paper
entitled “High-Quality Audio Transform Coding at 128
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4

Kbits/s”. Davidson, G., Fielder, L., and Antill, M., of Dolby
Laboratories, Inc., ICASSP, pp 1117-1120, Apr. 3-6.
Albuquerque, N. Mex. (1990) (referred to herein as the
“Dolby paper”) which 1s incorporated herein by reference.

According to this method, the transform coetlicients are
grouped to form bands, with the widths of the bands deter-
mined by critical band analysis. Transform coeificients
within one band are converted to a band block floating-point
representation (exponent and mantissa). The exponents pro-
vide an estimate of the log-spectral envelope of the audio
frame under examination, and are transmitted as side infor-
mation to the decoder.

The log-spectral envelope 1s used by a dynamic bit alloca-
tion routine, which derives step-size information for an
adaptive coellicient quantizer. Each frame 1s allocated the
same number of bits, N. The dynamic bit allocation routine
uses only the exponent of the peak spectral amplitude n
cach band to increase quantizer resolution for psychoacous-
tically relevant bands. Each band’s mantissa 1s quantized to a
bit resolution defined by the sum of a coarse, fixed-bit com-
ponent and a fine, dynamically-allocated component. The
fixed bit component 1s typically established without regard
to the particular frame, but rather with regard to the type of
signal and the portion of the frame in question. For instance,
lower frequency bands may generally receive more bits as a
result of the fixed bit component. The dynamically allocated
component 1s based on the peak exponent for the band. The
log-spectral estimate data 1s multiplexed with the fixed and
adaptive mantissa bits for transmission to the decoder.

Thus the method makes a gross analysis of the maximum
amplitude of a coeflicient within a band of the signal, and
uses this gross estimation to allocate the number of bits to
that band. The gross estimate tells only the integral part of
the power of 2 of the coelficient. For instance, 11 the coetii-
cient 1s seven, the gross estimate determines that the maxi-
mum coeflicient in the band is between 2 and 2° (four and
eight), or, if it is twenty-five, that it is between 2 and 2°
(sixteen and thirty-two). The gross estimate (which 1s an
inaccurate estimate) causes two problems: the bit allocation
1s not accurate; the bits that are allocated are not used
cificiently, since the range of values for any given coelficient
1s not known accurately. In the above procedure, each coet-
ficient 1n a band 1s specified to the same level of accuracy as
other coellicients 1n the band. Further, information regarding
the maximum amplitude coelficients in the bands are
encoded 1n two stages: first the exponents are encoded and
transmitted as side information; second, the mantissa 1s
transmitted along with the mantissa for the other coeili-
cients.

In addition to determining how many bits to allocate to
cach coetlicient for encoding that coetlicient’s amplitude, an
encoding method must also divide the entire amplitude
range 1nto a number of amplitude divisions shown at 108 in
FI1G. 4a, and to allocate a code to each division, at 109. The
number of bits 1n the code 1s equal to the number of bits
allocated for each coellicient. The divisions are typically
referred to as “quantization levels,” because the actual
amplitudes are quantized into the available levels, or “recon-
struction levels” after coding, transmission or storage and
decoding. For instance, if three bits are available for each
coefficient, then 2° or eight reconstruction levels can be
identified.

FIG. 5 shows a simple scheme for allocating a three bit
code word for each of the eight regions of amplitude
between 0 and 100. The code word 000 1s assigned to all
coellicients whose transformed amplitude, as shown 1n FIG.
3, 1s between 0 and 12.5. Thus, all coefficients between 0 and
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12.5 are quantized at the same value, typically the middle
value of 6.25. The codeword 001 1s assigned to all coetli-
cients between 12.5 and 235.0, all of which are quantized to
the value of 18.75. Similarly, the codeword 100 1s assigned
to all coeflicients between 50.0 and 62.5, all of which are
quantized to the value of 56.25. Rather than assigning uni-
form length codewords to the coelficients, with uniform
quantization levels, it 1s also known to assign variable length
codewords to encode each coetlicient, and to apply non-
uniform quantization levels to the coded coellicients.

It 1s also useful to determine a masking level. The mask-
ing level relates to human perception of acoustic signals. For
a given acoustic signal, It 1s possible to calculate approxi-
mately the level of signal distortion (for example, quantiza-
tion noise) that will not be heard or perceived, because of the
signal. This 1s useful in various applications. For example,
some signal distortion can be tolerated without the human
listener noticing 1t. The masking level can thus be used 1n
allocating the available bits to different coellicients.

The entire basic process of digitizing an audio signal, and
synthesizing an audio signal from the encoded digital data 1s
shown schematically in FIG. 4a and the basic apparatus 1s
shown schematically in FIG. 4b. An audio signal, such as
music, speech, traific noise, etc., 1s obtamned at 99 by a
known device, such as a microphone. The audio signal x(t) 1s
sampled 102, as described above and as shown in FIG. 2.
The sampled signal x(n) 1s windowed 104 and transformed
106. After transformation (which may be a subband
representation), the bits are allocated 107 among the
coellicients, and the amplitudes of the coelficients are quan-
tized 108, by assigning each to a reconstruction level and
these quantized points are coded 109 by binary codewords.
At this point, the data 1s transmitted 112 either along a com-
munication channel or to a storage device.

The preceding steps, 102, 104, 106, 107, 108, 109, and
112 take place 1n hardware that 1s generally referred to as the
“transmuitter,” as shown at 150 in FIG. 4b. The transmitter
typically includes a signal coder (also referred to as an
encoder) 156 and may include other elements that further
prepare the encoded signal for transmission over a channel
160. However, all of the steps mentioned above generally
take place in the coder, which may itself include multiple
components.

Eventually, the data 1s received by a receiver 164 at the
other end of the data channel 160, or is retrieved from the
memory device. As 1s well known, the receiver includes a
decoder 166 that 1s able to reverse the coding process of the
signal coder 156 with reasonable precision. The receiver
typically also includes other elements, not shown, to reverse
the effect of the additional elements of the transmitter that
prepare the encoded signal for transmission over channel
160. The signal decoder 166 1s equipped with a codeword
table, which correlates the codewords to the reconstruction
levels. The data 1s decoded 114 from binary into the quan-
tized reconstruction amplitude values. An mverse transform
1s applied 116 to each set of quantized amplitude values,
resulting 1n a signal that 1s similar to a frame of x(n), 1.e. 1t 15
in the time domain, and 1t 1s made up of a discrete number of
values, for each 1nverse transformed result. However, the
signal will not be exactly the same as the corresponding
frame of x(n), because of the quantization 1nto reconstruc-
tion levels and the specific representation used. The differ-
ence between the original value and the value of the recon-
struction level can not typically be recovered. A stream of
inverse transformed frames are combined 118, and an audio
signal 1s reproduced 120, using known apparatus, such as a
D/A convertor and an audio speaker.
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OBJECTS OF THE INVENTION

Thus, the several objects of the invention 1nclude, to pro-
vide a method and apparatus for coding and decoding digital
audio-type signals: which permits efficient allocation of bits
such that 1n general, fewer bits are used to specily coelli-
cients ol smaller magnitude then are used to specity larger
coellicients; which provides for a quantization of the ampli-
tude of the coetlicients such that bands including larger coet-
ficients are divided into reconstruction levels differently
from bands including only smaller coeflicients, such that
both smaller and larger coeflicients can be specified more
accurately than 11 the same reconstruction levels were used
for all coellicients; which permits accurate estimation of the
masking level; which permits eflicient allocation of bits
based on the masking level; which robustly localizes errors
to small portions of the digitized data, and, with respect to
that data, limaits the error to a small, known range; and that
minimizes the need to redundantly encode coefficients, all
allowing a highly efficient use of available bits.

BRIEF DESCRIPTION OF THE INVENTION

In a first preferred embodiment, the mvention 1s a method
for encoding a selected aspect of a signal that 1s defined by
signal elements that are discrete 1n at least one dimension,
said method comprising the steps of: dividing the signal nto
at least one band, at least one of said at least one bands
having a plurality of adjacent signal elements; in at least one
band, identifying a signal element having a magnitude with a
preselected size relative to other signal elements 1n said band
and designating said signal element as a “yardstick™ signal
clement for said band; and encoding the location of at least
one vardstick signal element with respect to 1ts position 1n
said respective band.

In a second preferred embodiment, the mvention 1s a
method for decoding a code representing a selected aspect of
a signal that 1s defined by signal elements that are discrete 1n
at least one dimension, which has been encoded by a method
comprising the steps of: dividing the signal into at least one
band, at least one of said at least one bands having a plurality
ol adjacent signal elements; in at least one band, 1dentifying
a signal element having a magnitude with a preselected size
relative to other signal elements 1n said band and designating
said signal element as a “yardstick” signal element for said
band; encoding the location of at least one yardstick signal
clement with respect to 1ts position 1n said respective band;
and using a function of said encoded location of said at least
one vardstick signal element to encode said selected aspect
of said signal; said method of decoding comprising the step
of translating said encoded aspect of said signal based on a
function of the location of said yardstick signal element that
1s appropriately inversely related to said function of the loca-
tion used to encode said selected aspect of said signal.

In a third preferred embodiment, the invention 1s an appa-
ratus for encoding a selected aspect of a signal that 1s defined
by signal elements that are discrete 1n at least one dimension,
said apparatus comprising: means for dividing the signal
into at least one band, at least one of said at least one bands
having a plurality of adjacent signal elements; 1n at least one
band, means for 1identifying a signal element having a mag-
nitude with a preselected size relative to other signal ele-
ments 1n said band and means for designating said signal
clement as a “yardstick” signal element for said band; means
for encoding the location of at least one yardstick signal
clement with respect to 1ts position 1n said respective band;
and means for quantizing the magnitude of said at least one
yardstick signal element for which the location was encoded.
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In a fourth preferred embodiment, the invention 1s an
apparatus for decoding a code representing a selected aspect
ol a signal that 1s defined by signal elements that are discrete
in at least one dimension, which has been encoded by a
method comprising the steps of: dividing the signal into at
least one band, at least one of said at least one bands having a
plurality of adjacent signal elements; 1n at least one band,
identifving a signal element having a magnitude with a pre-
selected size relative to other signal elements 1n said band
and designating said signal element as a “yardstick™ signal
clement for said band; encoding the location of at least one
yardstick signal element with respect to 1ts position in said
respective band; and using a function of said encoded loca-
tion of said at least one yardstick signal element to encode
said selected aspect of said signal; said decoding apparatus
comprising means for translating said encoded aspect of said
signal based on a function of the location of said yardstick
signal element that 1s appropnately imversely related to said
functions of the location used to encode said selected aspect
of said signal.

In a fifth preferred embodiment, the mnvention 1s a method
for encoding a selected signal element of a signal that i1s
defined by signal elements that are discrete 1n at least one
dimension, said method comprising the steps of: dividing the
signal into a plurality of bands, at least one band having a
plurality of adjacent signal elements; 1n each band, 1dentify-
ing a signal element having the greater magnitude of any
signal element 1n said band, and designating said signal ele-
ment as a “vardstick” signal element for said band; quantiz-
ing the magnitude of each yardstick signal element to a first
degree of accuracy; and allocating to said selected signal
clement a signal element bit allocation that 1s a function of
the quantized magnitudes of said yardstick signal elements,
said signal element bit allocation chosen such that quantiza-
tion of said selected signal element using said signal element
bit allocation 1s to a second degree of accuracy, which is less
than said first degree of accuracy.

In a sixth preferred embodiment the invention 1s a method
for encoding a selected signal element of a signal that i1s
defined by signal elements that are discrete 1n at least one
dimension, said method comprising the steps of: dividing the
signal 1to a plurality of bands, at least one band having a
plurality of adjacent signal elements, one of said bands
including said selected signal element; in each band, identi-
tying a signal element having the greatest magnitude of any
signal element 1n said band, and designating said signal ele-
ment as a “vardstick” signal element for said band; quantiz-
ing the magnitude of each yardstick signal element only one
time; allocating to said selected signal element a signal ele-
ment bit allocation that 1s a function of the quantized magni-
tudes of said yardstick signal elements.

In a seventh preferred embodiment, the mvention 1s a
method of decoding a selected signal element that has been
encoded by either of the preferred methods of the invention
mentioned above, said method of decoding comprising the
step of translating a codeword generated by the method of
encoding based on a function of the quantized magnitudes of
said vardstick signal elements that 1s appropnately inversely
related to said function of the quantized magnitudes used to
allocate bits to said selected signal element.

In a eighth preferred embodiment, the invention 1s an
apparatus for encoding a selected signal element of a signal
that 1s defined by signal elements that are discrete 1n at least
one dimension, said apparatus comprising: means for divid-
ing the signal into a plurality of bands, at least one band
having a plurality of adjacent signal elements, one of said
bands including said selected signal element; means for
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identifving, 1n each band, a signal element having the great-
est magnitude of any signal element 1n said band, and desig-
nating said signal element as a “yardstick” signal element
for said band; means for quantizing the magnitude of each
yardstick signal element to a first degree of accuracy; means
for allocating to said selected signal element a signal ele-
ment bit allocation that 1s a function of the quantized magni-
tudes of said yardstick signal elements, said signal element
bit allocation chosen such that quantization of said selected
signal element using said signal element bit allocation 1s to a
second degree of accuracy, which 1s less than said first
degree of accuracy.

In a minth preferred embodiment, the invention 1s an appa-
ratus for decoding a codeword representing a selected signal
clement of a signal that has been encoded by a method of the
invention mentioned above, the apparatus comprising means
for translating said codeword based on a function of the
quantized magnitudes of said yardstick signal elements that
1s appropriately inversely related to said function of the
quantized magnitudes used to allocate bits to said selected
signal element.

BRIEF DESCRIPTION OF THE FIGURES

FIG. 1 shows schematically an audio-type signal.

FIG. 2 shows schematically an audio-type signal that has
been sampled.

FIG. 3 shows schematically the spectrum of an audio-type
signal transformed from the time domain of the frequency
domain.

FIG. 4a shows schematically the digital processing of an
audio-type signal according to known methods.

FIG. 4b shows schematically the hardware elements of a
known digital signal processing system.

FIG. 5 shows schematically the division of the amplitude
of coellicients 1nto reconstruction levels, and the assignment
of codewords thereto, according to methods known 1n the
prior art.

FIG. 6 shows schematically the division of a spectrum of
an audio-type signals into frequency bands according to the
prior art.

FIG. 7 shows schematically the spectrum of FIG. 6, after
application of a scaling operation, further designated yard-
stick coellicients within bands.

FIG. 7a shows schematically how the yardstick coelli-
cients are used to establish a rough estimate of | X(k)|“.

FIG. 8 shows schematically the division of the amplitude
of coefficients 1n different bands into difterent reconstruc-

tion levels, according to the method of the invention.

FIG. 9a shows schematically one choice for assignment of
reconstruction levels to a coetlicient that may have only a
positive value.

FIG. 9b shows schematically another choice for assign-
ment of reconstruction levels to a coellicient that may have
only a positive value.

FIG. 10a shows schematically one choice for assignment
of reconstruction levels to a coelficient that may have either
a positive or a negative value.

FIG. 10b shows schematically another choice for assign-
ment of reconstruction levels to a coellicient that may have
either a positive or a negative value.

FIG. 11 shows schematically how the magnitudes of yard-
stick coetticients can be used to allocate the number of bits
for a band.

FIG. 12, 1n parts 12a, 12b and 12¢ shows schematically
the steps of the method of the invention.
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FIG. 13, i parts 13a and 13b shows schematically the
components ol the apparatus of the invention.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS OF THE INVENTION

A first preferred embodiment of the invention 1s a method
of allocating bits to individual coeflicients, for the encoding
of the magnitude (i.e. the absolute value of the amplitude) of
these coellicients. According to the method of the mvention,
an audio signal x(t) 1s obtained as 1 FIG. 4a at 99, and
sampled at a suitable rate, such as 48 kHz as at 102, resulting
in x(n). The sampled signal 1s windowed and transformed, as
at 104 and 106, according to a known, suitable techmque,
such as TDAC or DCT, using an appropriate window of a
typical size, e.g. 512 or 1024 samples. It will be understood
that other transformation and windowing techniques are
within the scope of the present invention. If no transforma-
tion 1s performed, the invention 1s applied to sampled signal
clements rather than coeflicient signal elements. In fact, the
invention 1s beneficially applied to non-transformed,
sampled audio-type signals. Transformation i1s not
necessary, but merely exploits certain structural characteris-
tics of the signal. Thus, 11 the transformation step 1s skipped,
it 1s more difficult to exploit the ordering. The result 1s a
spectrum of coellicient signal elements 1n the frequency
domain, such as 1s shown in FIG. 3. As used herein, the
phrase “signal elements” shall mean portions of a signal, in
general. They may be sampled portions of an untransformed
signal, or coeflicients of a transformed signal, or an entire

signal itself. The steps of the method are shown schemati-
cally 1n flow chart form 1n FIGS. 12a, 12b and 12c.

An 1mportant aspect of the method of the invention 1s the
method by which the total number of bits N are allocated
among the total number of coetficients, C. According to the
method of the invention, the number of bits allocated 1s cor-
related closely to the amplitude of the coetlicient to be
encoded.

The first step of the method 1s to divide the spectrum of
transform coellicients 1 X(k) into a number B of bands,
such as B equal sixteen or twenty-six. This step 1s indicated
at 600 1n FIG. 12a. It 1s not necessary for each band to
include the same number of coeflicients. In fact, it may be
desirable to include more frequency coellicients 1 some
bands, such as higher frequency bands, than in other, lower
frequency bands. In such a case, 1t 1s beneficial to approxi-
mately follow the critical band result. An example of the
spectrum X(k) (for X(k) having real values) 1s shown sche-
matically in FIG. 6, divided 1nto bands. Other typical spectra
may show a more marked difference in the number of coel-

ficients per band, typically with relatively more coelficients
in the higher rather than the lower bands.

If the number of frequency coellicients in each band 1s not
uniform, then the pattern of the bandwidth of each band
must be known or communicated to the decoding elements
of the apparatus of the mvention. The non-umiform pattern
can be set, and stored 1n memory accessible by the decoder.
I1, however, the bandwidth of the bands 1s varied “on-the-ily,
” based on local characteristics, then the decoder must be
made aware of these variations, typically, by an explicit mes-
sage indicating the pattern

As shown 1 FIG. 6, the spectrum 1s divided into many
bands, b,, b,, . . . by, mdicated by a small, dark square
between bands. It 1s useful, as explained below, if each band
1s made up of a number of coelficients that equals a power of
two. At this point, 1t 1s also possible to 1gnore frequencies
that are not of interest, for instance because they are too high
to be discussed by a human listener.
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It may be useful, although not necessary for the mnvention,
to analyze the spectrum coellicients 1n a domain where the
spectrum magnitudes are compressed through non-linear
mapping such as raising each magnitude to a fractional
power A, such as Y2, or a logarithmic transformation. The
human auditory system appear to perform some form of
amplitude compression. Also, non-linear mapping such as
amplitude compression tends to lead to a more uniform dis-
tribution of the amplitudes, so that a uniform quantizer 1s
more eflicient. Non-linear mapping followed by uniform
quantization 1s an example of the well known non-uniform

quantization.

This step of non-linear mapping 1s indicated at 602 1n
FIG. 12a. The transformed spectrum 1s shown in FIG. 7,
which difters from FIG. 6, 1n the vertical scale.

In each band of the exponentially scaled spectrum, the
coellicient Ch,, Cb,, ... Cb, having the largest magnitude
(1gnoring sign) 1s designated as a “vardstick coellicient.”
This step 1s indicated at 608 1n FI1G. 12a. The yardstick coet-
ficients are indicated i FIG. 7 by a small rectangle enclos-
ing the head of the coellicient markers. (In another preferred
embodiment, discussed below, rather than designating the
coellicient that has the maximum coelficient 1n the band as
the yardstick coellicient, another coelficient can be desig-
nated as the yardstick. Such other coefficient can be the one
having a median or middle amplitude 1n the band, or a high,
but not the largest magnitude in the band, such as the second
or third highest. The embodiment designating the maximum
magnitude coelficient as the yardstick 1s the predominant
example discussed below, and 1s discussed first.)

The method of the invention entails several embodiments.
According to each, the magnitude of the yardstick coetfi-
cients 1s used to allocate bits efficiently among the
coellicients, and also to establish the number and placement
ol reconstruction levels. These various embodiments are dis-
cussed 1n detail below, and are indicated 1in FIGS. 12a and
12b. More specific embodiments include: to further divide
the spectrum X(k) into split-bands at 612; to accurately
quantize the location and the sign of the yardstick coetli-
cients at 614; and to perform various transformations on
these quantized coetlicients at 616, 618 and 620 before
transmitting data to the decoder. However, the basic method
of the invention in 1ts broadest implementation does not
employ split-bands, thus passing from split-band decision
610 to quantization decision step 614. In the basic method,
only the magnitude of the yardstick coetficients 1s used, and
thus the method passes from quantization decision step 614
to magnitude transformation decision step 622. The magni-
tudes need not be transformed at this stage, and thus, the
basic method passes directly to step 624, where the magni-
tude of the yardstick coellicients are quantized accurately
into reconstruction levels.

The magmitude of each of yardstick coellicient 1s quan-
tized very accurately, 1n typical cases, more accurately than
1s the magnitude of non-yardstick coellicients. In some
cases, this accurate rendering 1s manifest as using more bits
to encode a yardstick coetlicient (on average) than to encode
a non-vardstick coellicient (on average). However, as 1is
explained below with respect to a yardstick-only transforma-
tion step performed at step 622, this may not be the case. In
general, the higher accuracy of the yardsticks (on average) 1s
characterized by a smaller divergence between the original
coellicient value and the quantized value, as compared to the
divergence between the same two values for a non-yardstick
coellicient (on average).

After quantization, the yardstick coetficients are encoded
into codewords at 626 (FIG. 12b) and transmitted at 628 to
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the receiver. The coding scheme may be simple, such as
applying the digital representation of the position of the
reconstruction level 1in an ordered set of reconstruction
levels, from lowest amplitude to highest. Alternatively, a
more complicated coding scheme, such as using a codebook,
may be used. As 1n the case with the recerver of the prior art,
the apparatus of the invention includes a receiver having a
decoder equipped to reverse the coding processes 1mple-
mented by the coding apparatus. If a simple coding tech-
nique 1s used, the recerver may simply reverse the technique,
Alternatively, a codebook may be provided, which correlates
the codewords assigned to the yardstick coefficients with the
reconstruction levels. Because the yardstick coetlicients are
quantized very accurately, when the codewords are trans-
lated and the coefficients are reconstructed, they are very
close to the original values. (The nest step 632 shown 1n FIG.
12b 1s only implemented 1f one of the transformation steps
616, 618 or 620 of FIG. 12a were conducted. The embodi-

ments where these steps are conducted are discussed below.)

The accurately quantized magnitude of the yardstick coet-
ficients are used to allocate bits among the remaining coeti-
cients 1n the band. Because, in this first discussed
embodiment, each yardstick coellicient 1s the coelflicient of
greatest magnitude 1n the band of which 1t 1s a member, 1t 1s
known that all of the other coetficients in the band have a
magnitude less than or equal to that of the yardstick coetii-
cient. Further, the magnitude of the yardstick coetlicient 1s
also known very precisely. Thus it 1s known how many coet-
ficients must be coded 1n the band having the largest ampli-
tude range, the next largest, the smallest, etc. Bits can be
allocated efficiently among the bands based on this knowl-
edge.

There are many ways that the bits can be allocated. Two
significant general methods are: to allocate bits to each band,
and then to each coeflicient within the band; or to allocate
bits directly to each coetlicient without previously allocating
bits to each band. According to one embodiment of the first
general method, itially, the number of bits allocated for
cach individual band are determined at 634. More coelli-
cients 1n a band will generally result 1n more bits being
required to encode all of the coellicients of that band.
Similarly, a greater average magnitude |X(k)|* of the coetfi-
cients 1n the band will result in more bits being required to
encode all of the coefficients of that band. Thus, a rough
measure of the “si1ze” of each band, “size” being defined in
terms of the number of coetlicients and the magnitude of the
coelficients, 1s determined, and then the available bits are
allocated among the band in accordance with their relative
s1zes, larger bands getting more bits, smaller bands getting
fewer bats.

For instance, as shown i FIG. 7a, for a very rough
estimate, 1t can be assumed that the magnitude of each coet-
ficient 1s the same as the yardstick for that band. This 1s
indicated 1n FIG. 7a by a heavily cross-hatched box, having
a magnitude equal to the absolute value of the amplitude of
the yardstick coetlicient. As can be understood from a com-
parison of FIG. 7 with FIG. 7a, 1n order to acquire a rough
estimate for the size of each band, 1t 1s assumed that all
coellicients are positive. Knowing the number of coefficients
in each band, it 1s then possible to establish an upper bound
tor the size of the band. In an informal sense, this analysis 1s
similar to determining the energy content of the band, as
compared to the entire energy content of the frame. Once the
relative sizes are determined, well known techniques are
applied to allocate the available bits among the bands
according to the estimated sizes. One technique 1s set forth
in Lim, J. S., Two-Dimensional Signal and Image
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Processing, Prentice Hall, Englewood Cliffs, N.J. (1990), p.
598, mcorporated herein by reference. Experience may also
show that 1t 1s beneficial to allocate bits among the bands by
assuming that the average magnitude X(k)|* of each non-
yardstick coelficient 1s equal to some other fraction of the
magnitude of the yardstick, such as one-half. This 1s shown
in FIG. 7a by the less heavily cross-hatched boxes spanning
the bands of the signal. It should be noted that the heavy
cross-hatched regions extend all the way down to the fre-
quency axis, although the lower portion 1s obscured by the
less heavily cross-hatched regions.

It 1s also possible to adjust the estimate for the size of the
band depending on the number of coellicients (also known
as frequency samples) in the band. For instance, the more
coellicients, the less likely 1t 1s that the average magnitude 1s
equal to the magnitude of the yardstick coellicient. In any
case, a rough estimate of the size of the band facilitates an
appropriate allocation of bits to that band.

Within each band, bits are allocated at 636 among the
coellicients. Typically, bits are allocated evenly, however,
any reasonable rule can be applied. It should be noted that
the magmtudes of the yardstick coeftlicients have already
been quantized, encoded and transmitted and do not need to
be quantized, encoded or transmitted again. Accordingly to
the prior art discussed in the Dolby paper, aspects of the
coellicients used to make a gross analysis of the maximum
magnitude of a coeflicient within a band are encoded at two
different stages; first with respect to the exponent and second
with respect to the mantissa.

As 1s mentioned above, rather than first allocating bits
among the bands, and then allocating bits among the coefli-
cients 1n each band, 1t 1s also possible to use the estimate of
X(k)|* to allocate bits to the coefficients directly without the
intermediate step of allocating bits to the bands. Again, the
rough estimate |X(k)|* is used to provide a rough estimate
for the magnitude of every coetlicient. As 1llustrated 1n FIG.
7a, the rough estimate for the magnitude of each coelficient
may be the magnitude of the yardstick coefficient, or one-
half that magnitude, or some other reasonable method. (As
discussed below, a more complicated, yet more usetul esti-
mation 1s possible 1f information regrading the location of
the yardstick coeflicients 1s also accurately noted and

il

encoded.) From the estimate of the magnitude of each of the

-] -

coellicients, an estimate of the total magnitude or size of the
signal can be made, as above, and the ratio of the size of the
coellicient to the total size 1s used as the basis for allocating
a number of bits to the coetlicient. The general technique 1s

discussed at Lim, J. S., cited above at p. 598.

Due to the accurate quantization of the yardstick
coellicients, the present invention results 1n a more appropri-
ate allocation of bits to coelficients 1n each band than does
the method described 1n the prior art Dolby paper. Consider,
for example, the two bands b, and b, (FIG. 8), having yard-
stick coellicients 742 and 743, respectively, with magnitudes
of nine and fifteen, respectively. According to the prior art
method, each yardstick coelficient 1s quantized grossly, by
encoding only the exponent of the yardstick, and this gross
quantization 1s used to allocate bits to all of the coelficients
in the yardstick’s band. Thus, yardstick coetlicient 742, hav-
ing a value of nine, would be quantized by the exponent “3”,
since it fails between 2° and 2°. Since fifteen is the maxi-
mum number that could have this exponent, the band in
which yardstick coelficient 742 falls 1s allocated bits as 11 the
maximum value for any coelficient were fifteen.

Further according to the prior art method, yardstick coet-
ficient 743, having a value of fifteen, would also be quan-
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tized by exponent “3”, since it too falls between 2° and 2*.
Thus, the band 1n which yardstick coellicient 743 falls 1s also
allocated bits as 11 the maximum value for any coelficient
were fifteen. Thus, although the two bands have significantly
different yardstick coellicients, each coeflicient 1n the band
1s allocated the same number of bits. For illustration
purposes, 1t can be assumed that each coelficient in the two
bands 1s allocated four bits for quantization.

Conversely, according to the method of the invention,
because the vyardstick coellicients are quantized very
accurately, vardstick coelficient 743, having a value of
fifteen, 1s quantized to fifteen, or very close to fifteen 1f very
few bits are available. Further, yardstick coelficient 742,
having a value of nine, 1s quantized as nine, or very close to
nine. Thus, the coefficients 1 band b, will be allocated a
different number of bits than will be coetficients in band b..
For purposes of illustration, 1t can be assumed that the coet-
ficients in band b>, having a yardstick of magnitude fifteen,
are each allocated five bits, while coetlicients 1n band b,,
having a yardstick of only nine, are each allocated only three
bits.

Comparison to the bit allocation of the method of the
invention to the prior art method shows that the allocation
according to the method of the mvention i1s much more
appropriate. For band b., more bits are available (five as
compared to four) so the quantization will be more accurate.
For band b, fewer bits are used (three as compared to four),
however, since the range 1s 1n fact smaller than the prior art
method can determine (nine as compared to fifteen), the allo-
cation of bits 1s more appropriate. Further, because the
invention also uses the accurate yardstick quantization to
establish reconstruction levels, which the method of the
prior art does not, the relative accuracy achieved i1s even
greater, as 1s next explained.

Once each coefficient has been allocated its allotment of
bits at 636, the highly accurate quantization of the yardstick
coellicients can be used to divide up the entire range of the
band approximately and to assign reconstruction levels at
638. FIG. 8 shows the reconstruction level allocation sche-
matically. The yardsticks 743 and 742 of bands b and b, are
shown, along with non-yardstick coetlicients 748 and 746,
the former falling in band b, and the latter falling 1n band b.,
both of which have a magnitude of five. Following through
with the example considered above, allocation of reconstruc-
tion levels according to the present invention and the prior
art method 1s illustrated. Since according to the prior art,
coellicients 1 both bands were assigned the same number of
bits, four, for reconstruction levels, each band will have 2% or
sixteen reconstruction levels. These reconstruction levels are
shown schematically by identical scales 750 at either side of
the FIG. 8. (The reconstruction levels are illustrated with a
short scale line sown at the center of each reconstruction
level).

The reconstruction levels that would be assigned accord-
ing to the method of the invention are quite different from
those of the prior art, and, in fact, differ between the two
bands. In the example, band b, was assigned five bits per
coefficient, so 2> or thirty-two reconstruction levels are
available to quantize coellicients 1n this band, having a yard-
stick of fifteen. These reconstruction levels are shown sche-
matically at scale 780. Band b, was assigned only three bits,
so 27 or eight reconstruction levels are available for quanti-
zation of coelficients 1n this band, having a yardstick of nine.
These reconstruction levels are shown at scale 782.

Comparison of the accuracy of the two methods shows
that the method of the invention provides greater efficiency
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than does the prior art. For the coetlicients in band b, the
thirty-two reconstruction levels provided as a result of the
five bit allocation clearly provide for more accuracy than do
the sixteen levels provided as a result of the four bit alloca-
tion of the prior art. Further, all of the thirty-two reconstruc-
tion levels are useful. For the coetlicients in band b,, the
eight reconstruction levels provided as a result of the present
invention do not provide as many reconstruction levels as the
sixteen provided by the prior art, however, all of the eight
reconstruction levels provided are used, while several of the
reconstruction levels of the prior art (those falling between
nine and fifteen) can not possibly be usetful for this band,
since no coelficient exceeds nine. Thus, although there are
technically more reconstruction levels allocated to this band
as a result to the method of the prior art, many of them can
not be used, and the resulting gain 1n accuracy 1s small. The
bits that are consumed 1n the allocation of the unused recon-
struction levels could be better used 1n the same band by
reassignment of the reconstruction levels to lie 1n the known
accurate range, or 1n another band (such as band b., where
the maximum range 1s relatively large).

The placement of the boundaries between reconstruction
levels and the assignment of reconstruction values to the
reconstruction levels within the range can be varied to meet
specific characteristics of the signal. If umiform reconstruc-
tion levels are assigned, they can be placed as shown 1n FIG.
9a, at scale 902 spanning a range of ten, with the highest
reconstruction level being assigned the yardstick value, and
cach lower level being assigned a lower value, lessened by
an equal amount, depending on the level size. In such a
scheme, no reconstruction level will be set to zero.
Alteratively, as shown as scale 904, the lowest reconstruc-
tion level can be set to zero, with each higher level being
greater by an equal amount. In such a case, no reconstruction
level will be set to the yardstick. Alternatively, and more
typically, as shown at scale 906, neither the yardstick nor the
zero will be quantized exactly, but each will lie one-half of a
reconstruction level away from the closed reconstruction
level.

As 1n the case of uneven allocation of bits to coetlicients
in a band, 1f more than one reconstruction scheme can be
applied by the encoder, then either a signal must be transmiut-
ted to the decoder along with the data pertaining to the quan-
tized coetlicients indicating which reconstruction scheme to
use, or the decoder must be constructed so that in all
situations, it reproduces the required distribution of recon-
struction levels. This information would be transmitted or
generated 1n a manner analogous to the manner in which the
specific information pertaining to the number of coefficients
per band would be transmitted or generated, as discussed
above.

Rather than divide up the amplitude of the band evenly, it
may be beneficial to divide it at 638 as shown 1n FIG. 9b,
specilying reconstruction levels that include and reconstruct
exactly both zero and the yardstick coelficient, and skewing
the distribution of the other reconstruction levels more
toward the yardstick coeflicient end of the range.
Alternatively, the reconstruction levels could be clustered
more closely at the zero end of the range, 1f experience dem-
onstrates that this 1s statistically more likely. Thus, 1n
general, the quantization levels can be non-uniform, tailored
to the characteristics of the particular type of signal.

The foregoing examples have implicitly assumed that the
yardstick coefficient 1s greater than zero and that all of the
other coellicients are greater than or equal to zero. Although
this can happen, many situations will arise where either or
both of these assumptions will not lie. In order to specity the
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sign of the non-yardstick coellicients, several methods are
possible. The most basic 1s to expand the amplitude range of
the band to a range having a magnitude of twice the magni-
tude of the yardstick coelficient, and to assign at 638 recon-
struction levels, as shown in FIG. 10a. For instance, any
coellicient falling in the zone lying between amplitude val-

ues of 2.5 and 5.0, will be quantized at 640 as 3.75 and will
be assigned at 642 the three bit code word “101”°. As will be

understood, the precision of such an arrangement 1s only one
half as fine as that which would be possible 11 1t were only
necessary to quantize positive coellicients. Negative values,
such as those lying between —5.0 and —7.5 will also be quan-
tized as —6.25 and will be assigned the codeword “001”.

Rather than an equal apportionment to positive and nega-
tive values, it 1s possible to assign either the positive or nega-
tive reconstruction levels more finely, as shown 1n FIG. 10b.
In such a case, 1t will be necessary to give more reconstruc-
tion levels to either the positive or the negative portion of the
range. In FIG. 10b, the positive portion has four full recon-
struction levels and part of the reconstruction level centered
around zero, while the negative portion has three tull recon-
struction levels and part of the zero-centered reconstruction
level.

The foregoing examples demonstrate that with very accu-
rate quantization of the yardsticks, very accurate range infor-
mation for a particular band can be established.
Consequently, the reconstruction levels can be assigned to a
particular band more approprately, so that the reconstructed
values are closer to the original values. The method of the
prior art results 1n relatively larger ranges for any given
band, and thus less appropriate assignment of reconstruction

levels.

The estimation of the masking level 1s also improved over
the prior art with application of the method of the mvention.
Estimation of the masking level 1s based upon an estimation
of the magnitude of the coefficients |X(k)|. As has been
mentioned, in general, for each coellicient, the masking level
1s a measure of how much noise, such as quantization noise,
1s tolerable 1n the signal without 1t being noticeable by a
human observer. In most applications, signals of larger
amplitude can withstand more noise without the noise being
noticed. Factors 1n addition to amplitude also figure into the
masking level determination, such as frequency and the
amplitudes of surrounding coelficients. Thus, a better esti-
mation of | X(k)|, for any given coefficient results naturally in
a better estimation of an appropriate masking level. The
masking level 1s used to fine-tune the allocation of bits to a
coellicient. If the coetficient 1s situated such that 1t can toler-
ate a relatively high amount of quantization noise, then the
bit allocation takes this into account, and may reduce the
number of bits that would be allocated to a specific coeti-
cient (or band) as compared to the number that would have
been applied 1f the masking level were not taken into
account.

After the coetlicients are encoded according to the method
of the invention, the stream of codewords are transmitted at
644 to the communication channel, or storage device, as 1n
the prior art shown in FIG. 3 at 112. After transmission, the
coded words are transformed back 1nto an audio signal. As
shown 1n FIG. 12c¢, at 660 the coded yardstick coellicients
are quantized based on the assignment of reconstruction lev-
els to the codewords. The vardstick coefficients have been
quantized very accurately. Thus, upon translation of the
codewords 1nto reconstructed levels, the reconstructed yard-
stick coefficients will very accurately reflect the original
yardstick coellicients.

At 662, a decision 1s made whether or not to perform a
reverse DCT transform (or other appropriate transform) to
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counteract any DCT type transform (discussed below) that
may have been applied at steps 616, 618 or 620 1n the
encoder. It so, the reverse transform 1s applied at 664. If not,
the method of the invention proceeds to 666, where the code-
words for the non-yardstick coelficients of a single frame are
translated into quantization levels. Many different schemes
are possible and are discussed below.

The decoder translates the codewords 1nto quantization
levels by applying an inverse of the steps conducted at the
encoder. From the yardstick coetlicients, the coder has avail-
able the number of bands and the magnitudes of the yard-
sticks. Either from side information or from preset
information, the number of non-yardstick coeflicients 1n
cach band 1s also known. From the foregoing, the recon-
struction levels (number and locations) can be established by
the decoder by applying the same rule as was applied by the
encoder to establish the bit allocations and reconstruction
levels. If there 1s only one such rule, the decoder simply
applied it. If there are more than one, the decoder chooses
the appropriate one, either based on side information or on
intrinsic characteristics of the yardstick coefficients. If the
codewords have been applied to the reconstruction levels
according to a simple ordered scheme, such as the binary
representation of the position of the reconstruction level
from lowest arithmetic value to highest, then that scheme 1s
simply reversed to produce the reconstruction level. If a
more complicated scheme 1s applied, such as application of a

codebook, then that scheme or codebook must be accessible
to the decoder.

The end result 1s a set of quantized coellicients for each of
the frequencies that were present in the spectrum X(k).
These coetlicients will not be exactly the same as the
original, because some information has been lost by the
quantization. However, due to the more efficient allocation
ol bits, better rang division, and enhanced masking
estimation, the quantized coelficients are closer to the origi-
nal than would be requantized coetlicients of the prior art.
(However, reconstituted non-yardstick coefficients typically
do not compare to the original non-yardstick coelfficients as
accurately as the reconstituted yardstick coetlicients com-
pared to the original yardstick coellicients.) After
requantization, the effect of the operation of raising the
frame to the fractional power o, such as 2, 1s undone at 668
by raising the values to the reciprocal power 1/a., 1n this case,
two. Next, at 670 the inverse transform of the TDAC type
transform applied at step 106 i1s applied to transform the
frequency information back to the time domains. The result
1s a segment of data, specified at the sampling rate of, for
instance, 48 kHz. Sequential (typically overlapped) win-
dows are combined at 672 and audio 1s synthesized at 674.

The foregoing discussion has assumed that only the mag-
nitude of the yardstick coetlicients were encoded accurately
at 614, and that neither the location of the yardstick coetli-
cient within the band (1.e. second coellicient from the low
frequency end of the band, fourth coetlicient from the low
frequency end of the band, etc.) nor the sign (or phase) was
encoded. By encoding either the location, or both of these
additional facts, additional improvement in coding can be
achieved. In fact, encoding of the location provides signifi-
cant savings, since if not, 1t would be necessary to encode the
yardstick coellicient twice: once to establish the estimation
of [X(k)|* and a second time for its contribution to the signal
as a coellicient.

If the location of the yardstick coelificient had not been
encoded, 1t would be necessary to encode its magnitude 1n
the stream of all coetlicients, for instance at step 624 shown
in FIG. 12A. However, 11 the yardstick coetlicients are fully
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encoded with magmtude and location and sign, then their
coded values can simply be transmuitted. If the location 1s not
coded, then the apparatus must first transit the magnitudes of
cach vardstick, e.g. at step 628 in FIG. 12b. Subsequently,
bits are allocated to each band, and to each coeflicient within
the band, including the yardstick coellicient at step 636. IT
yardstick location information has not been stored, the sys-
tem 1s isensitive to the special 1dentity of the yardstick and
allocates bits to 1t at 636, quantizes 1t into a reconstruction
level at 640, encode 1t at 642 and transmits 1ts amplitude at
644. Thus, its amplitude 1s transmitted twice: first at 628 and

second at 644.

If, however, the location 1s coded originally at 626, when
the system prepares to allocate bits to the yardstick at 636,
the yardstick coeflicient will be 1dentified as such, due to its
location, and will be skipped, thus saving the bits necessary
for coding its amplitude. Specitying the location of the yard-
sticks typically only improves elliciency 1f fewer bits are
required to specily its location than to specily its amplitude.
In some cases it may be beneficial to code the locations of
certain yardsticks signal elements, but not all, For instance,
if a band includes a greater number of coelficients, 1t may
not be advantageous to encode the location of the yardstick
in that band, however 1t may still be beneficial to encode the
location of a yardstick coefficient in a band having fewer
coellicients. Further, 1n assessing the advantage from speci-
tying the location of the yardstick coelll

icients, the probable
additional computation and perhaps memory burdens
required at both the coding and decoding apparatus must be
considered, 1n light of the available data channel bandwidth.
Typically, i1t 1s more cost effective to accept higher computa-
tional or memory burdens than bandwidth burdens.

If at 614 (FIG. 12a) 1t 1s decided to quantize the location
of the coelficient 1n the band accurately, a few additional bits
will be necessary to specity and encode each yardstick coet-
ficient. Typically, the number of coelficients that will be 1n
cach band 1s decided before the coellicients are coded. This
information 1s typically known to the decoder, although 1t 1s
also possible to vary this information and to include 1t 1n the
side information transmitted by the encoder. Thus, for each
band, the location of the yardstick coelficient can be exactly
specified, and 1t 1s only necessary to reserve enough bits for
the location information as are required by the number of
coellicients 1n the band in question. For this reason, it 1s
beneficial to assign coelficients to each band numbering a
power to two, so that no bits are wasted 1n the specification
of the location of the yardstick coellicient.

As has been mentioned above, a basic method to allocate
bits within the band 1s to allocate an equal number of bits to
cach non-yardstick coetlicient. However, 1n some cases, this
cannot be done, for instance when the number of bits avail-
able 1s not an integer multiple of the number of non-
yardstick coellicients. In this case, 1t 1s frequently beneficial
to grve more bits to the coelficients that are closest (1n loca-
tion within the band) to the yardstick coellicient, because
experience has shown that for audio-type signals, adjacent
coellicients are often closer to each other in magnitude than
are distant coellicients.

There are various other uses to which extra bits can be put.
For instance, more preference can be given to coelficients
lying to the left of the yardstick coell

icient, 1.e. of a lower
frequency than the yardstick coellicient. This 1s 1n consider-
ation of the masking result. Typically, the impact of a spe-
cific frequency component on the masking function occurs
with respect to a higher frequency region than the frequency
in question. Therefore, giving preference to coetlicients of
lower frequency than the yardstick, (thus lying to the left of
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the yardstick on a conventional scale such as shown in FIG.
11) will more accurately encode the coell]

icient that has
impact on the higher frequency components. In some
circumstances, 1t may even be beneficial to favor those lower
frequency coellicients more heavily than with just the single
extra bit available from an odd number of extra bits. For

instance, additional bits could be given to five coellicients on
the lower side of the yardstick, but only to two on the higher
side.

Thus, accurately specifying the location of the yardstick
coellicient within the band allows further more appropriate
allocation of the bits among the various non yardstick coet-
ficients. With more appropriate allocation of bits per non-
yardstick coellicient, the division of the bits into appropriate
reconstruction levels, as discussed above, 1s further

enhanced.

Knowing the location of the yardstick coeflicients also
permits a better rough estimation of |X (k)% which in turn
allows a better estimation of the masking function. If the
locations of the yardstick coellicients are known, then the
estimation of | X(k)|” can be as shown in FIG. 11, rather than
as shown 1n FIG. 7a. Without the location information, all
that can be estimated 1s that the coelilicients 1n the band are
on average each less than some fraction of the magnitude of
the vardstick coelll

icient. However, knowing the locations
enables the typically more accurate estimation shown in
FIG. 11, where each non-yardstick coellicient 1s assigned an
estimated value based on the relationship between adjacent
yardsticks. The assumption underlying such an estimation 1s
that the magnitudes of coellicients does not change very
much from one coefficient to the next, and thus, the non-
yardstick coetlicients will generally lie along the lines con-
necting the adjacent yardstick. Thus, once the more refined
estimate for the [X(k)|* is acquired, the estimates for the
individual coefficients can be used to implement either of the
two modes of allocating bits: the bit allocation for the bands
followed by the bit allocation for the coellicients; or the
direct bit allocation for the coeflicients. Further, this reined
estimate can also be used to establish the masking level more
approprately. Thus, the bit allocation, and consequently also
the range allocatlon 1s enhanced by encoding the location of
the yardsticks.

If the location of each yardstick coelficient has been
specified, then it 1s possible without redundancy to go back
to any vardsticks that have been encoded and enhance the
accuracy of their coding if more bits are available than was
assumed at the time of yardstick encoding. For instance, the
particular band may gave recerved a very large number of
bits due to the very large yardstick, but may not require such
a large number of bits to encode the other signal elements,
due to a very small number of signal elements being 1n the
band. If the locations are known, more bits can be allocated
to specitying the amplitude of the yardstick coelficient after
the first pass of allocation of bits to yardsticks. IT the loca-
tions are not known, 1t can not be done efficiently without
redundancy. One way to further specity the magnitude of the
yardstick would be to use the extra bits to encode the difier-
ence between the magnitude of the vardstick first encoded,
and the original vardstick amplitude. Because the decoding
apparatus will be employing the same routines to determine
how bits have been allocated as were used by the encoder,
the decoder will automatically recognize the enhanced yard-
stick amplitude information properly.

Additional coding efficiency and accuracy can be
achieved by accurately specilying and encoding the sign of
the yardstick coefficient (which corresponds to the phase of
the signal components at that frequency). Only one addi-
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tional bit per yardstick coellicient 1s necessary to encode its
sign 1f X (k) 1s real-valued.

Knowing the sign of the yardstick coelficient enhances the
ability of the method to efficiently determine reconstruction
levels within a given band. For instance, experience indi-
cates that a band may often include more non-yardstick
coellicients having the same sign as the yardstick coellicient.
Therefore, 1t may be beneficial to provide one or two more
reconstruction levels having that sign.

Knowing the sign of the yardstick does not generally
enhance estimation of the masking effect. The usefulness of
the sign information varies depending upon which transform
has been used.

Another preferred embodiment of the method of the
invention 1s particularly useful if the number of bands 1is
relatively small. This embodiment entails a further division
of each band 1n the spectrum X(k) mto two split-bands at
step 612 of FIG. 12a. One split-band includes the yardstick
coellicient and the other does not. The split-bands should,
preferably, divide the band roughly 1n half. The coeflicient of
greatest magnitude 1n the split-band that does not contain the
yardstick coellicient 1s also selected at 650 and quantized at
624. The division of two of the bands, bands b, and b, 1nto
split-bands 1s shown schematically in FIG. 7, by a dashed
vertical line through the centers of these two bands. If this
embodiment 1s 1implemented, the yardstick and additional
coded coeflicient are referred to herein as the major and
minor vardstick coellicients respectively. This step 650 takes
place between the selection of the major yardstick coetti-
cients at 608 and the encoding of the magnitude of any vard-
stick coelficients at 626.

The magnitudes of the minor yardstick coellicients are
also quantized accurately at 624. Because they are minor
yardsticks, 1t 1s known that they are of no greater magnitude
than the major yardstick coetlicients. This face can be used
to save bits 1n their encoding.

e

There are various ways to divide the entire frame 1nto, for
instance, sixteen bands. One 1s to divide the segment from
the beginning into sixteen bands. The other 1s to divide the
entire segment 1nto two, and then divide each part into two,
and so on, with information derived from the first division
being more important than information derived from the sec-
ond division. Using split bands thus provides a hierarchy of
important information. The first division 1s more important
than the second division, which 1s more important than the
next division, etc. Thus 1t may be beneficial to preserve bits
for the more important divisions.

As has been mentioned above, 1t may be beneficial to
apply a second transformation to the yardsticks before
quantizing, coding and transmitting at step 624, 626 and 628
respectively. This second transformation could be applied to
both major and minor yardsticks, or to either major or minor
yardsticks alone. This 1s because, depending on the nature of
the signal, there may be some pattern or organization among,
the yardstick coefficients. As 1s well known, transformations
take advantage of a pattern 1n data to reduce the amount of
data information that 1s necessary to accurately define the
data. For instance, 1f each vardstick coellicient were simply
twice the magnitude of the preceding coellicient, it would
not be necessary to quantize, code and transmit the magni-
tudes of all of the coelficients. It would only be necessary to
code the magnitude of the first, and to apply a doubling
function to the recerved coellicient for the required number
of steps.

Thus, at step 622, 652 or 654 (depending on which of
magnitude, location and sign are being quantized
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accurately), i1t 1s decided whether or not to apply a second
transformation to the yardstick coellicients according to a
known method, such as the DCT. If the nature of the data 1s
such that 1t 1s likely to provide a more compact mode of
coding, then at steps 618, 616 or 620, another transformation
1s applied. FIG. 12a indicates that the transformation 1s a
DCT transformation, however, any transformation that
achieves the goal of reducing the amount of data that must be
transmitted can be used. Other appropriate types of transior-
mations include the Discrete Fourier Transform.

It 1s because of this potential yardstick-only transforma-
tion that 1t 1s not appropriate 1n all cases to conclude that
according to the method of the ivention, the higher accu-
racy to which the yardstick coeflicients are encoded 1s the
result of devoting more bits to each yardstick coetlicient (on
average) than to each non-yardstick coelficient (on average).
This 1s because the application of the yardstick-only trans-
formation may result 1n a significant reduction in the number
of bits necessary to encode all of the yardstick coellicients
and thus of any single yardstick coeflicient (on average). Of
course, this savings 1n bits 1s achieved due to an increase 1n
computational requirements, both 1n encoding and decoding.
In some applications, the bit savings will justify the compu-
tational burden. In others, 1t may not. Both will be apparent
to those of ordinary skill in the art.

If the vardsticks are twice transformed, they must be
inverse transformed back into the frequency domain of X(k)
at 632 1n order to simplily the calculations required for bat
allocation at 634, 636 and design of reconstruction levels at
638, as discussed above. Alternatively, rather than 1nverse
transiformation, the yardsticks can be stored in a memory in
the encoder, and retrieved prior to step 634.

During the decoding steps of the method of the 1nvention,
the exact manner of translation at step 666 from transmitted
non-yardstick codewords to quantization levels will depend
on whether split bands have been used, whether location or
location and sign of the yardstick coetficients have also been
encoded accurately, and how that information was packaged.
If side information 1s used to transmit control data, then that
side information must be decoded and applied. If all of the
information necessary i1s contained 1in memory accessible by
the decoder, then the codewords need only be translated
according to established algorithms.

For istance, an established algorithm may set the number
of coelficients per band in the first half of the frame at six-
teen and the number of coeltlicients per band in the second
half at thirty-two. Further a rule might be established to
allocate bits within a band evenly among coellicients, with
any extra bits being given, one to each of the first coellicients
in the band. If the sign of the yardstick coelflicient 1s
quantized, then each coellicient may be divided into recon-
struction levels with one additional reconstruction level hav-
ing a sign that 1s the same as the yardstick coeflicient.

In light of the foregoing detailed discussion of the method
of the invention, the apparatus of the invention will be under-
stood from FIG. 13a, showing the transmitter portion of the
apparatus, and FIG. 13b, showing the recerver portion. The
apparatus of the ivention can be implemented 1n dedicated
processors or a properly programmed general purpose digi-
tal computer.

TDAC type transformer 802 transforms an audio-type
signal, such as x(t) into a spectrum such as X(k). (A DCT
transiormer 1s also appropriate and within the contemplation
of the invention.) The | |** operator scales the spectrum to a
domain more pertinent to human perception, or when non-
uniform quantization 1s desired. Spectral band divider 806
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divides the scaled spectrum up into separate bands. Yardstick
coellicient identifier 808 identifies the coetflicient in each
band having the largest magnitude. Quantizer 810, and 812
quantize the magnitude of the yardstick coeflicients (and
perhaps the sign) and, 1f desired, the location within the band
respectively. DCT transtformer 816 applies a DCT or similar
transform to the quantized vyardstick information, 1 1t 1s
determined that enough structure exists among the yardstick
coellicients to justily the additional computation. Coder 818
encodes the quantized yardstick information, whether or not
the DCT transformer operates upon the information, produc-
ing a series of codewords, which are transmitted by transmiut-

ter 820 onto a data channel.

In a preferred embodiment, band-wise bit allocator 822
takes the information from the yardstick magnitude quantiz-
ers 810 and uses that information to establish a rough esti-
mate of | X(k)|* as shown in FIG. 7a, and uses this estimate to
allocate the limited number of available bits among the
bands 1n the spectrum established by spectral band divider
806. Coellicient-wise bit allocator 824 uses the imnformation
from the yardstick position and sign quantizers 812 and 814
along with the allocation of bits within the band to allocate
the band’s bits among the coelficients 1n that band. Non-
yardstick quantizer 826 uses the same information to estab-
lish appropriate reconstruction levels for each coellicient 1n
the band and to quantize each coetlicient. The quantized
coellicients are passed to coder 818, which assigns a code-
word to each non-yardstick coellicient and passes the code-
words on to transmitter 820 for transmission.

In another preferred embodiment of the apparatus, the
band-wise bit allocator can also take information from the
yardstick position quantizer 812 in establishing the rough
estimate of | X(k)|®. The band-wise bit allocator would estab-
lish a rough estimate as shown in FIG. 11 1if the location

information 1s used, and from this estimate, would allocate
bits to the bands.

In another embodiment of the apparatus of the invention,
the bandwise bit allocator 822 also takes sign information
from magnitude quantizer 810 and location information
from location quantizer 812 to allocate bits to the band, as
discussed above with respect to the method of the ivention.

The recerver or decoder portion of the mvention 1s shown
schematically in FIG. 13b. Receiver 920 receives the code-
words from the communication channel. Yardstick decoder
918 decodes the yardstick data, resulting 1n quantized data
that represents the yardsticks. Reverse DCT transformer 916
undoes the effect of any DCT type transformation that was
applied at 816, resulting 1n a set of scaled yardstick coefli-
cients that are very close 1n magnitude to the original scaled
yardstick coellicients before quantization in magnitude
quantizer 810. Non-yardstick decoder 926 recerves the code-
words representing the non-yardstick coetlicients and trans-
lates those coelficients i1nto reconstructed non-yardstick
coellicients. As has been mentioned above in connection
with the method, the operation of decoder 926 will depend
on the means by which the non-yardstick information was
coded. Operator 904 raises the quantized coellicients in the
reconstructed spectrum to the power of 1/a, to undo the
cifect of operator 804. Reverse transformer 902 applies an
inverse transform to the spectrum to undo the effect of the
TDAC transformer 802, and to transform the signal from the
frequency domain back to a time domain, resulting 1n a win-
dowed time domain segment. Combiner 928 combines the
separate sampled windows, and synthesizer 930 synthesizes
an audio-type signal.

Another preferred embodiment of the encoder omits the
band-wise bit allocator and includes only a coelficient-wise
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bit allocator, which takes the estimate of |X(k)|” and uses
that to directly allocate bits to the coellicients, as described
above with respect to the method of the invention.

The foregoing discussion of method and apparatus has
assumed that the yardstick coelficients are the coellicients
having the maximum absolute value of amplitude 1n the
band. It 1s also beneficial to use a coellicient other than the
maximum magnitude as the reference yardstick against
which the others are measured. For instance, although 1t 1s
believed that optimal results will be achieved using the
maximum amplitude coelficient, beneficial results could be
obtained by using a coelficient having an amplitude near to
the greatest, such as the second or third greatest. Such a
method 1s also within the contemplation of the invention and
1s intended to be covered by the attached claims.

The reference yardstick may also be the coelficient having
a magnitude that 1s closest among all of the magnitudes of
other coelficients 1n the band to the middle or median coetli-
cient 1n the band. A middle value yardstick 1s beneficial 1n
cases where the statistical characteristics of the signal are
such that the middle, or median value contains more infor-
mation about the total energy in the signal than does the
maximum value 1n a band. This would be the case 1f the
typical signal 1s characterized by excursions within a steady
range above and below a middle value. It would also be
necessary to characterize or estimate a range for the magni-
tude of the excursions. For example, 11 the middle value of a
band had a value of positive five, and it were known from the
statistics of the type of signal that such signal values typi-
cally diverge from the median by only four units, the range
would be set from positive one to positive mine, and recon-
struction level would be established within the range. As
betore, the reconstruction levels can be evenly divided, or
can be concentrated more around the middle value, or
skewed toward either end of the range, depending upon sta-
tistical information about the particular class of signal.

Similarly, the yardstick coellicient may be the coelficient
having a magnitude that 1s closest to the average of all of the
magnitudes of the other coeflicients in the band. Such an
average value 1s useful 1f the average value represents a bet-
ter estimate of the energy 1n the band than any other value,
for instance the maximum or the median values.

The invention has been discussed above with respect to a
signal that has been divided into a plurality of bands, and this
1s expected to be the application for which the invention
provides the greatest benefits. However, the invention 1s also
usetul in connection with coding the amplitudes of a plural-
ity of coellicients 1n only a single band. Application of the
invention to a signal or signal component on only a single
band follows the same principles as the application to multi-
band signals discussed above. The yardstick 1s selected, and
quantized accurately, preferably although not necessarily
encoding the location and the sign of the yardstick. The
accurate quantization of the yardstick 1s used 1n conjunction
with the number of available bits to establish reconstruction
levels and to allocate bits among the non vardstick coetli-
cients. All of the considerations discussed above apply to the
signal band embodiment, except that the number of bits
available for the band will be determined, and will not
depend on the specifics of other bands, 1f any.

The present invention has many benefits. The bits related
to bit allocation, such as the magnitude of the yardstick coet-
ficient as well as their locations and signs, will be well pro-
tected. Thus, any error that occurs will be localized to one
particular band and will not be any larger than the magnitude
of the yardstick coetlicient in each band. The yardstick coet-
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ficients will always be accurately represented. The yardstick
amplitude information 1s not discarded as 1n some prior art
methods, but 1s used very elliciently for its own direct use
and for bit allocation. Relative to the method discussed 1n the
Dolby paper, the invention uses the available bits more eifi-
ciently. In the Dolby method, the exponents of the peak
spectral values for each band are encoded. Thus, a gross
estimate of the amplitude of a band 1s first made.
Subsequently, all of the coellicients, including the peak coel-
ficient are encoded and transmitted using a finer estimate of
theirr magnitude. Thus, the accuracy of the peak amplitudes
1s the same as that of other coefficients in the same band.
Further, the accuracy of the vyardstick coeflicients in the
present mvention ensures that accurate ranges are used for
determining reconstruction levels, which allows more efli-
cient use of available bits.

In addition to the foregoing specific implementations of
the method and apparatus of the invention, additional varia-
tions are within the intended scope of the claims. It 1s pos-
sible to 1ncorporate techniques that take into account the
perceptual properties of human observers, 1n addition to, the
estimation of the masking level.

Further, more than one frame at a time may be considered.
For instance, 1n the special case of silence, bits can be taken
away from the frame in which the silence occurs, and given
to another. In less extreme cases, 1t may still be appropnate
to devote fewer bits to one frame than another. The establish-
ment of bands can be done “on-the-fly”, by including in a
band sequential coelficients that are close to each other, and
then beginning a new band upon a coetlicient of significantly
different magnitude.

The method and apparatus of the mvention can also be
applied to any data that 1s encoded, for instance to two-
dimensional signals. The data need not have been trans-
formed. The invention can be applied to time domain
samples x(n), except that 1n the case of audio, the results will
not be as good as they would be 11 the data were transformed.
Transtformation 1s typically applied to data to exploit pat-
terns within the data. However, transformation need not be
applied and, in some cases, where the data tends toward
randomness, 1t 1s not typically beneficial. In the case of time
domain samples the coetlicients will, 1n fact be sampled sig-
nal elements having sampled amplitudes of the actual
sampled signal, rather than some transformation thereof into
another domain. The method of the mvention 1s applied 1n
the same fashion, excluding the transformation and inverse
transformation steps. Similarly, the apparatus of the mven-
tion would 1n that case not require the forward and 1nverse
transiform operators. (It might, however, still be beneficial to
perform the yardstick-only transformation.)

Further, interaction between frames can also be imple-
mented.

The foregoing discussion should be understood as illustra-
tive and should not be considered to be limiting 1n any sense.
While this invention has been particularly shown and
described with references to preferred embodiments thereof,
it will be understood by those skilled 1n the art that various
changes 1n form and details may be made therein without
departing from the spirit and scope of the invention as
defined by the claims.

Having described the invention, what 1s claimed 1s:

1. A method for encoding a selected aspect of a signal that
1s defined by signal elements that are discrete 1n at least one
dimension, said method comprising the steps of:

a. dividing the signal 1nto at least one band, at least one of
said at least one band(s) having a plurality of adjacent
signal elements;
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b. 1n at least one band, 1dentifying a signal element having
a magnitude with a preselected size relative to other
signal elements 1n said at least one band(s) and desig-
nating said signal element as a “yardstick” signal ele-
ment for said at least one band(s); and

c. encoding the location of at least one yardstick signal
clement(s) with respect to its position along said at least
one dimension in which said signal elements are dis-
crete within 1ts respective band.

2. The method of claim 1, further comprising the step of

quantizing the magnitude of said at least one yardstick signal
clement(s) for which the location was encoded.

3. The method of claim 2, at least one of said yardstick
signal elements having a magnitude that 1s greater than the
magnitude of any other signal element 1n 1ts respective band.

4. The method of claim 2, at least one of said yardstick
signal elements having a magnitude that 1s greater than the
magnitude of all but one other signal elements 1n 1ts respec-
tive band.

5. The method of claim 2, at least one of said yardstick
signal elements having a magnitude that 1s greater than the
magnitude of all but a preselected number of other signal
clements 1n 1ts respective band.

6. A method for decoding a code representing a selected
aspect ol a signal that 1s defined by signal elements that are
discrete 1n at least one dimension, which code has been
encoded by a method comprising the steps of:

a. dividing the signal 1nto at least one band, at least one of
said at least one band(s) having a plurality of adjacent
signal elements;

b. 1n at least one band, 1dentifying a signal element having
a magnitude with a preselected size relative to other
signal elements 1n said at least one band(s) and desig-
nating said signal element as a “yardstick” signal ele-
ment for said at least one band(s);

c. encoding the location of at least one yardstick signal
clement(s) with respect to its position along said at least
one dimension in which said signal elements are dis-
crete within 1ts respective band;

d. quantizing the magnitude(s) of said at least one yard-
stick signal element(s) for which the location was
encoded; and

¢. using a function of said encoded location(s) and
magnitude(s) of said at least one yardstick signal
clement(s) to encode said selected aspect of said signal;
said method of decoding comprising the step of translating
said code based on a function that 1s appropriately inversely
related to said function of the location(s) and magnitude(s)
used to encode said code.
7. An apparatus for encoding a selected aspect of a signal
that 1s defined by signal elements that are discrete 1n at least
one dimension, said apparatus comprising:

a. means for dividing the signal into at least one band, at
least one of said at least one band(s) having a plurality
of adjacent signal elements;

b. 1n at least one band, means for i1dentifying a signal
clement having a magnitude with a preselected size
relative to other signal elements 1n said at least one
band(s) and means for designating said signal element
as a “vardstick™ signal element for said band;

¢. means for encoding the location of at least one yard-
stick signal element(s) with respect to its position along
said at least one dimension 1 which said signal ele-
ments are discrete within 1ts respective band; and

d. means for quantizing the magnitude of said at least one
yardstick signal element(s) for which the location was
encoded.
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8. An apparatus for decoding a code representing a
selected aspect of a signal that 1s defined by signal elements
that are discrete 1n at least one dimension, which code has
been encoded by an apparatus comprising;:

a. means for dividing the signal into at least one band, at
least one of said at least one band(s) having a plurality
ol adjacent signal elements;

b. means for, in at least one band, 1dentifying a signal
clement having a magnitude with a preselected size
relative to other signal elements 1n said at least one
band(s) and designating said signal element as a “yard-
stick” signal element for said at least one band(s);

¢. means for encoding the location of at least one yard-

stick signal element(s) with respect to its position along
said at least one dimension in which said signal ele-

ments are discrete within 1ts respective band;

d. means for quantizing the magnitude of said at least one

yardstick signal element(s) for which the location was
encoded; and

¢. means for using a function of said encoded location and
magnitude of said at least one yardstick signal
clement(s) to encode said selected aspect of said signal;

said decoding apparatus comprising:

1. a yardstick location decoder; and

11. a code transistor that applies a translating rule that 1s
appropriately inversely related to said function of the
location and magnitude used to encode said selected
aspect of said signal.

9. A method of encoding a signal defined by signal ele-
ments that are discrete in at least one dimension, the method
COmprising:

dividing at least some of the signal elements into a plu-

rally of bands, at least one band having a plurality of

adjacent signal elements;

26

19. The method of claim 18 wherein using the quantized
results of the transformation comprises allocating bits to
signal elements.

20. The method of claim 9 further comprising using the

5 selected signal elements to encode signal elements.

21. A method of encoding a signal defined by signal ele-
ments that are discrete in at least one dimension, the method
COmMprising:

dividing at least some of the signal elements into a plural-

ity of bands, at least one band having a plurality of

. adjacent signal elements;
selecting a signal element from each of more than one of
the bands, at least one of the selected signal elements
being from one of the bands having a plurality of adja-
5 cent signal elements;

processing the selected signal elements; and

performing a transformation on the processed selected
signal elements.
22. The method of claim 21 wherein the processing com-
20 prises quantizing.

23. The method of claim 22 wherein the quantizing com-
prises quantizing the magnitudes of the selected signal ele-
ments.

24. The method of claim 23 wherein the quantizing the
magnitudes of the selected signal elements comprises quan-
tizing the magnitudes using exponents associated with the
magnitudes.

25. The method of claim 21 wherein the processing com-
prises a non-linear mapping.

26. The method of claim 21 wherein selecting the signal
element comprises identifving the signal elements having the
largest magnitude within a band.

27. The method of claim 21 wherein selecting the signal
element comprises identifving the signal element having a

25

30

selecting a signal element from each of more than one of 35 preselected size of magnitude relative to other signal ele-

the bans, at least one of the selected signal elements
being from one of the bands having a plurality of adja-
cent signal elements; and

performing a transformation on the selected signal ele-
Inents.

10. The method of claim 9 wherein selecting the signal
element comprises identifving the signal element having a
preselected size related to the other signal elements within a
band.

11. The method of claim 9 wherein performing a transfor-
mation comprises performing a transformation on the mag-
nitudes of the selected signal elements.

12. The method of claim 9 wherein the signal elements
comprise samples of a signal.

13. The method of claim 9 wherein the signal elements
comprise transform coefficients.

14. The method of claim 13 wherein the transform coeffi-
cients comprise transform coefficients devived from a frame
obtained by applving a window to samples of a signal.

15. The method of claim 13 wherein the transform coeffi-
cients correspond to at least one of the following: discrete
cosine transform coefficients and time-domain aliasing can-
cellation coefficients.

16. The method of claim 9 wherein performing the trans-
Jormation comprises using a transformation that veduces the
average number of bits needed to encode the selected signal
elements.

17. The method of claim 9 further comprising quantizing
results of the transformation.

18. The method of claim 17 further comprising using the
quantized vesults of the transformation to encode signal ele-
ments.

ments within a band.

28. The method of claim 21 wherein performing the trans-
Jormation comprises performing at least one of the follow-
ing: a discrete cosine transformation and a discrete Fourier
transformation.

29. The method of claim 21 wherein the signal elements
comprise transform coefficients.

30. The method of claim 29 wherein the transform coeffi-
cients comprise transform coefficients derived from a frame
obtained by applyving a window to samples of a signal.

31. The method of claim 29 wherein the transform coeffi-
cients correspond to at least one of the following: discrete
cosine transform coefficients and time-domain aliasing can-
cellation coefficients.

32. The method of claim 21 wherein performing the trans-
Jormation comprises using a transformation that veduces the
average number of bits needed to encode the processed
selected signal elements.

33. The method of claim 21 further comprising using the
55 processed selected signal elements to encode signal ele-

ments.

34. The method of claim 33 wherein using the processed
selected signal elements to encode signal elements com-
prises using the processed selected signal elements to

60 encode signal elements in the respective bands of the
selected signal elements.

35. The method of claim 33 wherein using the processed
selected signal elements to encode signal elements com-
prises allocating bits to the signal elements.

36. The method of claim 31 wherein using the processed
selected signal elements to encode signal elements com-
prises determining reconstruction levels for signal elements.
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37. A method of encoding a signal defined by signal ele-
ments that arve discrete in at least one dimension, the signal
elements comprising transform coefficients obtained using
samples of the signal, the method comprising:

dividing at least some of the signal elements into a plural- 5
ity of bands, at least one band having a plurality of
adjacent signal elements;

selecting a signal element from each of more than one of
the bans, the selected signal element having a prese-
lected size of magnitude velative to the other signal
elements within one of the bands, at least one of the
selected signal elements being from one of the bands
having a plurality of adjacent signal elements;

10

processing the selected signal elements, the processing
including quantizing the magnitudes of the selected sig-
nal elements; and

15

transforming the processed selected signal elements using
a transformation that reduces the average number of
bits needed to encode the processed selected signal ele-
ments.
38. The method of claim 37 further comprising encoding
the transformed processed selected signal elements.
39. A method of decoding, comprising:

20

receiving an encoded signal, the signal being defined by

signal elements that arve discrete in at least one

dimension, the encoded signal of the type encoded by:

dividing at least some of the signal elements into a
plurality of bands, at least one band having a plural-
ity of adjacent signal elements;

selecting a signal element from each of more than one
of the bands, at least one of the selected signal ele-
ments being from one of the bands having a plurality
of adjacent signal elements; and

performing a transformation on the selected signal ele-
ments; and

decoding at least some of the received encoded signal,
the decoding comprising performing an inverse
transformation.

40. The method of claim 39 wherein performing an inverse
transformation comprises performing an inverse transfor-
mation on the transformed selected signal elements.

41. The method of claim 39 wherein performing the
inverse transformation comprises performing at least one of
the following: an inverse discrete Fourier transformation
and an inverse discrete cosine transformation.

42. The method of claim 39 wherein decoding comprises
using rvesults of the inverse transformation to decode signal
elements.

43. The method of claim 39 wherein the signal elements
comprise transform coefficients.

44. The method of claim 43 wherein the transform coeffi-
cients comprise transform coefficients devived from a frame
obtained by applyving a window to samples of a signal.

45. A method of decoding, comprising:
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receiving an encoded signal, the signal being defined by 55

signal elements that arve discrete in at least one

dimension, the encoded signal of the type encoded by:

dividing at least some of the signal elements into a
plurality of bands, at least one band having a plural-
ity of adjacent signal elements;

selecting a signal element from each of more than one
of the bands, at least one of the selected signal ele-
ments being from one of the bands having a plurality
of adjacent signal elements;

processing the selected signal elements; and

performing a transformation on the processed selected

signal elements; and
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decoding at least one of the received signal, the decod-
ing comprising performing an inverse transforma-
tion.

46. The method of claim 45 wherein the performing an
inverse transformation comprises performing an inverse
transformation on the transformed processed selected signal
elements.

47. The method of claim 45 wherein the processing com-

prises quantizing the magnitudes of the selected signal ele-
ments.

48. The method of claim 47 wherein the quantizing the
magnitudes of the selected signal elements comprises quan-
tizing the magnitudes using exponents associated with the
magnitudes.

49. The method of claim 45 wherein the processing com-
prises a non-linear mapping.

50. The method of claim 45 wherein decoding comprises
using rvesults of the inverse transformation to decode signal
elements.

51. The method of claim 50 wherein using rvesults of the
inverse transformation comprises using the vesults to decode
the signal elements from the respective bands of the selected

signal elements.
52. The method of claim 50 wherein using the results of

the inverse transformation comprises determining recon-
struction levels for signal elements.

53. The method of claim 45 wherein the signal elements
comprise transform coefficients.

54. The method of claim 53 wherein the transform coeffi-
cients comprise transform coefficients devived from a frame
obtained by applyving a window to samples of a signal.

55. The method of claim 53 wherein decoding further
comprises performing an inverse transformation on the
decoded signal elements.

56. A method of encoding a signal defined by transform
coefficients that are discrete in at least one dimension, the
method comprising:

determining a division of at least some of the transform
coefficients into a plurality of bands, at least one of the
bands having a plurality of adjacent transform coeffi-
cients; and

providing information describing the determined division.

57. The method of claim 56 wherein providing informa-
tion describing the determined division comprises encoding
information describing the determined division.

58. The method of claim 57 further comprising encoding
at least some of the transform coefficients using the deter-
mined division.

59. The method of claim 57 wherein the determining com-
prises dividing based on at least one signal characteristic.

60. The method of claim 59 wherein the at least one signal
characteristic comprises a magnitude of at least one trans-

Jorm coefficient.

61. The method of claim 59 wherein the at least one signal
characteristic comprises a difference between transform
coefficients.

62. The method of claim 61 wherein the difference com-
prises a difference in transform coefficient magnitudes.

63. The method of claim 57 wherein the determining com-
prises beginning a new band when adjacent transform coef-

60 ficients significantly differ in magnitude.

64. The method of claim 57 whevrein the determining com-
prises dividing the transform coefficients such that at least
one band has a number of transform coefficients that is a
power of two.

65. The method of claim 57 wherein the determining com-
prises dividing the transform coefficients such that at least
two bands include a different number of signal elements.
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66. The method of claim 57 wherein the encoding infor-
mation describing the dividing comprises encoding the num-
ber of transform coefficients included in at least one band.

67. The method of claim 57 wherein the transform coeffi-

cients comprise transform coefficients devived from a frame
obtained by applving a window to samples of a signal.

68. The method of claim 57 wherein the transform coeffi-

cients comprise at least one of the following: discrete cosine
transform coefficients and time-domain aliasing cancella-
tion coefficients.

69. The method of claim 57 wherein the determining dif-
fers for different signals.
70. The method of claim 57 wherein the determining dif-

fers for different frames.
71. A method of decoding, comprising:

receiving an encoded signal, the signal being defined by
transform coefficients that ave discrete in at least one
dimension, the encoded signal of the type encoded by:
determining a division of at least some of the transform

coefficients into a plurality of bands, at least one of

the bands having a plurality of adjacent transform
coefficients; and

encoding information describing the determined divi-
sion; and

decoding at least part of an encoded signal, the decoding

comprising using the received encoded information
describing the determined division.

72. The method of claim 71 wherein the information
describing the division comprises information based on at
least one characteristic of an encoded signal.

73. The method of claim 72 wherein the at least one signal
characteristic comprises a magnitude of at least one trans-
form coefficient.

74. The method of claim 72 wherein the at least one signal
characteristic comprises a difference between transform
coefficients.

75. The method of claim 71 wherein the division com-
prises a division of the transform coefficients such that at
least two bands include a different number of transform coef-
ficients.

76. The method of claim 71 whevrein the information com-
prises the number of transform coefficients included in at
least one band.

77. The method of claim 71 wherein the transform coeffi-
cients comprise transform coefficients derived from a frame
obtained by applving a window to samples of a signal.

78. The method of claim 71 wherein the transform coeffi-
cients comprise at least one of the following: discrete cosine
transform coefficients and time-domain aliasing cancella-
tion coefficients.

79. The method of claim 71 wherein the information dif-
fers for different signals.

80. The method of claim 71 wherein the information dif-

fers for different frames.
81. A method of encoding a signal defined by signal ele-

ments that are discrete in at least one dimension, the method

COmprising:
dividing at least some of the signal elements into a plural-

ity of bands, at least one band having a plurality of

adjacent signal elements;

selecting a signal element from each of more than one of

the bands, at least one of the selected signal elements
being from one of the bands having a plurality of signal
elements;

processing the selected signal elements;

performing a transformation on the processed selected

signal elements;
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encoding the transformed processed selected signal ele-

ments; and

encoding information describing the dividing.

82. The method of claim 81 whevrein selecting the signal
element comprises identifving the signal element having a
preselected size of magnitude relative to the other signal
elements within a band.

83. The method of claim 81 wherein processing the
selected signal elements comprises guantizing.

84. The method of claim 83 wherein quantizing comprises
quantizing magnitudes of the selected signal elements.

85. The method of claim 84 wherein the quantizing the
magnitudes of the selected signal elements comprises quan-
tizing the magnitudes using exponents associated with the
magnitudes.

86. The method of claim 81 wherein the signal elements
comprise transform coefficients.

87. The method of claim 56 wherein the transform coeffi-
cients comprise transform coefficients devived from a frame
obtained by applyving a window to samples of a signal.

88. The method of claim 86 wherein the transform coeffi-
cients correspond to at least one of the following: discrete
cosine transform coefficients and time-domain aliasing can-
cellation coefficients.

89. The method of claim 81 further comprising using the
processed selected signal elements to encode signal ele-
mentis.

90. The method of claim 81 wherein the encoding infor-
mation describing the dividing comprises encoding the num-
ber of signal elements included in at least one band.

91. A method of decoding, comprising:

receiving an encoded signal, the signal being defined by

signal elements that arve discrete in at least one

dimension, the encoded signal of the type encoded by:

dividing at least some of the signal elements into a
plurality of bands, at least one band having a plural-
ity of adjacent signal elements;

selecting a signal element from each of more than one
of the bands, at least one of the selected signal ele-
ments being from one of the bands having a plurality
of signal elements;

processing the selected signal elements;

performing a transformation on the processed selected
signal elements;

encoding the transformed processed selected signal
elements; and

encoding information describing the dividing; and

decoding at least some of the received encoded signal, the
decoding comprising:
using the information describing the dividing; and
performing an inverse transformation.

92. The method of claim 91 wherein performing an inverse
transformation compvrises performing an inverse transfor-
mation on the transformed processed selected signal ele-
mentis.

93. The method of claim 91 wherein selecting the signal
element comprises identifyving the signal element having the
largest magnitude within a band.

94. The method of claim 91 wherein selecting the signal
element comprises identifving the signal element having a
preselected size of magnitude relative to the other signal
elements within a band.

95. The method of claim 91 wherein the signal elements
comprise transform coefficients.

96. The method of claim 95 wherein the transform coeffi-
cients comprise transform coefficients devived from a frame
obtained by applying a window to samples of a signal.
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97. The method of claim 95 wherein the transform coeffi-

cients correspond to at least one of the following: discrete
cosine transform coefficients and time-domain aliasing can-
cellation coefficients.
98. The method of claim 91 further comprising using the
selected signal elements to encode signal elements.
99. The method of claim 91 wherein the encoding infor-
mation describing the dividing comprises encoding the num-
ber of signal elements included in at least one band.
100. A method of encoding an audio-tvpe signal, the
method comprising:
sampling the audio-type signal to obtain discrete samples
and costructing therefrom frames, each frame obtained
by applying a window to the discrete samples;

determining a set of transform coefficients from each of at
least some of the frames; and

for each of at least some of the sets of transform coeffi-

clents:

dividing at least some of the transform coefficients into
a plurality of bands, at least one band having a plu-
rality of adjacent transform coefficients;

selecting a transform coefficient from each of movre than
one of the bands, at least one of the selected trans-
Jorm coefficients being from one of the bands having
a plurality of adjacent transform coefficients,

processing the selected transform coefficients; and

performing a transformation on the processed selected
transform coefficients.

101. The method of claim 100 wherein processing com-
prises quantizing the magnitude of the selected transform
coefficients.

102. The method of claim 100 wherein selecting the trans-
Jorm coefficient comprises identifving the transform coeffi-
cient having a preselected size velative to other transform
coefficient within a band.

103. A method of encoding an audio-type signal, the
method comprising:

sampling the audio-type signal to obtain discrete samples
and constructing therefrom frames, each frame
obtained by applyving a window to the discrete samples;

determining a set of transform coefficients from each of at
least some of the frames;

for each of at least some of the sets of transform coeffi-
cients:
dividing at least some of the transform coefficients into
a plurality of bands, at least one band having a plu-
rality of adjacent transform coefficients; and
encoding the dividing.
104. The method of claim 103 further comprising encod-
ing at least some of the transform coefficients using the
determined division.

105. The method of claim 103 wherein the dividing differs

for different frames.

106. A method of decoding an audio-type signal, the
method comprising:

receiving an encoded audio-type signal, the encoded sig-
nal of the type encoded by:
sampling the audio-type signal to obtain discrete
samples and constructing therefrom frames, each
frame obtained by applving a window to the discrete
samples;

determining a set of transform coefficients from each of

at least some of the frames;
for each of at least some of the sets of transform coelfi-
clents:
dividing at least some of the transform coefficients
into a plurality of bands, at least one band having
a plurality of adjacent transform coefficient;
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selecting a transform coefficient from each of more
than one of the bands, at least one of the selected
transform coefficients being from one of the bands
having a plurality of adjacent transform coeffi-
cients;

processing the selected transform coefficients; and

performing a transformation on the processed
selected transform coefficients; and

decoding the received encoded audio-tvpe signal, the
decoding comprising performing an inverse transfor-
mation.

107. The method of claim 106 wherein performing an
inverse transformation comprises performing an inverse
transformation on the transformed processed selected trans-
Jorm coefficients.

108. The method of claim 106 whervein processing com-
prises guantizing the magnitudes of the selected transform
coefficients.

109. The method of claim 106 wherein selecting the trans-
Jorm coefficient comprises identifving the transform coeffi-
cient having a preselected size velative to other transform
coefficients within a band.

110. A method of decoding an audio-type signal, the
method comprising:

receiving an encoded audio-type signal, the encoded sig-
nal of the type encoded by:
sampling the audio-type signal to obtain discrete
samples and constructing therefrom frames, each
frame obtained by applying a window to the discrete
samples;
determining a set of transform coefficients from each of
at least some of the frames;
Jor each of at least some of the sets of transform coeffi-
clents:
dividing at least some of the transform coefficients
into a plurality of bands, at least one band having
a plurality of adjacent transform coefficients; and
encoding the dividing; and

decoding the received encoded audio-tvpe signal, the

decoding comprising decoding the dividing.

111. The method of claim 110 further comprising decod-
ing at least some of the transform coefficients using the
decoded division.

112. The method of claim 110 wherein the dividing differs
for different frames.

113. A method of encoding an audio-type signal, the
method comprising:

sampling the audio-type signal to obtain discrete samples
and constructing thervefrom frames, each frame
obtained by applyving a window to the discrete samples;

determining a set of transform coefficients from each of at
least some of the frames;

for each of at least some of the sets of transform coeffi-
cients:
dividing at least some of the transform coefficients into
a plurality of bands, at least one band having a plu-
rality of adjacent transform coefficients;
selecting a transform coefficient from each of more than
one of the bands, at least one of the selected trans-
form coefficients being from one of the bands having
a plurality of adjacent transform coefficients;
processing the selected transform coefficients;
performing a transformation on the processed selected
transform coefficients; and
encoding the dividing.
114. A method of decoding an audio-type signal, the
method comprising:
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receiving an encoded audio-type signal, the encoded sig-
nal of the type encoded by,

sampling the audio-type signal to obtain discrete

samples and constructing therefrom frames, each

frame obtained by applyving a window to the discrete
samples;

determining a set of transform coefficients from each of

at least some of the frames;

for each of at least some of the sets of transform coelfi-
cients:
dividing at least some of the transform coefficients
into a plurality of bands, at least one band having
a plurality of adjacent transform coefficients;
selecting a transform coefficient from each of more
than one of the bands, at least one of the selected
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transform coefficients being from one of the bands
having plurality of adjacent transform coeffi-
cients;

processing the selected transform coefficients;

performing a transformation on the processed
selected transform coefficients; and

encoding the dividing; and

decoding the encoded audio-type signal, the decoding
COMpPYISInG:
performing an inverse transformation; and
decoding the dividing.
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