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APPARATUS AND METHOD OF PARTIALLY
TRANSFERRING DATA THROUGH BUS AND
BUS MASTER CONTROL DEVICE

Matter enclosed in heavy brackets [ ] appears in the
original patent but forms no part of this reissue specifi-
cation; matter printed in italics indicates the additions
made by reissue.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a method of transierring
data through a bus and a bus master control device used 1n
an information processing unit.

2. Description of the Related Art

A DMA (Direct Memory Access) controller 1s a control
device used for performing high-speed data transfers
directly between peripheral units (e.g., a memory, an /O
(Input/Output) device) connected to a common bus without
involving the CPU.

FIGS. 5A to 5D are schematic diagrams each 1llustrating,
a conventional data transfer method using a DMA controller
with each hexagonal block representing a single data trans-
fer operation (e.g., a data transfer operation performed for a
single word 1n one cycle). The data transier operations are
performed successively from left to right 1n the figures. The
bus master at each data transier operation 1s indicated inside
the corresponding block. A bus master 1s a device which 1s
controlling the current data transfer while occupying the
bus. For example, the CPU or the DMA controller may be
a bus master. In FIGS. 5A to 5D, the label “DMA” indicates
that the DMA controller 1s occupying the bus as the bus
master at the time, whereas “Other” indicates that a bus
master other than the DMA controller (e.g., the CPU) 1s
occupying the bus as the bus master at the time.

FIG. 5A illustrates the “burst-mode transier method”
where the bus remains occupied by the DMA controller from
activation ol a DMA transier operation to completion of the
DMA transfer operation. Accordingly, during burst-mode
transier operations, another device (e.g., the CPU) must wait
for a long time until the DMA transier 1s completed before
it may serve as the bus master and transfer data to and from
the memory through the bus. In order to eliminate this long
wait during burst-mode transfer operations, there have been

proposed other data transfer methods as shown 1n FIGS. 5B,
5C and 5D.

FIG. 5B illustrates a “word-by-word transier method”
wherein the bus master occupying the bus i1s forcibly
switched between the DMA controller and another device
after each one-word data transier. FIG. 5C 1illustrates a
“cycle-steal transter method” where the DMA controller
serves as the bus master for DMA transfers only when the
bus 1s not occupied by the other device serving as the bus
master. FIG. 5D illustrates a “timer interruption transier
method” where the bus master occupying the bus 1s switched
between two devices by interrupts generated at predeter-
mined intervals based on a timer. In the timer interruption
transfer method, the DMA controller performing a DMA
transfer 1s forced to discontinue the DMA transifer when the
interrupt 1s generated after a predetermined period of time.
The predetermined period of time runs from the activation of
the DMA transfer. Once the DMA transfer i1s forced to
discontinue, the other device serves as the bus master and
occupies the bus. When another interrupt 1s generated after
the predetermined time, the other device 1s forced to dis-
continue serving as the bus master and release the bus so that
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2

the DMA controller again can serve as the bus master and
resume the interrupted DMA transier.

For data transfers (e.g., DMA transiers) in a system where
a plurality of devices which can serve as bus masters share
a common bus, there has been a demand for improving the

transier efliciency for both the DMA controller and the other
devices.

In the “word-by-word transier method”, however, the
DMA transier operations cannot be performed successively.
Theretfore, this method cannot be used to access a memory
employing a high-speed transfer mode (e.g., the page mode
of a DRAM). This results in a very poor DMA transfer
clliciency.

In the “cycle-steal transfer method™, besides the above-
noted problem, the other devices serving as bus masters may
occupy the bus for a long time during which the DMA
controller cannot access the bus. In such a case, the DMA
controller has to wait for a long time until it 1s allowed to
perform a DMA transfer and, therefore, the DMA transier
may not be completed within a predetermined period of
time.

In the “timer interruption transfer method™”, a first device
currently serving as the bus master (1.e., occupying the bus)
1s forcibly switched to a second device (to act as the bus
master) upon a timer-based interrupt even at an undesirable
time for the first device currently occupying the bus. This
also results 1n a poor data transfer efliciency.

SUMMARY OF THE INVENTION

According to one aspect of this mvention, a method of
transierring data through a bus includes the steps of: occu-
pyving the bus by a first device serving as a bus master;
transierring a first predetermined number of data 1tems of all
data items to be transferred while the first device 1s occu-
pying the bus; determining 11 the first predetermined number
of data 1tems have been transferred; determiming 11 the first
device should release the bus based on whether or not there
1s a request from a second device after it 1s determined that
the first predetermined number of data items have been
transterred; and releasing the bus by the first device when 1t
1s determined that the first device should release the bus.

In one embodiment of the invention, the method of
transierring data through a bus further includes the steps of:
occupying the bus by the second device serving as the bus
master aiter the first device releases the bus; releasing the
bus by the second device after the second device completes
access to the bus; occupying the bus again by the first device
alter the second device releases the bus; and transferring a
second predetermined number of data items subsequent to
the first predetermined number of the data items which have
been transierred while the first device 1s occupying the bus
again.

In another embodiment of the invention, the method of
transierring data through a bus further includes the step of,
when 1t 15 determined that the first device should not release
the bus, transferring by the first device a second predeter-
mined number of data items subsequent to the first prede-
termined number of the data items which have been trans-
terred while the first device continues to occupy the bus.

In still another embodiment of the invention, the method
of transferring data through a bus turther includes the steps
of: determining 1f all the data items to be transierred have
been transierred; and releasing the bus after it 1s determined
that all the data 1tems to be transierred have been transierred.

In still another embodiment of the invention, the first
device 1s a DMA controller; and the second device 1s a CPU.




US RE40,261 E

3

According to another aspect of this invention, a bus
master control device for controlling an operation of a bus
master for transiferring data through a bus includes: bus
occupation request means for outputting a signal requesting

to occupy the bus 1n response to a data transfer request; data
transfer means for transferring a first predetermined number
ol data 1tems of all data 1tems to be transferred while the bus
master 1s occupving the bus; and bus release instruction
means for outputting a signal instructing to release the bus
after the first predetermined number of data 1tems have been
transferred.

In one embodiment of the invention, the bus occupation
request means outputs again the signal requesting to occupy
the bus after the bus release instruction means outputs the
signal instructing to release the bus. The data transtfer means
transfers a second predetermined number of data items
subsequent to the first predetermined number of the data
items which have been transferred while the bus master 1s
occupying the bus again.

In another embodiment of the invention, the bus release

instruction means outputs the signal instructing to release
the bus after all the data items to be transierred have been

transterred.

In still another embodiment of the invention, the data
transfer means 1includes: a first counter for counting a
number of data items which have been transtferred out of the
first predetermined number of data items; and first determi-
nation means for determining 1f the first predetermined
number of data items have been transferred based on an
output from the first counter.

In still another embodiment of the invention, the data
transier means includes: a second counter for counting a
number of data items which have been transtferred out of all
the data items to be transferred; and second determination
means for determining 11 all the data items to be transferred
have been transierred based on an output from the second
counter.

In accordance with the present invention having such a
configuration, after a predetermined number of data items
are transierred by the first device serving as the bus master,
the first device releases the bus according to the presence of
a request from the second device. Therefore, the second
device does not have to wait for a long time to serve as the
bus master even when the first device i1s performing a data
transier.

After the second device releases the bus, the first device
occupies the bus again as the bus master and transiers a
predetermined number of data items subsequent to the
predetermined number of data 1tems which have been pre-
viously transferred. By transferring a predetermined number
of data items at a time as described above, the data transfer
clliciency 1s improved for the first device.

Thus, the imnvention described herein makes possible the
advantages of: (1) providing a method of transferring data
where, a first device serving as the bus master can occupy
the bus until a predetermined number of data items are
successively and completely transferred (e.g, in a DMA
transier), while the other device does not have to watit for a
long time to perform a data transfer, thereby improving data
transter efhiciency for both devices; and (2) providing a bus
master control device which also realizes the above eflects.

These and other advantages of the present mnvention will
become apparent to those skilled 1n the art upon reading and
understanding the following detailed description with refer-
ence to the accompanying figures.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram showing an information pro-
cessing umt employing a DMA controller according to an
example of the present invention.
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4

FIG. 2 1s a block diagram showing the DMA controller
according to the example of the present invention.

FIGS. 3A and 3B are schematic diagrams each illustrating
an exemplary operation of a DMA transfer according to the
example of the present invention.

FIG. 4 1s a ttiming diagram for 1llustrating the first subset
transier in FIGS. 3A and 3B according to the example of the
present 1nvention.

FIGS. 5A to 5D are schematic diagrams each illustrating
an operation of a conventional DMA controller.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Heremafiter, an example of the present invention will be
described with reference to FIGS. 1 to 4.

FIG. 1 1s a block diagram showing a configuration of an
information processing unit 408. The information process-
ing unit 408 includes a CPU 401, a peripheral unit 404, a
DMA controller 11 and a bus controller 9. The CPU 401, the
peripheral unit 404 and the bus controller 9 are connected to
one another via an internal bus 406. The information pro-
cessing unit 408 1s connected to an external memory 405 via
the bus controller 9 and an external bus 407. Reference
numeral 301 denotes a CPU transier request signal output to
the bus controller 9 by the CPU 401 requesting occupation
over the internal bus 406 and the external bus 407, whereas
101 denotes a DMA transfer activation request signal output
to the DMA controller 11 by the peripheral unit 404 request-
ing a DMA transfer. As will be described later, the DMA
controller 11 and the bus controller 9 are connected to each
other via lines for carrying control signals and addresses.

The CPU 401 1s a central processing unit for performing
arithmetic operations and for controlling the whole process
of the information processing unit 408. The peripheral unit
404 performs a specified group ol processes based on
instructions from the CPU 401. The peripheral unit 404 is
typically an external memory device (e.g., a hard disk drive
or an optical disk drive), a printer or the like. The bus
controller 9 controls access to the internal bus 406 and the
external bus 407, with the CPU 401 and the DMA controller
11 being devices which may serve as the bus master. When

these devices request occupation over the internal bus 406
and the external bus 407, the bus controller 9 arbitrates
between the devices 401 and 11 and determines which one
of the devices 401 and 11 1s to occupy the bus as the bus
master. The DMA controller 11 controls data transiers (1.e.,
DMA transiers) performed directly between the peripheral
unit 404 and the external memory 405 without involving the
CPU 401 based on a request from the peripheral unit 404.

FIG. 2 1s a block diagram showing the configuration of the
DMA controller 11.

The DMA controller 11 includes a source address register
1a, a destination address register 1b and an address genera-
tion section 7. The source address register 1a stores a source
address for a DMA transfer operation, whereas the destina-
tion address register 1b stores a destination address for a
DMA transfer operation. An output signal from the source
address register 1a and an output signal from the destination
address register 1b are mput to the address generation
section 7. A read acknowledge signal 106 and a write
acknowledge signal 110 output from the bus controller 9 are
input to the address generation section 7. The read acknowl-
edge signal 106 indicates that the bus controller 9 has
accepted a DMA transfer request and has begun to read out
data to be transtierred by a DMA transter. The write acknowl-
edge signals 110 indicates that the bus controller 9 has begun
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to write data to be transterred by a DMA transfer. The
address generation section 7 reads out the contents of the
source address register 1a and the destination address reg-
ister 1b as data transfer start addresses, and output the data
transier start addresses to the bus controller 9 as a source
address 105a and a destination address 105b. Then, based on
the read acknowledge signal 106 and the write acknowledge
signals 110, the address generation section 7 updates the
address from which data 1s to be read out next and the
address mto which the data 1s to be written next, and outputs
the updated addresses to the bus controller 9 as the source
address 105a and the destination address 105b. Thus, a
predetermined number of data items are transferred succes-
s1vely.

The DMA controller 11 further includes a transfer count
register 2 and a subset transier count register 3. The transier
count register 2 stores the number of DMA transier opera-
tions to be performed. The subset transfer count register 3
stores a predetermined number as the number of data items
to be transiferred 1in a single subset transfer. The DMA
controller 11 intermittently transfers all data items to be
transierred by a DMA transfer by transierring a data subset
including the predetermined number of data items at a time.
In this specification, a “subset transier” 1s referred to as an
operation of successively transferring a data subset includ-
ing a predetermined number of data 1tems while the bus 1s
being occupied by the bus master.

The DMA controller 11 further includes counters 4 and 5
and a decrementor 6. The counter 4, which i1s reset at the
beginning of a subset transier, counts the read acknowledge
signal 106 input from the bus controller 9. Thus, the counter
4 indicates the number of data items which have been read
out from the respective source addresses out of the prede-
termined number of data items to be transferred 1n a single
subset transfer. The counter 5, which 1s also reset at the
beginning of the subset transier, counts a transier comple-
tion signal 102 input from the bus controller 9. The transier
completion signal 102 1s output from the bus controller 9
indicating that a single DMA transfer operation for a single
data item 1s completed. Thus, the counter 35 indicates the
number of data items which have been written into the
respective destination addresses (1.e., the number of data
items for which the transier operation has been completed)
out of the predetermined number of data items to be trans-
ferred 1n a single subset transier. The transier completion
signal 102 1s also input to the transter count register 2 and
the decrementor 6. Each time the transfer completion signal
102 1s asserted, the decrementor 6 decrements the output
value from the transfer count register 2 by one and outputs
the resultant value to the transfer count register 2. Thus, the
number of data items which have been transterred out of the
number of all the data items to be transierred 1s counted by
the transier count register 2 and the decrementor 6.
Consequently, the number of the remaining data items to be
transierred 1s stored in the transfer count register 2.

The DMA controller 11 further includes a DMA transier
control section 8 for controlling DMA transfers. The DMA
transfer control section 8 receives as inputs the DMA
transier activation request signal 101, the read acknowledge
signal 106, the write acknowledge signals 110, the transfer
completion signal 102, an output signal 108 from the counter
4, an output signal 109 from the counter 5, an output signal
111 from the subset transier count register 3 and an output
signal 112 from the transfer count register 2, and the DMA
transier control section 8 outputs an entire transier comple-
tion signal 103 and a DMA transfer request signal 104. The
DMA transier control section 8 asserts the DMA transfer
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request signal 104 to the bus controller 9 in response to the
DMA transier activation request signal 101 from the periph-
eral unit 404, thus requesting bus occupation. Based on the
output signal 108 from the counter 4, the output signal 109
from the counter 5 and the output signal 111 from the subset
transier count register 3, the DMA transier control section 8
determines 11 all the predetermined number of data items to
be transferred in a single subset transier have been trans-
terred. When 1t 1s determined that the predetermined number
of data items have been transterred, the DMA transfer
confrol section 8 terminates the assertion of the DMA
transier request signal 104 to the bus controller 9, thus
istructing bus release. The DMA transier control section 8
determines 11 all the data items to be transierred have been
transierred based on the output signal 112 from the transier
count register 2. When 1t 1s determined that all the data items
to be transferred have not been transierred, the DMA trans-
fer control section 8 asserts the DMA transier request signal
104 again to the bus controller 9 after completion of the
current subset transier, thus requesting to occupy the bus
again and similarly control the subsequent subset transter.
When i1t 1s determined that all the data 1items to be transterred
have been transferred, the DMA transier control section 8
terminates the assertion of the DMA transier request signal
104 to the bus controller 9, thus istructing bus release.

Based on the DMA transier request signal 104 from the
DMA transier control section 8 and the CPU transfer request
signal 301 from the CPU 401, the bus controller 9 arbitrates
between the DMA controller 11 and the CPU 401 to deter-
mine which one of the devices 11 and 401 1s to occupy the
internal bus 406 and the external bus 407 as the bus master.
When 1t 1s determined that the DMA controller 11 1s to
occupy these buses, the bus controller 9 outputs the source
address 105a and the destination address 105b output from
e address generation section 7 of the DMA controller 11 to
ne external bus 407 and internal bus 406, respectively, (or
e source address 105a and the destination address 105b to
ne mnternal bus 406 and the external bus 407, respectively,)
thus controlling read and write operations. The bus control-
er 9 outputs to the DMA controller 11 the read acknowledge
signal 106 indicating that a read operation has begun, and
the write acknowledge signal 110 indicating that a write
operation has begun.

Heremnafiter, the operation of the DMA controller 11 waill
be described referring to FIGS. 3A, 3B and 4.

FIGS. 3A and 3B are schematic diagrams each 1llustrating,
an exemplary operation of the DMA controller 11. As 1n
FIGS. 5A to SD, data transier operations are successively
performed from left to right in the figures with each hex-
agonal block representing a single data transier operation,
and the current bus master at each data transier operation
being indicated 1nside the corresponding block. In FIGS. 3A
and 3B, 12 data items are itermittently transferred through
three subset transiers with four data items being transierred
in each subset transfer. During intervals between two
sequential subset transters, the bus 1s occupied by the CPU
401. After all the 12 data items are transferred, the DMA
controller 11 releases the bus so that the CPU 401 can
occupy the bus thereatter.

FIG. 3A shows a case where the CPU 401 occupies the
bus for one cycle between each two subset transiers per-

formed by the DMA controller 11. Herein, the period of bus
occupation by the CPU 401 is not limited to one cycle as 1n
FIG. 3A but, i fact, the CPU 401 may occupy the bus as
long as required. Nevertheless, the CPU 401 typically needs
to occupy the bus continuously for only a short time.
Theretore, soon after the DMA controller 11 releases the bus

t
t
t
t




US RE40,261 E

7

to the CPU 401, the DMA controller 11 can regain bus
occupation and start transferring a subset of four data items
subsequent to the previous subset of four data 1tems.

FIG. 3B shows a case where the CPU 401 occupies the
bus for three cycles between the first and second subset
transters. Since the CPU 401 1s not requesting bus occupa-
tion alter the second subset transier, the DMA controller 11
retains bus occupation and transiers the subsequent data
subset.

In both cases, the number of data items to be transferred
in a single subset transier 1s constant.

FIG. 4 1s a ttiming chart for illustrating the first subset
transfer in FIGS. 3A and 3B. FIG. 4 shows the following
signals for cycles tO to t14 based on the clock, in this order:
a clock signal which serves as the basis for operation timings
for the information processing unit 408; the DMA transier
activation request signal 101; the DMA transier request
signal 104; the read acknowledge signal 106 output from the
bus controller 9 to the DMA transfer control section 8
indicating acceptance of a DMA transier request and begin-
ning of a read operation; the output signal 108 from the
counter 4; the write acknowledge signal 110 output from the
bus controller 9 to the DMA transfer control section 8
indicating beginning ol a write operation; the transfer
completion signal 102 output from the bus controller 9 to the
DMA transier control section 8 indicating completion of a
single transfer operation for transterring a single data 1tem:;
the output signal 109 from the counter 5; the transfer count
register 2; the source address 105a; the destination address
105b; the CPU transfer request signal 301; the external bus
407; and the internal bus 406.

It should be noted that the DMA transfer activation
request signal 101 and the CPU transier request signal 301
are active-high signals which are asserted when high,
whereas the DMA transfer request signal 104, the read
acknowledge signal 106, the write acknowledge signal 110
and the transter completion signal 102 are active-low signals
which are asserted when low.

Next, the operation of the DMA controller 11 transierring
data from the external memory 405 to the peripheral unit 404
in the above-described information processing unit 408 will
be described for each cycle. Herein, three subset transters
are performed to transfer 12 data items from addresses
#1000 to #1011 1n the external memory 405 to addresses
#2000 to #2011 1n the peripheral unit 404 with a subset of
four data items being successively transierred i a single
subset transfer.

(Initial Processes)

First, based on an instruction from the CPU 401 or other
external units, the DMA transfer control section 8 sets the
source address register 1a to “1000” which 1s to be the
source address, and the destination address register 1b to
“2000” which 1s to be the destination address, and sets the
transfer count register 2 and the subset transfer count
register 3 to “12” and “4”, respectively.

(Cycle t0)

The peripheral unit 404 asserts the DMA transier activa-
tion request signal 101 to the DMA transier control section
8 of the DMA controller 11.

(Cycle t1)

When detecting that the DMA transfer activation request
signal 101 1s ligh and asserted, the DMA transfer control
section 8 outputs the DMA transfer request signal 104 (low)
to the bus controller 9. Based on an instruction from the
DMA transfer control section 8, the address generation
section 7 reads out the values of the source address register
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1a and the destination address register 1b, and outputs
address #1000 as the source address 105a and address #2000
as the destination address 1035b to the bus controller 9. The
DMA transier control section 8 also resets the counters 4 and
5.

(Cycle 12)

When detecting that the DMA transier request signal 104
from the DMA transifer control section 8 1s low, the bus
controller 9 determines to allow the DMA controller 11 to
occupy the bus because the CPU transier request signal 301
1s not asserted. The bus controller 9 begins to read out data
from address #1000 1n the external memory 405 through the
external bus 407 and, simultaneously, outputs the read
acknowledge signal 106 (low) to the DMA transier control
section 8.

(Cycle 13)

When detecting that the read acknowledge signal 106
(low) has been input, the address generation section 7
updates the source address 103a to the next address #1001
and outputs the updated source address 105a to the bus
controller 9. The counter 4 counts the read acknowledge
signal 106, thereby incrementing the value thereof to 1
(Cycle t4)

Upon completion of the read operation from address
#1000 through the external bus 407, the bus controller 9
begins to read out data from the next address #1001 1n the
external memory 405 and begins to write the data, which
have been read out from address #1000 in the external
memory 405, into address #2000 1n the peripheral unit 404
through the internal bus 406. Simultaneously, the bus con-
troller 9 outputs the read acknowledge signal 106 (low) and
the write acknowledge signal 110 (low) to the DMA transier
control section 8.

(Cycle t3)

The address generation section 7 updates the source
address 1035a to the next address #1002 when detecting that
the read acknowledge signal 106 (low) has been input,
updates the destination address 105b to the next address
#2001 when detecting that the write acknowledge signal 110
(low) has been input, and outputs the updated addresses to
the bus controller 9. The counter 4 counts the read acknowl-
edge signal 106, thereby incrementing the value thereof to
“2”. After the read acknowledge signal 106 and the write
acknowledge signal 110 are received by the address genera-
tion section 7, the bus controller 9 resets these signals to be
high again. These signals are reset to be high at the same
time 1n the subsequent data transfer operations, but will not
be described hereinaiter.

(Cycle 16)

Upon completion of the read operation from address
#1001 through the external bus 407, the bus controller 9
begins to read out data from the next address #1002 1n the
external memory 4035 and begins to sprite the data, which
have been read out from address #1001 in the external
memory 405, into address #2001 1n the peripheral unit 404
through the internal bus 406. Simultaneously, the bus con-
troller 9 outputs the read acknowledge signal 106 (low) and
the write acknowledge signal 110 (low) to the DMA transier
control section 8. Upon completion of the write operation
into address #2000 through the internal bus 406, the bus
controller 9 sends the transier completion signal 102 (low)
to the DMA transfer control section 8.

(Cycle t7)

The address generation section 7 updates the source
address 1035a to the next address #1003 when detecting that
the read acknowledge signal 106 (low) has been input,
updates the destination address 105b to the next address
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#2002 when detecting that the write acknowledge signal 110
(low) has been input, and outputs the updated addresses to
the bus controller 9. The counter 4 counts the read acknowl-
edge signal 106, thereby incrementing the value thereof to
“3”, whereas the counter 5 counts the transier completion
signal 102, thereby incrementing the value thereof to “17.
Upon receipt of the transier completion signal 102, the value
“12” stored 1n the transter count register 2 1s decremented by
one by the decrementor 6, and the resultant value 1s output
to the transfer count register 2. Thus, a new value “117 1s
stored 1n the transier count register 2.

(Cycle t8)

Upon completion of the read operation from a address
#1002 through the external bus 407, the bus controller 9
begins to read out data from the next address #1003 1n the
external memory 405 and begins to write the data, which
have been read out from address #1002 in the external
memory 405, into address #2002 1n the peripheral unit 404
through the internal bus 406. Simultaneously, the bus con-
troller 9 outputs the read acknowledge signal 106 (low) and
the write acknowledge signal 110 (low) to the DMA transier
control section 8. Upon completion of the write operation
into address #2001 through the internal bus 406, the bus
controller 9 sends the transier completion signal 102 (low)
to the DMA transfer control section 8.

(Cycle 19)

The address generation section 7 updates the destination
address 105b to the next address #2003 when detecting that
the write acknowledge signal 110 (low) has been input, and
outputs the updated addresses to the bus controller 9. The
counter 4 counts the read acknowledge signal 106, thereby
incrementing the value thereof to “4”, whereas the counter
5 counts the transier completion signal 102, thereby incre-
menting the value thereof to “2”. Upon receipt of the transier
completion signal 102, the value “11” stored in the transfer
count register 2 1s decremented by one by the decrementor
6, and the resultant value 1s output to the transier count
register 2. Thus, a new value “10” 1s stored 1n the transier
count register 2.

(Cycle t10)

Upon completion of the read operation from address
#1003 through the external bus 407, the bus controller 9
begins to write the data, which have been read out from
address #1003 1n the external memory 403, into address
#2003 1n the peripheral unit 404 through the internal bus
406. Simultaneously, the bus controller 9 outputs the write
acknowledge signal 110 (low) to the DMA transfer control
section 8. Upon completion of the write operation into
address #2002 through the internal bus 406, the bus con-
troller 9 sends the transfer completion signal 102 (low) to the
DMA transier control section 8.

When detecting that the signal 111 from the subset
transier count register 3 and the signal 108 from the counter
4, which have been mput to DMA transfer control section 8,
match each other both having the same value “4”, the DMA
transfer control section 8 determines that a data subset
including four data items have been all read out from the
respective source addresses, thus terminating the assertion
of the DMA transfer request signal 104 and instructing bus
release.

(Cycle t11)

The counter 5 counts the transier completion signal 102,
thereby incrementing the value thereof to “3”. Upon receipt
of the transter completion signal 102, the value “10” stored
in the transier count register 2 1s decremented by one by the
decrementor 6, and the resultant value 1s output to the
transier count register 2. Thus, a new value “9” 1s stored in
the transfer count register 2.
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(Cycle t12)

Upon completion of the write operation into address
#2003 through the internal bus 406, the bus controller 9
sends the transfer completion signal 102 (low) to the DMA
transfer control section 8.

(Cycle t13)

The counter 5 counts the transter completion signal 102,
thereby incrementing the value thereof to “4”. Upon receipt
of the transter completion signal 102, the value “9” stored 1n
the transfer count register 2 1s decremented by one by the
decrementor 6, and the resultant value 1s output to the
transier count register 2. Thus, a new value “8” 1s stored in
the transfer count register 2.

At this point of time, the CPU transfer request signal 301
from the CPU 401 1s high, indicating that the CPU 401 1s
requesting bus occupation. As the bus controller 9 detects
the CPU transfer request signal 301 from the CPU 401, the
bus controller 9 performs an arbitration 1n bus occupation.
Since the DMA controller 11 1s not requesting bus occupa-
tion at this point of time with the DMA transfer request
signal 104 being high, the bus controller 9 determines to
allow the CPU 401 to occupy the bus at cycle t14.

(Cycle t14)

When detecting that the signal 111 from the subset
transier count register 3 and the signal 109 from the counter
5, which have been imput to the DMA transfer control
section 8, match each other both having the same value “4”,
the DMA transier control section 8 determines that a data
subset including four data items have been all written 1nto
the respective destination addresses. The DMA {transier
control section 8 again outputs the DMA transfer request
signal 104 (low) to the bus controller 9 in order to perform
the second subset transfer. However, the bus controller 9 has
detected the CPU transier request signal 301 from the CPU
401 at cycle t13 and, as a result of the bus occupation
arbitration, the bus controller 9 has allowed the CPU 401 to
occupy the bus as the bus master from cycle t14 and has
already activated a data transfer operation. This data transter
operation corresponds to the CPU’s transfer between the
first and second subset transters in FIG. 3A. Thus, the DMA
transfer request signal 104 remains asserted by the DMA
controller 11 and 1s accepted by the bus controller 9 after the
CPU 401 releases the bus.

If there 1s no transfer request signal 301 from the CPU
401, the bus controller 9 accepts the DMA transfer request
signal 104 at the cycle following cycle t14. In such a case,
the DMA controller 11 consequently retains bus occupation
without releasing the bus and performs the subsequent
subset transfer.

The first subset transier 1s performed as described above
while reading out data through the external bus 407 from
addresses #1000 to #1003 1n the external memory 405 and
writing the data through the internal bus 406 1nto respective
addresses #2000 to #2003 in the peripheral unit 404.
Subsequently, the second subset transfer shown in FIGS. 3A
and 3B begins when the CPU 401 releases the bus and the
bus controller 9 detects the DMA transier request signal 104
which has been asserted since cycle t14. The second subset
transier 1s performed similarly as the first subset transier
while reading out data through the external bus 407 from
addresses #1004 to #1007 1n the external memory 405 and
writing the data through the internal bus 406 1nto respective
addresses #2004 to #2007 in the peripheral unit 404.
Similarly, the third subset transier 1s performed while read-
ing out data through the external bus 407 from addresses
#1008 to #1011 1n the external memory 405 and writing the
data through the internal bus 406 into respective addresses
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#2008 to #2011 1n the peripheral unit 404. At the time when
the transfer completion signal 102 1s asserted for the fourth
time 1n the third subset transfer, the value of the transier
count register 2 1s “0”. When detecting that the output signal
112 from the transfer count register2 1s “0”, the DMA
transier control section 8 determines that all the data 1tems
to be transierred have been transierred and outputs to the bus
controller 9 the entire transier completion signal 103 for
istructing bus release, thus completing the entire transfer
operation.

When a DMA data transier i1s mterrupted by a DRAM
refresh operation having a higher priority, the bus may
become unavailable for data transfer operations for some
cycles. However, since completion of a subset transier is
determined based on the number of data items which have
been transierred but not a period of time, the number of data
items to be transierred 1n a subset transter 1s always ensured.

Although, 1n the present example, four data items are
transierred 1n a single subset transfer, the number of data
items to be transierred 1n a single subset transfer 1s not
limited to four. In fact, the number may be set to any
appropriate value by setting the subset transfer count register
3 from the CPU 401 or an external unit.

Although the other device which 1s not the DMA con-
troller 11 1s the CPU 401 1n the present example, the present
invention functions substantially in the same manner with
other units serving as the bus master. Moreover, the present
invention may be applied to situations where more than two
devices that may serve as bus masters coexist.

In the present example, the DMA controller 11 performs
data transiers on the intermittent basis by transierring a data
subset including a predetermined number of data items at a
time. However, the intermittent data transiers may be per-
formed by the CPU 401 while the DMA controller 11
transiers data during intervals between subset transier opera-
tions performed by the CPU 401.

In the present example, completion of a single subset
transier 1s detected when 1t 1s determined that the data subset
have been read out from the corresponding source addresses
based on the signal 111 from the subset transfer count
register 3 and the signal 108 from the counter 4, thus
terminating the assertion of the DMA transfer request signal
104 and instructing bus release. However, 1t 1s also appli-
cable to detect the completion of a single subset transfer
when 1t 1s determined that the data subset read out from the
corresponding source addresses have been written 1nto the
corresponding destination addresses based on the signal 111
from the subset transfer count register 3 and the signal 109
from the counter 35, thus terminating the assertion of the
DMA transfer request signal 104 and instructing bus release.

As described above, 1n accordance with the present
invention, after a predetermined number of data items are
transierred by the first device currently serving as the bus
master, the first device releases the bus according to the
presence ol a request from the second device desiring to
serve as the bus master 1n order to occupy the bus. Theretore,
the second device does not have to wait for a long time to
serve as the bus master even when the first device currently
serving as the bus master 1s performing a data transfer of a
large amount of data.

After the second device releases the bus, the first device
occupies the bus again and transiers a predetermined num-
ber of data items subsequent to the predetermined number of
data items which have been previously transferred.
Moreover, the number of data items to be transferred 1n a
subset transier 1s always ensured. Therefore, the data trans-
ter efliciency 1s improved for the first device serving as the
bus master.
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Unlike the conventional techniques, the first device cur-
rently occupying the bus as the bus master 1s not forcibly
switched to release the bus to a second device based on a
predetermined period of time during which the first device
1s allowed to continuously occupy the bus. Therefore, the
number of data items to be successively transferred in a
single transier operation can be ensured even when the
pertod of time from the assertion of the DMA {transier
activation request signal to the acceptance of the signal 1s not
constant, or when a DMA data transier 1s interrupted by a
DRAM refresh operation having a higher priority so that the
bus may become unavailable for data transiers for some
cycles. In the present invention, the number of data items to
be successively transierred 1n a single subset transfer i1s
always ensured since completion of a data subset transter 1s
detected based on the number of data 1tems which have been
transierred but not on a time period. Data may be transferred
more efliciently when each data transfer operation transiers
a particular number of data items (e.g., 8 bytes) so as to
better correspond to the data processing procedures of the
CPU or the peripheral unit. Moreover, data may be trans-
terred even more efliciently when successively transferring,
for example, 256-byte data being on the same page as 1n the
high-speed page mode of DRAMSs. This 1s particularly the
case where the present invention 1s most effectively embod-
1ed.

While the bus 1s being occupied by the second device
serving as the bus master, the second device 1s never forced
to release the bus based on a time period. Therefore, the data
transier efliciency 1s also improved for the second device.

As described above, 1 accordance with the present
invention, it 1s possible to provide a method of transferring
data and a bus master control device where the data transfer
clliciency can be improved for both devices which may
serve as bus masters.

Various other modifications will be apparent to and can be
readily made by those skilled 1n the art without departing
from the scope and spirit of this invention. Accordingly, it 1s
not imtended that the scope of the claims appended hereto be
limited to the description as set forth herein, but rather that
the claims be broadly construed.

What 1s claimed 1s:

1. A method of transferring data through a bus, compris-
ing the steps of:

continuously occupying the bus by a {first device serving
as a bus master, said first device continuously occupy-
ing the bus for a predetermined period of time;

transierring a first predetermined number of data items of
all data 1tems to be transferred while the first device 1s
occupying the bus, the first predetermined number of
data items transiferring without interruption based on
said predetermined period time;

determiming if the first predetermined number of data
items have transferred:;

repeatedly transferring by said first device additional sets
of a predetermined number of data items of all data
items to be transferred while said first device occupies
said bus despite a request from a second device for
access to said bus,

determining if the first device should release the bus based
on whether or not there is a request from [a] #2e second
device after 1t 1s determined that he first predetermined
number of data 1tems of all data items to be transferved
have been transferred; and

releasing the bus by the first device when 1t 1s determined
that the first device should release the bus.
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2. A method of transferring data through a bus according
to claim 1, further comprising the steps of:

occupying the bus by the second device serving as the bus
master after the first device releases the bus;

releasing the bus by the second device after the second 5
device complete access to the bus;

occupying the bus again by the first device after the
second device releases the bus; and

transterring a second predetermined number of data items
subsequent to the first predetermined number of the 10
data 1items which have been transierred while the first

device 1s occupying the bus again.

3. A method of transferring data through a bus according
to claam 1, further comprising the step of, when 1t 1s
determined that the first device should not release the bus, 15
transferring by the first device a second predetermined
number of data items subsequent to the first predetermined
number of the data items which have been transterred while
the first device continues to occupy the bus.

4. A method of transierring data through a bus according 2¢
to claim 1, further comprising the steps of:

determining 1f all the data items to be transferred have
been transferred; and

releasing the bus after 1t 1s determined that all the data
items to be transierred have been transferred. 25
5. A method of transferring data through a bus according
to claim 1, wherein:

the first device 1s a DMA controller; and

the second device 1s a CPU.

6. A master control device for controlling an operation of
a bus master for transferring data through a bus, the device
comprising;

bus occupation request means for outputting a signal
requesting to occupy the bus in response to a data
transier request;

data transier means for transierring a first predetermined
number of data items of all data items to be transierred
while the bus master 1s continuously occupying the bus
for a predetermined period of time, said data transfer
means configured to transfer said first predetermined
number of data items of all data items to be transierred
without interruption based on said predetermined
period ol time;

first determination means for determiming i1i the first
predetermined number of data items have been trans-
ferred;

bus release instruction means for outputting a signal
instructing said bus master to release the bus based on
whether or not there 1s a request from a first device after
it 1s determined that the first predetermined number of
data items have been transferred; and

bus release means for releasing the bus by the bus master
when said bus master release instruction means outputs
said signal instructing said bus master to release the 54
bus,

whevrein the data transfer means comprises a first counter
Jor counting a number of data items which have been
transferved out of the first predetermined number of
data items, and a second counter for counting a number ¢
of data items which have been transferred out of all the
data items to be transferved; and the first determination
means determines if the first predetermined number of
data items have been transferrved based on an output
from the first counter, 65
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determination means for determining if all the data
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items to be transferved have been transferred based on
an output from the second counter.
7. A bus master control device according to claim 6,
wherein:

the bus occupation request means outputs again the signal
requesting to occupy the bus after the bus release
instruction means outputs the signal instructing to
release the bus; and

the data transfer means transfers a second predetermined
number of data items subsequent to the first predeter-
mined number of the data items which have been

transterred while the bus master 1s occupying the bus
again.

8. A bus master control device according to claim 6,
wherein the bus release mstruction means outputs the signal
instructing to release the bus after all the data items to be
transferred have been transierred.

[9. A bus master control device according to claim 6,
wherein:

the data transfer means comprises a first counter for
counting a number of data items which have been
transierred out of the first predetermined number of
data 1tems, and

the first determination means determines 1 the first pre-
determined number of data items have been transferred
based on an output from the first counter.]
[10. A bus master control device according to claim 9, the
data transier means comprising:

a second counter for counting a number of data items
which have been transterred out of all the data 1tems to
be transferred; and

second determination means for determining 11 all the data
items to be transferred have been transterred based on
an output from the second counter.]
11. A method of transferring data through a bus, com-
prising the steps of:
continuously occupyving the bus by a first device serving
as a bus master, said first device continuously occupy-
ing the bus for a period of time for transferring a first
predetermined number of data items of all data items to
be transferred,

transferving said first predetermined number of data items
while the first device is occupying the bus, the first
predetermined number of data items transferrving with-
out interruption during said period by a second device;

determining if said first predetermined number of data
items have been transferrved,

determining if the bus should be occupied by said second
device based on whether or not therve is a request from
said second device; and

occupying the bus by said second device when it is
determined that the bus should be occupied by said
second device,

repeatedly transferring by said first device additional sets
of a predetermined number of data items of all data
items to be transferved while said first device occupied
said bus despite a request from said second device for
access to said bus,

wherein said interruption corresponds to a request for
occupying said bus by said second device.

12. A method of transferring data through a bus according
to claim 11, further comprising the steps of.

occupying the bus by the second device serving as the bus
master after the first device releases the bus;

releasing the bus by the second device after the second
device completes access to the bus;
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occupying the bus again by the first device after the
second device releases the bus; and

transferring a second predetermined number of data
items subsequent to the first predetermined number of
data items which have been transferrved while the first
device is occupying the bus again.
13. A method of transferring data through a bus according
to claim 11, further comprising the steps of.

determining if all data items to be transferrved have been
transferred; and

releasing the bus after it is determined that all the data
items to be transferred have been transferrved
14. A method of transferring data through a bus according
to claim 11, wherein.

the first device is a DMA controller; and

the second device is a CPU.

13. A master control device for controlling an operation
of a bus master for transferring data through a bus, the
device comprising:

bus occupation rvequest means for outputting a signal

requesting to occupy the bus in response to a data
transfer request,

data transfer means for transferring a first predetermined
number of data items of all data items to be transferred
while the bus master is continuously occupying the bus
for a period of time necessary for transferring said first
predetermined number of data items, said data transfer
means configured to transfer said first predetermined
number of data items of all data items to be transferred
without interruption;

first determination means for determining if the first
predetermined number of data items have been trans-

ferred,;

bus release instruction means for outputting a signal
instructing said bus master to release the bus based on
whether or not there is a request from a second device
after it is determined that the first predetermined num-
ber of data items have been transferred; and

bus release means for releasing the bus by the bus master
when said bus master release instruction means outputs
said signal instructing said bus master to release the
bus,

wherein the data transfer means comprises a first counter
Jor counting a number of data items which have been
transferved out of the first predetermined number of
data items, and a second counter for counting a number
of data items which have been transferred out of all the
data items to be transferrved; and the first determination
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means determines if the first predetermined number of
data items have been transferved based on an output

from the first counter,

said data transfer means further comprising a second
determination means for determining if all the data
items to be transferrved have been transferved based on
an output from the second counter.
16. A bus master control device according to claim 15,
wherein.

the bus occupation vequest means outputs again the signal
requesting to occupy the bus after the bus rvelease
instruction means outputs the signal instructing to
release the bus; and

the data transfer means transfers a second predetermined
number of data items subsequent to the first predeter-
mined number of data items which have been trans-
Jerred while the bus master is occupying the bus again.
17. A bus master control device according to claim 15,
wherein the bus rvelease instruction means outputs the signal
instructing to release the bus after all the data items to be
transferred have been transferrved.
18. The method of claim 11, wherein said predetermined
number is on the same page as in the page mode of DRAM.
19. A method of transferring data through a bus, said
method comprising the steps of:

continuously occupyving the bus by a first device serving
as a bus master, said first device continuously occupy-
ing the bus for a period of transferring a first prede-
termined number of data items to be transferred;

transferving said first predetermined number of data items
of all data items to be transferrved while the first device
occupies the bus the first predetermined number of data
items being transferred despite a request from a second
device;

determining if the first predetermined number of data
items have been transferred,

negating a rvequest from the first device for bus access so
as to grant the second device bus access, if the first
predetermined number of data items have been trans-

Jferred;

reasserting a vequest for bus access from the first device;
and

repeatedly transferving by said first device additional sets
of a predetermined number of data items while said fivst
device occupies said bus.
20. The method of claim 19, wherein said certain number
is on the same page as in the page mode of DRAM.
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