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1

METHOD FOR PRODUCING A
SYNTHESIZED STEREOSCOPIC IMAGE

Matter enclosed in heavy brackets [ ] appears in the
original patent but forms no part of this reissue specifi-
cation; matter printed in italics indicates the additions
made by reissue.

[RELATIONSHIP TO COPENDING
APPLICATION] RELATED APPLICATIONS

This application [is a continuation-in-part of “METHOD
AND DEVICE FOR STEREOSYNTHESIS,”] claims the
benefit of priority of U.S. Provisional Application Ser. No.:
60/024,900; filed: Aug. 30, 1996 which 1s incorporated

herein by reference.

FIELD OF THE INVENTION

The present invention relates to methods, devices and
display systems for converting source images to synthesized
stereoscopic 1mages and more specifically for forming two
or more 1mages from a source image where at least one
image of the two or more 1mages has been modified relative
to the source image such that synthesized stereoscopic
images are formed.

BACKGROUND OF THE INVENTION

Stereoscoplc imagery for television and computer moni-
tors 1s performed by presenting a different image to each eye
of the observer. Images for each eye may be created and
presented electronically, electrooptically and/or purely opti-
cally such that the human observer percerves a three dimen-
sional 1mage. Using these methods, 1t 1s possible to create
complex three dimensional presentations which may be used
in a wide variety ol applications.

Most systems for producing stereoscopic imagery have
depended on the use of true stereo pairs of 1mages created by
complex and costly optical or computer systems. Although
there have been attempts to convert two dimensional images
to three dimensional 1mages using field delay with image
shifting (e.g. U.S. Pat. No. 5,510,832), such conversions
have not produced three dimensional imagery having sufli-
cient quality. For example, 1t 1s not possible to create a
quality three dimensional 1image of a still image using prior
art methods since field delay may be required. Other trans-
formations of such pairs of 1mages from one encoding
method to another has been also been difficult and costly
because they generally require depth information and com-
putation. Furthermore, it has been necessary to generate
stereo pairs of images using two separate cameras or a single
camera with special lenses. Such arrangements are costly
and dithicult to use.

A need therefore exists for a method and device for
providing stereoscopic 1mages which can be done rapidly
and 1mexpensively. The device and method should also be
able to form the stereoscopic image without substantially
degrading the 1image or color.

SUMMARY OF THE

INVENTION

The present invention relates to methods, logic, data
signals, recorded data, devices and systems for use in
providing a synthesized stereoscopic image from a source
image by forming two or more modified stereo 1mages from
the source 1image where at least one of the modified stereo
images has been modified relative to the source image such
that at least two of the modified stereo images have a
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different spacial appearance than each other. The stereo-
scopic 1image formed may be used 1n a holographic display.

As used herein, “diflerent spacial appearance” refers to a
difference 1n the size and/or orientation of two 1mages and/or
a difference 1n the spacial relationship between elements of
one 1mage and the corresponding elements of the other
image. The different spacial appearance can be perceived
when the two 1mages are displayed and compared. However,
the 1mages with a different spacial appearance can be
expressed as data encoding the images which, when
displayed, have a different spacial appearance. The 1images
can also be expressed as data encoding a source 1mage 1n
combination with one or more algorithms for modifying the
source 1mage and producing two images which have a

different spacial appearance.

As also used herein, “modified stereo 1mages” refers to
the two or more 1mages derived from the source image
where at least one 1mage of the two or more 1mages has been
modified relative to the source image such that at least two
of the two or more 1images have a different spacial appear-
ance. These modifications to the images do not required
knowledge of the relative depts of particular elements of the
image. Modified stereo images can be in the form of two or
more 1mages being displayed as well as data encoding the
two or more 1mages which when displayed would have a
different spacial appearance. Modified stereo 1mages can be
in the form of data encoding a source 1image in combination
with one or more algorithms for modifying the source image
and producing two or more images which have a different
spacial appearance.

A wide vaniety ol modifications may be made to the
source object 1n order to form the modified stereo 1mages.
These modifications may involve modlfymg one or more of
the 1mages formmg the modified stereo 1mages relative to
the source image. For example, at least one 1mage of the
modified stereo i1mages may be magnified, reduced, or
rotated 1 the X, Y and/or Z plane relative to the source
image. Alternatively or in addition, the position of one or
more elements of one of the modified stereo 1mages may
also be changed relative to the source image. Alternatively
or in addition, at least one 1mage of the modified stereo
images may be transformed relative to the source image
using a function which alters the position of elements of the
image along the X or Y axis relative to the source 1image. In
one variation, the function i1s a distorting algorithm, for
example an elliptical or aspheric distorting algorithm.

As used herein, the source image may be any two or three
dimensional 1mage, holographic image or set of two or three
dimensional 1mages. Examples of source images include,
but are not limited to motion picture film, photographs,
computer images, video and tomographic data sets, such as
those derived from MRI or CT data. The source images may
be recorded, for example on VHS video tape, betacam SP or
D1 tape, nonlinear edit system, time base corrector, coms-
puter floppy disc, computer hard drive, RAM, CDROM,
laserdisc and DVD. The source image may also be provided
via a live broadcast, video signals, or generated by a
soltware program. The source image can also be an analog
or digital set of data corresponding to one or more two or
three dimensional 1mages.

In one embodiment of the invention, a method 1s provided
for producing a synthesized stereoscopic image by display-
ing modified stereo images having a different spacial
appearance, and viewing the modified stereo images through
stereo viewing glasses which transmit the spatlally different
images to left and right eyes of the viewer to form a
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synthesized stereoscopic image of the source image, such as
a VR headset. In one variation of this embodiment, an image
display 1s used to transmit the modified stereo 1mages to the
stereo viewing glasses. In a further variation, image signals
encoding the modified stereo 1images are transmitted to the
image display by a device which converts recorded data
encoding the modified stereo 1mages into image signals
which are received by the image display. In yet another
variation, i1mage signals encoding the modified stereo
images are transmitted to the image display by an image
processor which converts a signal encoding the source
image into signals encoding the modified stereo images.
According to this variation, conversion of the signal encod-
ing the source image into the signals encoding the modified
stereo 1mages 1s performed 1n real time. Conversion may
alternatively be delayed. Conversion of the image signals
may be an analog to analog, analog to digital, digital to
digital, digital to analog, and/or 1n combination with optical
to optical signal conversion.

Further, according to this variation, the signal encoding
the source image may include a signal which provides
instructions to the image processor regarding how to convert
the signal encoding the source image into signals encoding,
the modified stereo i1mages. These instructions may be
simultaneously broadcast and may include, for example,
image element by image element instructions or image
frame by 1mage frame 1nstructions.

In another embodiment of the invention, a method 1s
provided for producing a synthesized sterecoscopic image
using stereo viewing glasses which form modified stereo
images. In this embodiment, the method includes displaying
on an 1mage display a source 1image, and viewing the source
image through stereo viewing glasses, the stereo viewing
glasses having left and right lenses, at least one of the lenses
modifying the source image to produce at least two 1mages
having a different spacial appearance (modified stereo
images) when viewed through the lenses. In one variation of
this embodiment, modifying the source image to produce
modified stereo 1images having a difierent spacial appearance
1s performed 1n real time. Alternatively, the modified stereo
images are created and stored prior to being displayed.
Moditying the source image can involve an analog to
analog, analog to digital, digital to digital, digital to analog,
and/or 1n combination with optical to optical signal conver-
S1011.

In another embodiment of the invention, a method 1s
provided for converting a signal encoding a source image
into recorded signals encoding two or more spatially difler-
ent 1mages which form a synthesized stereoscopic 1image of
the source image when displayed in combination. In this
embodiment, the method includes taking a signal encoding
a source 1mage, forming two or more image signals encod-
ing the source 1mage, modilying at least one of the two or
more i1mage signals such that at least two of the image
signals encode 1mages which have a different spacial appear-
ance than each other, and recording signals encoding the
modified stereo 1mages. The signals encoding the modified
stereo 1mages may be recorded on a variety of different
media including, for example magnetic media, VHS video
tape, Betacam SP or D1 tape, nonlinear edit system, frame
store, computer tloppy disc, computer hard drive, RAM,
CDROM, laserdisc, DVD, MPEG and other optical or
digital device. Modilying at least one of the 1image signals
can 1mvolve an analog to analog, analog to digital, digital to
digital, digital to analog, and/or 1n combination with optical
to optical signal conversion.

In another embodiment of the invention, a method 1s
provided for synthesizing a stereoscopic image from a
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source 1mage. According to this embodiment, the method
includes taking a signal encoding a source 1image, forming
two or more image signals encoding the source image,
modifying at least one of the two or more 1mage signals such
that the two or more 1image signals encode at least a pair of
images having a different spacial appearance, displaying on
an 1mage display the spatially different images encoded by
the modified 1mage signals, and viewing the image display
through stereo viewing glasses which transmit the spatially
different images to a left and right eye of the viewer to form
a synthesized stereoscopic image of the source image. In one
variation of this embodiment, modification of the image
signals 1s performed 1n real time. Moditying at least one of
the 1mage signals can involve analog to analog, analog to
digital, digital to digital, digital to analog, and/or 1n combi-
nation with optical to optical signal conversion.

In a varniation of this embodiment, the two or more 1mage
signals encoding the source image includes a signal which
provides 1nstructions to an 1image processor regarding how
to modily at least one of the two or more 1mage signals.
These nstructions may include, for example, image element
by 1mage element instructions or image frame by image
frame 1nstructions. These mstructions can be simultaneously
broadcasted the image signals and can be combined with the
image signals. For example, the mstructions can be embed-
ded into the signal, for example, 1n the vertical sync.

i

T'he present invention also relates to signals encoding two
or more 1mages which have a diflerent spacial appearance
which are derived from the same source image and which,
when viewed 1n combination, form a synthesized stereo-
scopic 1mage of the source image. These signals may be
analog or digital signals. In one vanation, the two or more
images include two 1mages which have a different spacial
appearance than each other. In another variation, the two or
more 1mages include three images which have a different
spacial appearance than each other. These signals may be
transmitted signals or signals which are recorded on a
recording media. In one particular embodiment, these sig-
nals are derived from a computer generated 1mage which has
been modified according to the present invention.

It 1s envisioned that larger bandwidth systems, such as
HDTYV, will be able to transmit and receive separate signals
for each modified 1mage used to form the synthesized
stereoscopic 1mage. Accordingly, the present mnvention 1s
also mtended to be used in combination with such higher
bandwidth systems where two or more signals each encod-
ing a modified stereo 1mage 1s transmitted and/or received.

The present invention also relates to a recording of
synthetic stereoscopic i1mages according to the present
invention. The recording includes a recording medium hav-
ing recorded thereon two or more signals encoding at least
two 1mages having a different spacial appearance which,
when viewed 1n combination, form a synthesized stereo-
scopic image. The recording may encode an analog or digital
signal. Any recording media capable of storing dual image
signals may be used, including, but not limited to VHS video
tape, betacam SP or D1 tape, nonlinear edit system, com-

puter floppy disc, computer hard drive, RAM, CDROM,
laserdisc and DVD.

The present mnvention also relates to an 1mage processor
for converting a signal encoding a source 1image into a signal
encoding a synthesized stercoscopic image. In one
embodiment, the 1image processor includes a signal entry
port for receiving a signal encoding a source 1image, logic for
converting the source 1mage mnto two or more 1mage signals
encoding the source image where at least one of the two or
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more 1mage signals 1s modified such that the image signals
encode two or more images having a different spacial
appearance, and a signal exit port for transmitting the
modified 1mage signals.

The logic may act to convert the source image to the
synthesized stereoscopic image in real or non-real time. The
logic may be programmable or controllable by the user to
form different modified stereo 1images. For example, the user
can program the logic to make certain elements of an image
or certain 1mages appear closer or farther away. Alterna-
tively or 1n addition, the logic may be designed to dynami-

cally control how the 1image processor transforms the source
image based on the source image. This dynamic control may
be on a program by program, 1mage by image or element by
clement basis. For example, the logic may include certain
image element recognition protocols which cause certain
clements to be selectively brought into the foreground or
background when detected. In one embodiment, these pro-
tocols can be used to sense whether an 1mage corresponds to
a close-up or wide-angle perspective so that the image
maybe modified accordingly. The logic may also include
certain movement recognition protocols which detects
movement of certain elements and causes the image to be
modified 1n a particular manner 1n response to the detected
movement. This adaptation 1s particularly useful in pan and
scan applications where it 1s desirable to keep certain 1mage
clements, such as an actor, centered 1n the 1mage.

In a variation of this embodiment, the 1mage processor
also receives one or more signals which accompany the
signal encoding the source image and provides instructions
to the 1mage processor regarding how to modily the source
image. These mstructions may include, for example, image
clement by 1mage element instructions or image frame by
image frame instructions. For example, the instructions may
direct image 1 to be given a first type of modification, image
2 to be given a second type of modification, image 3 to be
given a third type of modification, etc. Each type of modi-
fication may be a global modification for the image or
provide for multiple different modifications for different
clements 1n the 1mage.

The present invention also relates to stereo viewing
glasses for converting a source image mto a synthesized
stereoscopic 1mage. In one embodiment, the stereo viewing
glasses include a first and second lens for receiving the
source 1mage, and an optic associated with at least one of the
first and second lenses which modifies the spacial appear-
ance of the source image such that the pair of lenses provide
a pair of images having a different spacial appearance which,
when viewed i combination, form a synthesized stereo-
scopic 1mage. The stereo viewing glasses can include only
optics, the images being formed by a separate image display.
Alternatively, the stereo viewing glasses can include one or
more 1mage displays. These stereo viewing glasses can also
incorporate existing optical techniques which have been
used to create stereo etlects.

In conjunction with forming synthesized stereoscopic
images, the various embodiments of the present mmvention
can be employed 1n a variety of applications where 1t 1s
desirable to create a three dimensional depiction. For
example, the present invention can be used to transiorm
images formed 1n existing computer programs into stereo-
scopic 1mages. Accordingly, the present invention can be
used to enhance the appearance of cascaded windows being
stacked over each other. Different windows can also be made
to appear closer or farther from the observer.

The various embodiments of the present invention can
also be employed in combinations with known pan and scan
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techniques to enhance the eflectiveness of three dimensional
imaging. For example, motion and depth can be introduced
into a still picture by panning across the still picture.
Meanwhile, depth can be introduced by modifying the
panned 1mage according the present invention. In
combination, the modified, panned stereoscopic 1image has a
significantly greater three dimensional appearance.

Another application of the present invention 1s 1n the area
of medical tomography such as MRI and CT scans where a
series ol 1mages are taken at different known depths. By
distorting each image according to its known depth, the
series of two dimensional 1images can be converted into a
series of three dimensional 1mages which more accurately
reflect the tomography of the imaged body location. In
addition to creating a three dimensional 1mage based on an
overlay of a set of two dimensional 1mages, a sense of depth
can be exaggerated in each two dimensional image, thus
making it easier to distinguish elements 1n each 1mage.

The present mvention can also be used 1 medical endo-
scopy where two dimensional 1images taken from an endo-
scope are converted into three dimensional 1images by dis-
torting the two dimensional image provided by the
endoscope. By providing a stereoscopic endoscopic image

as opposed to a two dimensional endoscopic 1mage, the
doctor 1s better able to determine the relative position of
different objects 1n the field of view of the endoscope.

The present mvention can also be used 1n combination
with quicktime wvirtual reality applications where three
dimension 1maging 1s introduced into or enhanced in such
applications.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1A-1I illustrate a series stereo pairs where at least
the right image has been modified 1n a different manner than
the left 1mage.

FIG. 1A 1llustrates a reduced right image.
FIG. 1B 1illustrates a magnified right 1mage.

FIG. 1C illustrates a rotated right image.

FIG. 1D illustrates a right image which 1s skewed along
the X axis as a function of the Y axis.

FIG. 1E illustrates a right image which 1s parabolically
skewed along the X axis as a function of the Y axis.

FIG. 1F 1illustrates a right image which has a spherical
distortion in causing the center of the image to appear at a
different position 1n the Z axis relative to the X-Y plane.

FIG. 1G illustrates a portion of the right image being
magnified.

FIG. 1H illustrates a center portion of the right image
being magnified.

FIG. 11 illustrates a portion of the left image being

magnified and a center portion of the right image being
reduced.

FIG. 2 illustrates a typical stereoscopic display system.

FIG. 3A 1s a timing diagram showing the transmission of
left and right images to the eyes of a user of a time sequential
stereoscopic system.

FIG. 3B illustrates an over-under format for displaying
modified stereo 1mages.

FIG. 3C illustrates a time sequence of a series of over-
under 1image frames as i FIG. 3B where either a first or
second 1mage 1s displayed in each image frame.

FIG. 4 shows the effect of optical lenses used 1n one
embodiment of the invention.

FIG. 5 illustrates a generalization of a system for produc-
ing synthesized stereoscopic images.
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FIGS. 6 A—6G represent particular embodiments of the
system 1llustrated with regard to FIG. S.

FIG. 7A illustrates a set of tomographic images.

FIG. 7B illustrates a set of stereo pairs of the tomographic
images 1llustrated 1in FIG. 7A.

FIG. 7C 1llustrates a set of stereo pairs of the tomographic
images 1llustrated 1n FIG. 7A where particular images 1n the
set ol tomographic 1mages are modified relative to each
other to provide an improved sterecoscopic description of
those particular 1mages 1n the set.

FIG. 8A illustrates a set of bowling pins.

FIGS. 8B-8E 1llustrate a series of two-dimensional tomo-
graphic images of the set of bowling pins where each 1mage
shows a different row of pins.

FIG. 8F 1llustrates a stereoscopic image of the bowling
pins created from the tomographic images illustrated in

FIGS. 8B-8E.

FIG. 8G illustrates a top down view of the image illus-
trated 1n FIG. 8F.

FIG. 8H illustrates the set of bowling pins 1llustrated in
FIG. 8A and a second viewing axis.

FIGS. 81-8L illustrates a series of two-dimensional tomo-
graphic 1mages of the set of bowling pins taken along the
second viewing axis.

FIG. 8M 1illustrates a stereoscopic image of the bowling
pins created from the tomographic images illustrated in

FIGS. 81-8L.

FIG. 8N illustrates a top down view of the image illus-
trated 1n FIG. 8M.

FI1G. 9 illustrates different 1images on a computer monitor
where each 1image has a user selectable three dimensional
appearance.

e

FIG. 10 illustrates examples of different pairs ol wire
meshes which can be generated by moditying the wire frame
mesh illustrated in the figure as the initial wire mesh.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

The present invention relates to the discovery that the
mind perceives two or more spatially different versions of
the same i1mage presented to the left and rnight eye as a
synthesized stereoscopic image, 1.€., as a three dimensional
image. The present invention exploits this realization
through methods, logic, data signals, recorded data, devices
and stereoscopic 1maging systems which convert a source
image 1nto a synthesized stereoscopic image by forming two
or more 1mages from the source image and modilying at
least one of those 1images relative to the source 1image such
that at least two of the images do not have the same spacial
appearance as each other with or without regard to their
distance.

In previous stereoscopic systems, synthesized stereo-
scopic 1mages have been created using image shifting in
combination with time delay, 1.e., by controlling the time at
which a same 1mage 1s provided to the left and right eye of
a viewer. An example of a time delay stereoscopic system 1s
described 1n U.S. Pat. No. 5,510,832 which 1s imncorporated
herein by reference. By contrast to time delay based stereo-
scopic systems, the present invention creates synthesized
stereoscopic 1mages by forming two or more 1images which
have a different spacial appearance. The use of images with
a different spacial appearance according to the present
invention can be done 1 combination with time delay or
independent of time delay or motion.
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Stereoscopic 1mages have also been formed previously
with the use of computers which calculate how the left and
right eyes of a viewer would perceive each element of an
image given the relative position of the left and right eyes to
cach element. The amount of computation required by this
approach significantly limits its practicality for real time
conversion ol source i1mages to sterecoscopic images. In
addition, 1t 1s necessary to know in advance the true depth
of each element in the 1image at a given time in order to do
the computation. By contrast, stereoscopic images are
formed according to the present invention by modifying the
source 1mage without regard to simulating how each element
of the source image would appear to the left and right eyes
of the user 1f those elements were actually being seen by the
user. Instead, elements of the source object or the entire
source object are modified by an algorithm which causes the
clement or entire 1mage to appear at a certain distance 1n the
resultant stereoscopic 1image. By avoiding the need to pre-
cisely calculate how each element of the source object
would appear to the left and right eyes of the user, the
computational demands mvolved in the present mmvention
are significantly reduced as compared to computer generated
stereoscopic 1mages. The reduced computational demands
involved 1n the present invention enable stereoscopic images
to be generated according to the present invention in real
time. In 1nstances where the relative depth of elements 1n an
image are known, the present invention can modily these
images to simulate the known depth without having to
precisely calculate how each pixel of the image should
appear 1n order to simulate depth.

Two or more 1images with different spacial appearances
can be formed by magnifving, reducing, stretching (X axis
or Y axis) rotating (X-Y plane) and/or tilting (rotating in X-Z
and/or Y-Z planes) one or more of the images. A difierent
spacial appearance can also be formed by modifying the
relative position of elements 1 all or a portion of one or
more of the images.

In one embodiment, modified stereo 1images are formed
by taking a source 1mage, forming two or more 1images from
the source 1mage, and transforming at least one of the two
or more i1mages using a function (1(x,y)) which alters the
position along the X and/or Y axis of all or some of the
objects appearing in the source image. The function may
also serve to alter the 1mage on a line by line basis when
different functions can be used in different lines. Examples
of transforming functions include distorting algorithms such
as elliptical and aspheric algorithms, enlargements or ofl-
sets. In a preferred embodiment, the function 1s a non-linear
distortion along the X and/or Y axes.

Any combination of the above modifications may be
made on all or any portion of the right and/or left eye image
in all or only some of the fields. More than one modification
can also be made to the same 1mage. In the case of
stereoscopic 1maging 1nvolving multiple frames (e.g.,
video), all or some of the multiple frames may have modi-
fied stereo pairs.

In embodiments where the present immvention 1s used to
generate three dimensional stereo graphics of a computer
image, the modified stereo 1images may be formed by taking
a source 1mage and mapping the source image onto a wire
mesh and distorting the image according to a function, such
as those described herein and illustrated with regard to

FIGS. TA-L.

FIGS. 1A-I 1illustrate a series of modified stereo 1mage
pairs where at least the right eye 1mage has been modified
relative to the source image, illustrated as a uniform hori-
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zontally and vertically orniented grid. Although pairs of
images are illustrated, 1t should be noted that sets of three or
more 1images can also be formed.

FIG. 1A illustrates a reduced right eye image. FIG. 1B
illustrates a magnified right eye image. FIG. 1C 1llustrates a
rotated right eye image. FIG. 1D illustrates a right eye image
which 1s skewed along the X axis as a function of the Y axis.
FIG. 1E 1llustrates a right eye image which 1s parabolically
skewed along the X axis as a function of the Y axis. FIG. 1F
illustrates a right eye image which has a spherical distortion
in causing the center of the image to appear at a different
position 1n the 7 axis relative to the X-Y plane. FIG. 1G
illustrates a right eye 1mage where a portion of the image has
been magnified. FIG. 1H illustrates a right eye image where
the center of the image has been magnified. FIG. 11 Illus-
trates a left eye image with a magnified center portion and
a right eye 1mage with a reduced center portion. FIGS. 1A
are 1mtended to be illustrative of the various modifications
which can be made to the source image in order to form
modified stereo 1mage pairs and are not intended to be
exhaustive. These and other modifications to a source 1mage
to produce modified stereo 1mage pairs can be created by a
variety of digital or optical devices 1n real or non-real time
without departing from the scope of the present mnvention.

In one particular embodiment, a pair of modified 1images
are tilted or rotated 1n the X and/or Y and/or Z plane 10
percent or less relative to the other image. In another
particular embodiment, a pair of modified images are mag-
nified or reduced 10 percent or less relative to each other. In
yet another particular embodiment, one of a pair of modified
images 15 delayed one field or less relative to the other eye
image. In all of the above embodiments, a convincing depth
synthesis of these modified stereo 1mage pairs occurs.

One example of a preferred transformation 1s the simul-
taneous warps of FIGS. 1B, 1F and 1H with 1 field or frame
delay, horizontal off:

set of 3% and multiple target tracking
with motion detection determining the direction of delay
(1.e., on field 1 or 2), a 3% magnification of one 1mage with
the 1mage mapped on a sphere twice the diameter of the
screen with 1ts axis displaced 2/3 up the height of the screen

and with these ellects oscillating from right to left eye image
at 10 Hz.

Careful adjustment of all parameters of the video signal
(or photographic, printed or film or computer 1mage) as well
as minimizing ol parallax 1s necessary for good depth,
mimmal ghosting and comiortable viewing.

With ordinary stereo 1maging, 1t 1s necessary to present
the right eye image only to the right eye and the left eye
image only to the left eye. If this 1s not done, confusing
pseudoscopic images which cause eyestrain result. A unique
teature of the present invention 1s that it 1s possible 1n some
cases to present either image to either eye without pseudo-
scopy. This 1s made possible by the fact that the differences
in the two or more 1images are created by modifying one or
more of the 1mages relative to a source 1image as opposed to
relying on the relative spatial positions of the 1images at the
time of photography or videography in order to cause the
sensation of depth. Consequently, though FIG. 3A for
example shows all the transforms being performed on one
side, channel or element, 1n fact both sides, channels or
clements may perform the same or different transforms to
different degrees and such transforms or degrees may
change over time in order to obtain maximum effect with
mimmum discomiort for the viewer.

Atypical stereoscopic display system 1s illustrated 1in FIG.
2. The system includes an image source 12, an image

10

15

20

25

30

35

40

45

50

55

60

65

10

processor 14, an i1mage display 16, and stereco viewing
glasses 18. According to the present invention, the stereo-
scopic display system produces modified stereo images by
taking a source 1mage and forming a two or more 1mages
where at least one 1mage has been modified relative to the
source 1mage and relative to the other images of the modified
stereo 1mages.

The formation of modified stereo 1mages can be per-
formed by several different components of a stereoscopic
display system. For example, the image source 12 can
provide 1mage data corresponding to modified stereo
images. Alternatively, the image processor 14 can receive
image data from the 1image source 12 and convert the image
data 1into modified stereo 1images according to the present
invention. In this variation, the image data can also include
instructions regarding how to modity the source image, for
example, element by element or image by i1mage.
Alternatively, optics may be positioned between the image
display and the user which convert images formed by the
image display 16 into modified stereo images. For example,
the lenses of stereo viewing glasses 18 may each receive the
same 1mage from the image display 16 and convert the
image mto modified stereo 1mages according to the present
invention. The stereo viewing glasses may optionally
include the image display 16.

It 1s intended for the present invention to encompass
image sources which provide image data encoding for
modified stereo images according to the present invention as
well as mstrumentation for producing image data encoding
for modified stereco images. The present invention also
encompasses i1mage processors which convert data for
source 1mages mnto 1image signals for modified stereo 1mages
according to the present invention. The present immvention
also encompasses optics which may be used to optically
convert images produced by an 1image display into modified
stereo 1mages according to the present invention.

The present mvention 1s also intended to encompass
stereoscopic 1maging systems which include an image
source, 1mage processor and/or optics which produce modi-
fied stereo 1mages according to the present invention. In this
regard, components of the system which are not being used
to modily a source 1mage to produce modified stereo 1image
pairs may be standard equipment which 1s currently used in
existing stereoscopic 1maging systems.

The present invention 1s also imntended to encompass
methods employed by the above components of a stereo-
scopic imaging system for producing modified stereo 1images
according to the present invention.

A significant advantage of the methods, devices and
stereoscopic 1maging systems of the present invention 1s
their ability to convert existing two dimensional and three
dimensional motion picture films, photos, computer 1mages,
videos and single cameras with ordinary lenses 1nto a variety
ol stereo formats 1n real time or nonreal time. In the case of
real time conversions, the methods and devices of the
present invention may be used to convert unrecorded 1mage
signals, for example from a live broadcasts, video signals
received via antenna or cable, or images from a computer
program 1nto a stereoscopic rendering of the program 1n full
color and 1n real time.

A turther advantage of the present invention 1s the ability
to convert the source images 1nto a series of different
stereoscopic 1mages based on the way 1n which the stereo
images are modified relative to each other. Hence, the
methods, devices and systems of the present invention are

* [

designed to be programmable to provide a series of different
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visual eflects. In addition to the general solidizing or round-
ness of objects, one can make objects protrude from the
screen and when combined with target acquisition and
tracking performed on the same machine simultaneously
with the other image manipulations described here, this
stereosynthesis can be very sophisticated, real time and
automatic. An object may be made to appear to recede into
the background as it moves or becomes smaller. Further,
artificial movement of an 1image, 1.e. movement that occurs
in the modified images but not in the source image, can be
created by selecting a series of modification which mtroduce
the sense of motion. Some elements 1n an 1mage can be made
to appear closer while other elements appear farther away.
One can also detect foreground objects based on size or
speed of motion and then magnify, delay, spherically warp
or otherwise manipulate them selectively 1n real time auto-
matically or for best effects, nonrealtime with more sophis-
ticated algorithms or with human intervention using known
means such as digitizing tablets and the like. It 1s also
possible by these automatic means or with user intervention
to select people or other objects by combining image acqui-
sition with speech detection to create various types of games
or contests from ordinary or specially encoded broadcast or
prerecorded video.

A Turther advantage of the present invention 1s the limited
computation that 1s required to convert the source 1mages to
stereoscopic 1mages. Stereoscopic images have previously
been formed by calculating how the left and right eyes of a
viewer would perceive each element of an 1mage given the
relative position of the left and right eyes to each element.
The amount of computation required by this approach
significantly limits 1ts practicality for real time conversion of
the source 1mages to stereoscopic i1mages. By contrast,
stereoscopic 1mages are formed according to the present
invention without regard to simulating how each element of
the source 1mage would appear to the left and right eyes of
the user 1 those elements were actually being seen by the
user. As a result, the computational demands involved 1n the
present mvention are significantly reduced as compared to
computer generated stercoscopic images and thus can be
generated 1n real time.

A Turther advantage of the present invention is the ability
of the methods, devices and systems to convert the source
images into three dimensional 1images 1n a single step. In this
regard, aside from the component or components which are
being used to form the pair of modified stereo images, the
methods and devices of the present mmvention may be used
with standard equipment. For example, except where modi-
fied stereo 1mages are converted by the image viewer, full
color stereoscopic 1mages are viewable with inexpensive
dual filter glasses (amaglyph glasses), LCD shutter glasses
or other devices known in the art for controlled 1mage
transmission to the left and right eyes of the observer. Also,
ordinary analog or digital video and/or computer hardware
and/or soltware can be used.

A further advantage of the present invention 1s the color
quality of the stereoscopic images produced. Because the
conversion of source images to three dimensional 1mages
according to the present mvention does not involve modi-
tying the color of the source 1images, high quality full color
stereoscopic 1mages can be produced.

1. Image Source

In general, the 1image source 12 may be any recorded
media, an 1mage signal transmitter or data set which pro-
vides 1image data to the image processor 14. Examples of
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sources ol recorded source images which can be readily
converted into three dimensional images by the present
invention include two dimensional and three dimensional
motion picture films, photographs, computer images, and
videos. In one particular example, the 1mages are 1mages
generated by computer software. These 1image sources may
be 1n a digital or analog format or 1n a real image format.
Examples of recorded formats include, but are not limited to,
videotape, magnetic media such as floppy discs, digital
recorded media such as digital memory, digital tape, com-
pact discs, DVD and the like. Examples of image transmit-
ters 1nclude broadcast antenna, cable, fiber and satellite.

According to the present invention, the image source may
be a standard image source which provides image data
encoding standard two dimensional source images which are
later processed by a component of a system according to the
present invention to form modified stereo 1mage pairs.

When the mmage source 1s an unmodified 1mage as
opposed to a modified stereo 1mage, the image source may
include a signal which provides instructions to an image
processor regarding how to convert the signal encoding the
source 1mage to signals encoding the modified stereo
images. These instructions may include, for example, 1mage
clement by 1mage element instructions or 1image frame by
image frame instructions.

Alternatively, the 1mage source may include 1mage data
creating modified stereo 1images. In this embodiment, the
image source provides image data to the image processor
corresponding to modified stereo 1mages. The 1image pro-
cessor receives the immage data for the modified stereo
images. This embodiment 1s a non-real time embodiment of
the invention i the sense that the conversion of source
images to modified stereo 1mages 1s not being performed 1n
real time by the system.

r

T'his embodiment of the mnvention enables standard video
recording media (video tape, laser disc, DVD) to be used to
store data encoding the stereoscopic images used in the
present invention. By storing the data as opposed to con-
verting source 1images to modified stereo 1images 1n real time,
the processing speed requirements of the stereoscopic 1mag-
ing system 1s greatly reduced.

In embodiments where the image source provides 1image
data encoding modified stereco images, the 1mage data 1s
preferably provided in an over/under or left/right format
where two of the modified stereo 1images are placed on the
same frame. In this format, a first image 21 from a set of
modified stereo 1mages 1s taken and condensed 1nto an upper
portion (or left portion) of an 1image frame. Meanwhile, a
second 1mage 23 from the set of modified stereo 1mages 1s
condensed 1nto a lower portion (or right portion) of the same
image frame, as 1llustrated 1n FIG. 3B. The first and second
images 21, 23, although each being placed in only a portion
of the 1image frame, are preferably non-iterlaced images
containing all the image data for the image. By contrast, the
use of interlaced field images causes hallf the amount of
image information to be stored per image frame.

FIG. 3C 1illustrates a time sequence of a series ol over-
under 1mage frames as in FIG. 3B where either a first or
second 1mage 21, 23 1s displayed in each image frame.
Either the first or second 1image or the over-under 1image can
be displayed from each image frame at a given time.
Accordingly, you can have any combination of first (1) and
second (2) mmages displayed 1n time sequence, (e.g.,
12121212 or 11221122 or 111222 or 112112 or 111112,
etc.). This approach provides the system of the present
invention with significantly greater tlexibility for producing
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visual eflects based on displaying different combinations of
first and second 1mages. For example, this approach can be
used to create certain visual effects, such as the movement
ol an 1image element laterally across the screen. By control-
ling whether an 1mage element 1s shown to the left or right
eye, the appearance ol movement by the image clement
laterally across the 1mage can be created or enhanced.

The use of an over/under or left/right format has further
advantage of enabling different visual eflects to be per-
formed. For example, line averaging between two left or two
right eye frames can be performed.

In one embodiment, computer software 1s used as
described 1n “UNIVERSAL STEREOSCOPIC

INTERFACE,” U.S. Provisional Application Ser. No.:
60/013,738; ﬁled Mar. 20, 1996; and “UNIVERSAL STE-
REOSCOPIC INTERFACE,” U.S. application Ser. No.:
08/280,570; filed: Mar. 19, 1997, each of which are incor-
porated herein by reference. This computer software enables
one to distinguish between and selectively display different
images of a pair of 1mmages presented 1 an over/under
tormat. This software 1s usetul for increasing the range of
display formats which can be used with the modified stereo
image pairs used in the present invention.

2. Image Processor and Image Display

In general, the 1mage processor 14 receives image data via
a signal entry port 15. The image processor 14 includes logic
for converting the 1mage data into 1mage signals encoding
the source 1mage and for modifying at least one of the image
signals such that the image signals encode images having a
different spacial appearance. The 1mage processor also
includes a signal exit port 17 for transmitting the modified
first and second 1mage signals to an 1mage display 16 which
displays real images corresponding to the modified image
signals. Examples of image displays include, but are not
limited to, screens associated with projection systems,
televisions, CRT screens, VR or holography.

Standard 1mage displays such as television sets have a
refresh rate of 15.25 KHz which 1s above the frequency at
which the human eye can perceive individual images. As a
result, the 1mage displays appear to present a continuous
image. Presenting alternating left and right eye images
cllectively causes an image display to have an eflective
refresh rate that 1s half the normal refresh rate of that display.
If the refresh rate falls below the frequency at which the
human eye can perceive images, the mind perceives the
display as flickering which can cause eye strain and head-
aches. In order to eliminate this effect, it 1s preferred to
increase the rate at which lines or entire 1mages are pre-
sented. This can be done by line doubling, frequency dou-
bling or frame multiplication techniques which can be
performed before or after the source image 1s modified.

In the embodiment described in Section 1, the image
processor receives 1mage data from an 1mage source corre-
sponding to modified stereo 1mage. Alternatively, the image
processor can receive 1image data from an image source
corresponding to a source image and produce an image
signal for the source 1mage.

In a particular embodiment of the invention, the 1mage
processor converts 1mage data from an 1mage source encod-
ing a standard source image into image signals encoding
modified stereo images. In this embodiment, the image
processor takes image data from the image source and forms
signals for images where at least one of the images has been
modified relative to the source 1image such that the modified
images do not have the same spacial appearance. Processing
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of the image data from the 1image source into modified stereo
images may be done 1n real time or not 1n real time by the
image processor and recorded. The signals inputted into the
image processor and outputted by the image processor may
be analog or digital signals.

In a preferred embodiment, the image processor includes
logic for performing multiple different transformations of a
source 1mage to produce diflerent modified stereo 1mages
based on a source image. The diflerent modified stereo
images are produced by different transformations of the
source 1mage to create diflerent visual effects. For example,
certain transformations increase or decrease the depth of
field or field of view provided.

The different transformation performed by the i1mage
processor may be selectable by the observer, thereby pro-
viding the observer with control over the visual eflects
produced. For example, the user can select transformations
which cause certain elements of an 1image to appear closer or
tarther away relative to their appearance 1n a source 1mage.
The user can also select among different transformations
which mtroduce different degrees of spatially transforma-
tions to increase or decrease the disparity perceived between
close and distant elements in the same 1image. In this regard,
the observer can design the appearance of the resulting
stereoscopic 1mages The ability of an observer to customize
the stereoscopic 1magery produced 1s an 1mp0rtant feature of
the present invention since how stereoscopic images are

percerved varies from person to person.

The 1mage processor can include logic which controls
how the 1image processor transforms the source image based
on the source image. This logic can correspond to software
or a computer chip encoding the logic. The logic can be used
to enable the 1image processor to dynamically adjust itself to
optimize the stereoscopic appearance of diflerent images or
clements 1n 1mages. For example, the logic can be used to
detect motion in the source 1mage and modily the source
image to make the images appear closer or farther away
based on the motion detected. The logic can also be used for
special eflects to create the appearance of motion of ele-
ments of the image which are stationary 1n the source image.

The logic of the image processor can also be used as an
editing tool to make certain objects appear closer or farther
away. The ability to magnily or reduce the appearance of
clements within an 1mage 1s an important application of the
present mvention in conjunction with film editing, such as
pan and scan. This type of editing tool 1s also useful in
conjunction allowing an observer to customize the appear-
ance of a stereoscopic 1mage, for example by allowing an
observer to select which images or elements of an 1mage to
magnify, reduce or distort. Another application of this edit-
ing tool 1s 1n the computer software arena where an observer
selects which elements of a stationary computer generated
image the observer wishes to bring into the foreground or the
background.

For optimal depth with minimal eyestrain, 1t 1s desirable
to carefully adjust the eflects on each shot of a program and
to have them vary timewise. It 1s also desirable to design the
image processor to permit the user to control which image
transformation 1s performed. For instance, the entire right
cye Irame or parts of a frame may be delayed one field,
magnified 5 percent and horizontally shifted 7 percent while
the right haltf of the image 1s tilted back 1n the Z axis 6
percent, an object mn the middle convexly projected on a
spherical surface of diameter 3 times the screen height,
while the left eye 1image may be untransformed or have an
object 1n 1ts center magnified 8 percent, the left half given
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vertical rugose transforms, the top half concavely projected
on a dodecahedron with smallest 4 times the screen width
etc. These transforms could change in kind and vary in
degree and from one eye’s field to the other either slowly or

as rapidly as every field with all these parameters prepro-
grammed or under user control.

Conversion of 1mage data encoding a source 1mage to an
image signal encoding modified stereo 1mages can be per-
formed formed 1n real time by analog and/or digital devices
or by computer soitware. Conversion could also be done
with a single video stream from digital or analog source or
from dual streams. In cases where field delay or field
advancement 1s desired, this could be introduced by running
two copies of the same tape, disc or digital source one or
more fields out of sync or by picking fields as desired from
an analog or digital store 1n real or nonreal time. Common
examples of such sources and stores are betacam SP or D1

tapes, nonlinear edit systems, frame store, computer hard
drives and RAM, CDROM, laserdisc and DVD.

With advanced hardware and/or software and especially
with non-real time systems, with human operator input or
with automatic 1mage segmentation and pattern recognition
techniques known 1n the art, parts of the source image can
be designated for particular transforms and followed from
frame to frame by the program. For imnstance, a human figure
can be 1dentified, given a five percent convex transform and
one field delay 1n the left eye until 1t disappeared from the
scene or the scene changed. Parts of the image can be
transformed 1n this manner and composited and recompos-
ited into the image.

Delays or advancement of one or more field or parts of
fields can be part of the synthesized difference between the
images presented to the two eyes. Ideally, the delay will be
one field or less and will depend on the direction and speed
of motion. With most sequences of moving images, such
delay introduces spurious vertical parallax and pseudoscopic
imagery which looks odd and creates eyestrain. Non-real
time shot to shot editing 1s essential for use of delay and 1s
desirable for all the other image transforms as well. For
many sequences, no delay will give the best results. Delay
can be applied to only part of the field instead of or in
addition to the whole field.

3. Stereo Viewing Glasses

The stereo viewing glasses 18 operate in combination
with the image display 16 to coordinate what 1mages are
provided to the left and night eyes 22, 24 of the observer 20.
By controlling which images are provided to the left and
right eyes and/or the timing of when those images are
provided, an impression of a three dimensional 1mage can be
created from a pair of two dimensional images. For example,
FIG. 3A illustrates an 1image display 16 for use with flicker
glasses to control what 1images are observed by the left and
right eyes of the observer. As illustrated, when a left image
28 15 presented, the left lens 29 of the stereo viewing glasses
18 transmits the left image while the right lens 31 blocks or
absorbs the left image 28. This allows the left eye of the
observer to see the leit image 28, while the right eye does not
see the left image 28. When the right 1mage 30 1s presented,
the lens transmissions are reversed so that the right eye sees
the right image and the left eye does not see the leit image.
By alternating between the left and right 1mage, the observ-
er’s brain receives both images and synthesizes the two
images 1nto a single image which the brain interprets as
having depth.

The stereo viewing glasses 18 may have optical, elec-
trooptic or mechanical lenses. In one preferred embodiment,
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cach lens 1s activated electronically to block the light
reaching the eyes alternately. The glasses may be gelatin,
glass, dichroic polarized, anaglyphic, or holographic filters
or optical or electrooptic and need only have appropnate
optical characteristics.

Although the invention 1s described primarily with regard
to filter or shutter glasses, any other display modality may be
used such as displaying right and left stereo pairs 1n frame,
field, line or pixel sequential form or as simultaneous pairs
for sterecoscopic or autostercoscopic viewing. In one
embodiment of the present invention, the images are pre-
sented autostereoscopically by known means without the use
of stereo viewing glasses. For example, the stereo viewing
glasses can have polarized lens. Then, by controlling the
polarization of the light, different images can be directed to
the left and night eyes. Alternatively, the stereo viewing
glasses can have red/green and blue filters on the left and
right eyes respectively. Then, by transmitting one 1mage in
red and green light and the other image in blue light,
different images can be selectively transmitted to the left and
right eyes of the observer. Other mechanisms for presenting
different 1mages to the left and right eyes of the observer that
are known 1n the art or later developed and are intended to
be used 1n the present ivention.

In another embodiment of the invention, modified 1mage
pairs may be formed by optics positioned between the image
display and the observer which selectively modity left or
right eye mmages produced by the mmage display. For
example, the 1mage display or the stereo viewing glasses
may include optics which modify a source object produced
by the image display such that modified pairs of left and
right eye 1images are produced. FIG. 4 shows the effect of
one type of lens used 1n accordance with the present inven-
tion. In this embodiment, the left eye lens 48 does not
transform the image produced by the image display.
Meanwhile, the right eye lens 50 modifies the right eye
image according to the present invention. The brain com-
bines the left and right images to produce a single 1mage
which 1s perceived as having depth. In this simplest case,
there 1s no electronic processing of the two dimensional
image and the glasses are composed of optical elements
which distort or transform the image differently for each eye
such that the viewer obtains a sensation of depth.

4. Systems for Forming Synthesized Stereoscopic
Images

The following example describes different systems for
forming synthesized stereoscopic images. FIG. 5 illustrates
a generalization of the overall system. FIGS. 6 A—6G repre-
sent particular embodiments of the system 1llustrated with
regard to FIG. 5.

As 1llustrated 1n FIG. 5, A represents a two dimensional
data set of a source 1mage. The data set can be an analog or
digital data set. The data set 1s copied by device B which can
be an optical image duplicator or signal distribution ampli-
fier. Signals C and C' represent at least two copies of the data
set encoding the source image which are conveyed to
separate sets of 1mage processors, represented as processors
D, E and F and D', E' and F'. A greater or lesser number of
image processors can be used than are 1llustrated. The data
sets encoding the source 1image are spatially altered by the
processors according to one or more functions for modifying
the 1mage, such as the functions that have been described
herein. The signals from the processors can be resent
through the different processors as many times as desired, as
illustrated by long arrows 81.
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Device K controls the qualities of the spatial distortions
introduced into the image signals M, M' by the processors,
turther modifications of the 1mage signals M, M' by devices
G and (', and/or the signals N, N' that are sent to 1mage
display devices H, H'. Devices G and G' may perform a
variety of functions including, for example, frequency dou-
bling or other modifications which provide 1mage enhance-
ment. Device J represents the different techniques for com-
bining two or more 1mages to produce stereoscopic 1mages
including, for example, sequential and optical field
multiplexing, such as shutter glasses or polarized lenses.
Device I can also represent a device for recording the image

signals as digital or analog data sets.

FIG. 6A 1llustrates an embodiment of the system illus-
trated 1in FIG. 5 where A represents any video signal source
including for example, a camera, VCR, broadcast signal or
DVD. Device B represents a signal distribution amplifier.
Image processing in this system 1s performed by a dual
channel video effects device (DVE) D, D' which 1s con-
trolled by controller K. In this embodiment, image display
devices H, H' are virtually reality (VR) glasses with dual
video displays, one for each eye.

FIG. 6B 1llustrates an alternate embodiment of the system
illustrated 1n FIG. 5 where A represents any video signal
source and device B represents a signal distribution ampli-
fier. Image processing 1n this system 1s performed by a single
DVE D which 1s controlled by controller K. An optional
second DVE D' 1s also 1llustrated which can optionally alter
image signal N' relative to the source image. In this
embodiment, image display devices H, H' are virtual reality
(VR) glasses with dual video displays, one for each eye.

FIG. 6C illustrates another alternate embodiment of the
system 1llustrated 1in FIG. 5 where A represents any video
signal source and device B represents a signal distribution
amplifier. Image processing in this system i1s performed by
DVE D, D' which i1s controlled by controller K. In this
embodiment, a multiplexer G field sequentially multiplex
signals M and M'. The multiplexed image signals M and M’
are displayed on video display H (e.g., a TV or computer
monitor). Shutter glasses J combine the multiplexed 1images
displayed on video display H. J can alternatively be polar-
1zed lenses where the video display H displays multiplexed
images formed of light with different polarizations.

FIG. 6D illustrates another alternate embodiment of the
system 1illustrated in FIG. 5 where A represents any video
signal source, device B represents a signal distribution
amplifier, D, D' represent an DVE 1mage processor and K
represents a controller. In this embodiment, a multiplexer G1
field sequentially multiplexes signals M and M' while line
doubler G2 increases the refresh rate at which 1mages are
displayed on video display H. Line doubler G2 can also
include the functionality of a picture enhancer for providing
edge 1mprovement. Shutter glasses J combine the multi-
plexed 1mages displayed on video display H.

FIG. 6F illustrates a variation of FIG. 6D where the
system further includes a motion detector P which detects
motion of elements of an 1mage, ¢.g., whether a camera 1s
panning from right to left, left to night, up, down, etc. Device
P can alternately be used to detect whether a particular image
clement 1s close or distant 1 order to determine what
transiformation to use. Based on the type of motion detected
by motion detector P, the controller K determines which
image (encoded by M and M'") to display first. When the
multiplexer G1 1s used to combine the images encoded by M
and M' in an over-under format, motion detector P can also
by used to determine which image (encoded by M and M')
the display H should display first.
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The motion detector P can also be used to detect motion
in an 1image, the detection of which 1s used by the controller
K to direct the processor D, D' to modily the image signals
to show that an element of an 1mage 1s moving 1n a particular
direction. For example, the detection of an element moving
toward the screen can be used by the controller to direct the
processor to modily the images to make the element appear
closer 1n the stereoscopic image, thereby enhancing the

[

stereoscopic eflect.

FIG. 6F 1llustrates an alternate variation of FIG. 6D where
the system further includes a motion detector P which 1s only
connected to the multiplexer. In this embodiment, the
motion detector P 1s used to detect motion of elements in an
image, ¢.g., whether a camera 1s panning from right to left,
left to right, up, down, etc, and uses this information to
determine which 1mage (encoded by M and M') the image
display H should display first. When the multiplexer G1 1s
used to combine the images encoded by M and M' 1n an
over-under format, motion detector P can also be used to

determine which 1mage (encoded by M and M') the display
H should display first.

6. Stereographic Imaging of Sets of Tomographic
Images

The following example 1llustrates the modification of a set
of tomographic 1mages to provide improved stereographic
imaging of the set of tomographic images. In this example,
a set of tomographic images, illustrated 1n FIG. 7A 1s taken
and converted into stereo pairs of the tomographic images,
illustrated in FIG. 7B, where the pair of images formed of
cach slice has a diflerent spacial appearance relative to each
other. As 1llustrated in FIG. 7C, only particular images of the
set ol tomographic 1images are modified relative to each
other to provide an improved stereoscopic depiction of those
particular images 1n the set.

7. Tomographic Imaging Application

The following example describes a tomography applica-
tion for the devices and methods of the present invention for
generating a synthesized stereoscopic image from a two
dimensional source image. F1G. 8 A 1llustrates a three dimen-
sional object, in this case a set of bowling pins viewed along
axis 71. FIGS. 8B-8E illustrate a series of two-dimensional
tomographic 1images of the set of bowling pins taken along
axis 71 where each image shows a different row of pins,
intended to represent a different depth layer of the three
dimensional 1image. By taking the four tomographic images
illustrated 1n FIGS. 8B-8E, distorting each image 1n relation
to 1ts relative position within the three dimensional 1mage,
and overlaying the four 1mages, a stereoscopic 1image of the
bowling pins can be created, as 1llustrated 1n FIG. 8F. A data
matrix can then be formed of the different elements (bowling,
pins) as they appear 1n the overlaid stereoscopic image. FIG.

8G 1llustrates a top down view of the data matrix illustrated
in FIG. 8F.

Using the data matrix illustrated 1n FIGS. 8F and 8G, 1t 1s
possible to generate different sets of two dimensional images
taken along different viewing axes. For example, FIG. 8H
illustrates the set of bowling pins illustrated 1n FIG. 8 A and
a viewing axis 73. FIGS. 8I-8L illustrates a series of
two-dimensional tomographic 1mages of the set of bowling
pins taken along axis 73. Using the set of two dimensional
images, 1t 1s then possible to distort each image as a function
of 1ts position along axis 73 and overlay the images to form
a new stereoscopic 1mage illustrating the appearance of the
object along the viewing axis 73, as illustrated 1n FIG. 8M.
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FIG. 8N 1illustrates a top down depiction of the stereoscopic
image 1illustrated in FIG. 8M.

As 1llustrated by FIGS. 8 A—8N, 1t 1s possible to convert a
series of tomographic 1mages of an object and use the
methods and devices of the present invention to create
different synthesized stereoscopic images of the object along
different viewing axes. This application of the present inven-
tion 1s particularly useful in medical applications like MRI
and CT mmaging where it 1s desirable to be able to create
different three dimensional renderings of an object 1n order
to 1dentily the relative positions of different elements of the
object. For example, by viewing a three dimensional ren-
dering of an object at diflerent angles, 1t 1s possible to more
accurately determine the relative positions of different ele-
ments within an object.

In one vanation of this example, an observer attaches a
mechanmism to his or her head which can detect head motion.
The head movement mechanmism 1s coupled to the system for
generating the stereoscopic images and 1s used to direct
different stereoscopic 1mages to be generated based on the
angle or position of the observer’s head, as determined by
the head movement mechanism. This enables an observer,
for example, to turn his or her head sideways or up or down
in order to view the stereoscopic image of the object at
different angles. The system, 1n a preferred embodiment, 1s
able to track the head movement and modify the stereo-
scopic 1mage accordingly in real time.

8. Stereographic Display of Computer Images

The following example describes a method for forming
stereographic display ol a computer image. Illustrated 1n
FIG. 9 are regions D1 through D10 which represent images
displayed on a computer monitor according to the present
invention which appear to have separate three dimensional
appearances when viewed using shutter glasses, polanized
plates or anaglyph techniques or other three dimensional
imaging techniques.

According to this example, the software program receive
data encoding a source image as imput, forms modified
stereo 1mages of the source image, and then texture maps the
image by applying a function to the source image, and then
texture maps the image to modily the appearance of the
entire source 1mage based on that function, as opposed to
forming a stercographic image by calculating how each
pixel of each image would appear to the left and right eves
of the user.

The software program can be used to independently
texture map the diflerent images represented by D1 through
D10 1n order to create independent stereographic appear-
ances for each 1image based on the particular modified stereo
images formed, 1.e., diflerent modifications cause the images
to have a different stereographic appearance. The software
program can generate the stereographic appearance of these
images automatically. Alternatively, the user can direct the
software program to perform different modifications such
that each image has a user selected stereographic appear-
ance. Thus the software enables the user to create his or her
own stereographic display of a series of 1mages which can
be modified as the user desires.

9. Stereographic Display of Computer Images

In embodiments where the present invention 1s used to
generate three dimensional stereo graphics of a computer
image, the modified stereo 1mages may be formed by taking
a source 1mage and forming two more modified 1mages
according to the present invention. This may be done, for
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example, by mapping the source image onto two wire frame
meshes and then distorting at least one of the images by the

distorting one or both of the wire frame meshes onto which
the source 1mage 1s mapped. An equivalent eflect to distort-
ing the wire frame meshes can be done via mathematical
mampulation of data encoding the source 1mage.

FIG. 10 illustrates examples of different pairs of wire
meshes which can be generated by moditying the wire mesh
illustrated in the figure as the 1imitial wire mesh. By mapping
a source 1image onto two mnitial wire meshes for the left and
right eyes and then distorting one or both of the wire meshes
as 1llustrated 1n the figure, a stereo pair of 1images can be
created.

10. Image Data Management Protocol for Image
Displays

In one embodiment, image data for a given line of an
image 1s received and modified according to the present
invention into data for a stereo pair of the given line.
According to this protocol, each line of the stereo pair of
lines 1s then displayed to the left and right eye respectively
before new 1mage data for same given line 1s received and
displayed. This 1s accomplished by increasing the frequency
at which a given line 1s presented to the left or right eye. As
a result, the same number of lines are presented over time to
cach of the left and rnight eyes as would be presented to the
left and right eyes 1f the line data were not modified
according to the present invention. The above protocol may
be used with interlaced or noninterlaced displays known as
multiple frequency monitors.

While the present invention 1s disclosed by reference to
the preferred embodiments and examples detailed above, 1t
1s to be understood that these examples are intended 1n an
illustrative rather than limiting sense, as it 1s contemplated
that modifications will readily occur to those skilled 1n the
art, which modifications will be within the spirit of the
invention and the scope of the appended claims.

What 1s claimed 1s:

1. A method for producing a synthesized stereoscopic
image ol a source 1mage comprising:

displaying at least two 1mages which

when viewed 1in combination form the synthesized
stereoscopic 1mage of the source 1mage,

do not simulate how a physical three dimensional
model of the source image would independently
appear to a left eye and a right eye of an observer,
and

include one 1image which differs from another of the at
least two 1mages such that at least a portion of the
one 1mage 1s magnified, reduced, rotated, displaced
in a vertical direction, or modified such that a posi-
tion of one or more elements of that image relative
to other elements of that image 1s different than
relative positionings of the corresponding elements
in another of the at least two 1mages.

2. The method according to claim 1, wherein the step of
displaying the at least two 1mages includes transmitting the
image signals encoding the at least two 1mages to an 1mage
display.

3. The method according to claim 2 wherein at least one
of the 1image signals 1s an analog signal.

4. The method according to claim 2 wherein at least one
of the image signals 1s a digital signal.

5. The method according to claim 2, wherein the image
signals are transmitted to the image display by a device
which converts recorded data encoding the at least two
images into the image signals.
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6. The method according to claim 2, wherein the image
signals are transmitted to the image display by a device
which converts a signal encoding the source image into the
image signals.

7. The method according to claim 6, wherein converting,
the signal encoding the source image into the 1mage signals
1s performed by the device 1n real time.

8. The method according to claim 1, wherein only one
image ol the at least two 1mages 1s modified relative to the
source 1mage.

9. The method according to claim 1, wherein at least two
of the at least two 1mages are modified relative to the source
1mage.

10. The method according to claim 1, wherein one of the
at least two 1mages 1s magnified or reduced relative to
another of the at least two 1mages.

11. The method according to claim 1, wherein one of the
at least two 1mages 1s rotated 1n the X and/or Y and/or Z
plane relative to another of the at least two 1mages.

12. The method according to claim 1, wherein images for

a given eye are displayed at a frequency that 1s greater than
the frequency at which that eye can perceive ndividual

1mages.

13. The method according to claim 1, wherein a position
of one or more elements of one of the at least two 1mages
relative to other elements of that image 1s different than
relative positionings of the corresponding elements 1n
another of the at least two 1mages.

14. The method according to claim 1, wherein at least one
of the at least two 1mages 1s transformed relative to the
source 1mage using a function which alters the position of
clements of the image along the Y axis.

15. The method according to claim 1, wherein wherein at
least one of the at least two 1mages 1s transformed relative
to the source 1mage using a function which 1s a distorting,
algorithm.

16. The method according to claim 1, wherein at least one
of the at least two i1mages 1s transformed relative to the
source 1mage using a function which 1s an elliptical or
aspheric algorithm.

17. The method according to claim 1, wherein at least one
of the at least two 1mages 1s transformed relative to the
source 1mage using a function which 1s nonlinear along at
least one of the X and Y axes.

18. A method for viewing a synthesized stereoscopic
1mage comprising:

displaying a source image on an 1mage display; and

viewing the source image through stereo viewing glasses,

the stereo viewing glasses having left and right lenses,

at least one of the lenses modifying the source image to

produce at least two 1images which

when viewed in combination form the synthesized
stereoscopic 1mage of the source image,

do not simulate how a physical three dimensional
model of the source image would independently
appear to a left eye and a right eye of an observer,
and

include one 1image which differs from another of the at
least two 1mages such that at least a portion of the
one 1mage 1s magnified, reduced, rotated displaced 1n
a vertical direction, or modified such that a position
of one or more elements of that image relative to
other elements of that image 1s different than relative
positionings of the corresponding elements 1n
another of the at least two 1mages.

19. The method according to claim 18, wherein modifying
the source mmage to produce the at least two images 1s
performed 1n real time.
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20. The method according to claim 18, wherein only one
of the at least two 1mages 1s modified relative to the source
1mage.

21. The method according to claim 18, wherein at least
two of the at least two 1mages are modified relative to the
source 1mage.

22. The method according to claim 18, wherein one of the
at least two 1mages 1s magnified or reduced relative to
another of the at least two 1mages.

23. The method according to claim 18, wherein one of the
at least two 1mages 1s rotated 1n the X and/or Y and/or Z
plane relative to another of the at least two 1mages.

24. The method according to claim 18, wherein images for
a given eye are displayed at a frequency that i1s greater than
the frequency at which that eye can perceive individual
1mages.

25. The method according to claim 18, wherein a position
of one or more elements of one of the at least two 1mages
relative to other elements of that image 1s different than
relative positionings of the corresponding elements 1n
another of the at least two 1mages.

26. The method according to claim 18, wherein at least
one of the at least two 1mages 1s transformed relative to the
source 1mage using a function which alters the position of
clements of the image along the Y axis.

277. The method according to claim 18, wherein at least
one of the at least two 1mages 1s transformed relative to the
source 1mage using a function which 1s nonlinear along at
least one of the X and Y axes.

28. A method for synthesizing stereoscopic image from a
source 1mage comprising;

taking a signal encoding a source image and forming at

least two 1mage signals encoding the source 1mage;

moditying at least one of the image signals such that the

image signals encode at least two 1mages which

when viewed i combination form the synthesized
stereoscopic 1mage of the source image,

do not simulate how a physical three dimensional
model of the source image would independently
appear to a left eye and a rnight eye of an observer,
and

include one 1mage which ditfers from another of the at
least two 1mages such that at least a portion of the
one 1mage 1s magnified, reduced, rotated, displaced
in a vertical direction, or modified such that a posi-
tion of one or more elements of that image relative
to other elements of that image 1s different than
relative positionings of the corresponding elements
in another of the at least two 1mages; and

displaying on an image display the at least two 1mages
encoded by the modified 1image signals.

29. The method according to claim 28, wherein modifying
at least one of the image signals 1s performed 1n real time.

30. The method according to claim 28 wherein the modi-
fication of the source image mmvolves a signal conversion
selected from the group consisting of digital to digital,
digital to analog, analog to digital and analog to analog.

31. The method according to claim 28, wherein only one
of the at least two 1mages 1s modified relative to the source
1mage.

32. The method according to claim 28, wherein at least
two of the at least two 1mages are modified relative to the
source 1mage.

33. The method according to claim 28, wherein one of the
at least two i1mages 1s magnified or reduced relative to
another of the at least two 1mages.

34. The method according to claim 28, wherein one of the
at least two 1mages 1s rotated 1n the X and/or Y and/or Z
plane relative to another of the at least two 1mages.




US RE39,342 E

23

35. The method according to claim 28, wherein a position
of one or more elements of one of the at least two 1mages
relative to other elements of that image 1s different than
relative positionings of the corresponding elements 1n
another of the at least two 1mages. 5

36. The method according to claim 28, wherein at least
one of the at least two 1mages 1s transformed relative to the
source 1mage using a function which alters the position of
clements of the transformed image along the Y axis.

37. The method according to claim 28, wherein at least
one of the it least two 1mages 1s transformed relative to the
source 1mage using a function which 1s nonlinear along at
least one of the X and Y axes.

38. The method according to claim 28, wherein wherein
at least one of the at least two 1mages 1s transformed relative
to the source 1mage using a function which 1s a distorting
algorithm.

39. The method according to claim 28, wherein at least
one of the at least two 1mages 1s transformed relative to the
source 1mage using a function which 1s an elliptical or
aspheric algorithm.

40. The method according to claim 28 wherein at least one
of the at least two 1mages includes a horizontal or vertical
shift relative to the source image.

41. The method according to claim 1, wherein at least one
of the at least two images is transformed relative to the
source image using a function which alters the position of
elements of the image along the X axis.

42. The method according to claim 1, wherein some or all
of at least one of the at least two images is transformed 30
relative to the source image based on speed of motion.

43. The method according to claim I, further comprising
the step of determining the position of each of the one or
movre elements of that image rvelative to other elements of
that image based on variable delay.

44. The method according to claim 43, wherein determin-
ing the position of each of the one or movre elements of the
transformed image relative to other elements of that image
based on variable delay comprises.:
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determining the position of any one of the one or more

elements of the transformed image based on the speed
of motion of that one element.

45. The method according to claim 43, wherein determin-
ing the position of each of the one or movre elements of the
transformed image velative to other elements of that image
based on variable delay comprises:

45

determining the position of any one of the one or more
elements of the transformed image based on a functions
of the relative speed of one or more of the objects and
or background of the image.

46. The method according to claim 1, wherein the position
of the one or more elements of that image are determined
based on encoding information.

47. The method according to claim 46, wherein the
encoding information comprises information obtained while
encoding the image signals.

48. The method according to claim 18, wherein at least
one of the at least two images is transformed rvelative to the
source image using a function which alters the position of
elements of the image along the X axis.
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49. The method according to claim 18, wherein some or
all of at least one of the at least two images is transformed
relative to the source image based on speed of motion.

50. The method according to claim 18, further comprising
the step of determining the position of each of the one or
movre elements of that image relative to other elements of
that image based on variable delay.

51. The method accorvding to claim 50, wherein determin-
ing the position of each of the one or more elements of that
image relative to other elements of that image based on
variable delay comprises:

determining the position of any one of the one or more
elements of that image based on the speed of motion of
that one element.

52. The method according to claim 50, wherein determin-
ing the position of each of the one or more elements of the
transformed image velative to other elements of that image
based on variable delay comprises.

determining the position of any one of the one or more
elements of the transformed image based on a functions
of the relative speed of one or movre of the objects and
or background of the image.

53. The method according to claim 18, wherein the

position of the one or more elements of that image are

determined based on encoding information.

54. The method according to claim 53, wherein the
encoding information comprises information obtained while
encoding the image signals.

55. The method according to claim 28, wherein at least
one of the at least two images is transformed relative to the
source image using a function which alters the position of
elements of the image along the X axis.

56. The method according to claim 28, wherein some or
all of at least one of the at least two images is transformed
relative to the source image based on speed of motion.

57. The method according to claim 28, further comprising
the step of determining the position of each of the one or
movre elements of that image relative to other elements of
that image based on variable delay.

58. The method according to claim 55, wherein determin-
ing the position of each of the one or more elements of that

image relative to other elements of that image based on
variable delay comprises.:

determining the position of any one of the one or more
elements of that image based on the speed of motion of
that one element.

59. The method accorvding to claim 57, wherein determin-
ing the position of each of the one ov more elements of the
transformed image relative to other elements of that image
based on variable delay comprises.

determining the position of any one of the one or more
elements of the transformed image based on a functions
of the relative speed of one or movre of the objects and
or background of the image.

60. The method according to claim 28, wherein the

position of the one or more elements of that image are

determined based on encoding information.

61. The method according to claim 60, wherein the
encoding information comprises information obtained while
encoding the image signals.
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