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A write-only data transtfer protocol for peripheral component
interface busses and a method for transferring data between
source and destination communication units 1s provided.
The method 1ncludes the source communication unit writing
a buifer allocation request to the destination unit and, 1n
response to the buffer allocation request, the destination
communication unit allocating space within an associated
buifer to receive the data to be sent. The method also
includes the destination communication unit writing at least
the location of the allocated buffer to the source communi-
cation unit and the source communication unit writing the
data to be sent to the allocated buffer location.
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1
BUS PROTOCOL

Matter enclosed in heavy brackets [ ] appears in the
original patent but forms no part of this reissue specifi-
cation; matter printed in italics indicates the additions
made by reissue.

FIELD OF THE INVENTION

The present 1mnvention relates to data transfer protocols
generally and to such protocols for implementation on a
peripheral component interface (PCI) bus and within a
network switch 1n particular.

BACKGROUND OF THE INVENTION

A network switch creates a network among a plurality of
nodes (connected to personal computers, workstations, etc.)
and other network switches connected thereto. As shown 1n
FIG. 1 to which reference 1s now made, each node 10 1s
connected to one port of a switch 12. Further ports 14 also
serve to connect network switches together. The switches are
typically connected together via a bus 16. Optionally, a
central processing unit (CPU) 15 which is associated with a
main memory element 17 can also be connected to the bus
16. The CPU 15 overseas the communication operations
which occur between the network switches 12. The main
memory 17 temporarily stores packets of data to be trans-
ferred between switches 12.

Each node 10 sends packets of data to the network switch
12 which then routes the packets either to another of the
nodes connected thereto or to a network switch to which the
destination node 1s connected. In the latter case, the desti-
nation network switch then routes the packet to the desti-
nation node.

Each network switch also has to temporarily store the
packets of data, in buffers 18, while the switch determines
how, when and through which port to retransmit the packets.
Each packet can be transmitted to only one destination
address (a “unicast” packet) or to more than one unit (a
“multicast” or “broadcast” packet). For multicast and broad-
cast packets, the switch typically stores the packet only once
and transmits multiple copies of the packet to some
(multicast) or all (broadcast) of its ports. Once the packet has
been transmitted to all of 1ts destinations, 1t can be removed
from 1ts buffer 18 or written over.

One example of a prior art process of transferring packets
between network switches 1s illustrated in FIGS. 2A and 2B
to which reference 1s additionally made. FIG. 2A 1s a block
diagram 1illustration of the flow of data between the source
and destination network switches and FIG. 2B 1s a timing
diagram of the activity of the bus 16.

The source network switch 12A, on 1ts own schedule
reads the packet from 1ts temporary storage location, labeled
19A, and writes the packet to the main memory 17 (step 20).
The source network switch 12A then provides (step 22) an
indication to the CPU 135 that the transfer has finished. At
some later point after the transfer has finished, the CPU 15
indicates (step 24) to the destination network switch 12B
that the main memory 17 1s storing its data.

When the destination network switch 12B receives the
notification from the CPU 15, the destination network
switch 12B begins the read process and takes control of the
bus 16. The read process includes steps 26—32, as follows.
In step 26, the destination network switch 12B determines
where, 1n 1ts temporary storage unit there 1s room for the
incoming packet (for example location 19B). In step 28,
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destination network switch 12B asks the main memory 17 to
read the packet and, when the packet 1s received, switch 12B
places it (step 30) into the available location 19B. When the
destination network switch 12B has finished the read
operation, 1t, 1n step 32, sends a message to the CPU 135 that
the packet was properly received. In step 34, the CPU 135
receives the receipt message and clears the location in the
main memory 17 1in which the data was previously stored.

FIG. 2B 1llustrates the timing of the packet transfer. The
packet transfer begins with the “source write” (SW) opera-
tion of steps 2022 which 1s generally a short operation. At
some later point, the destination read (DR) operation occurs.
Since the read process includes allocating the storage loca-
fion and accessing the main memory 17, and since main
memory 17 typically reads at a slow rate, the read operation
takes a long time. Unfortunately, during the read operation,
no other switch can access the bus. Thus, the rate of data
transfer 1s limited by the speed at which the main memory
17 can read the data, even if the bus 16 and the other
components can operate at faster speeds.

SUMMARY OF THE PRESENT INVENTION

Applicants have realized that, since read operations are
limited by the speed of the main memory 17 (or of any other
memory being read), while write operations occur at the
speed of the bus 16, the utilization efficiency of the bus can
be increased 1f data transfers are performed using only write
operations.

It 1s therefore an object of the present invention to provide
a write-only bus transfer mechanism in which no read
operations occur. In the present invention, data 1s written
directly, such as by direct memory transfer, from one net-
work switch to the other and a packet 1s not sent from the
source network switch until the destination network switch
has allocated a storage location for the packet and has
notified the source network switch of the allocated storage
location. Thus, the packet can immediately be written into
the destination network switch as soon as it arrives at the
destination network switch. Furthermore, since the storage
space 1s allocated for the packet before the packet 1s ever
sent, the source network switch does not need to wait for a
receive notice before beginning to send the next packet.

In one embodiment, the method includes the steps of:

a) the source communication unit writes a buffer alloca-
tion request to the destination unait;

b) in response to the buffer allocation request, the desti-
nation communication until allocates space within an
assoclated buffer to receive the data to be sent;

¢) the destination communication unit writes at least the
location of the allocated buffer to the source commu-
nication unit; and

d) the source communication unit writes the data to be

sent to the allocated buffer location.

Additionally, 1n accordance with a preferred embodiment
of the present mvention, the step of writing a buffer alloca-
tion request includes the step of writing at least the address
of the source communication unit and the size of the data to
be transferred into a buifer allocation request register of the
destination communication unit. Similarly, the second step
of writing includes the step of writing at least the address of
the allocated buffer and of the destination communication
unit mto a start of packet register in the source communi-
cation unit.

Moreover, 1n accordance with a preferred embodiment of
the present mnvention, the steps of writing are performed by
direct memory access transfer.
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Further, in accordance with a preferred embodiment of the
present invention, the source and destination communication
units are physically separate units.

Finally, 1n accordance with a preferred embodiment of the
present invention, the source communication unit can write
a) the data to be sent on a bus data line and b) at least the
address of the destination communication unit and the
address of a buifer location within the destination commu-
nication unit on a bus address line.

BRIEF DESCRIPTION OF THE DRAWINGS

The present mvention will be understood and appreciated
more fully from the following detailed description taken in
conjunction with the drawings in which:

FIG. 1 1s a schematic illustration of two prior art network
switches connected together by a bus;

FIG. 2A 1s a flow chart illustration of the operations
performed by the two switches of FIG. 1 during the prior art
data transfer operation;

FIG. 2B 1s a timing diagram 1llustration of the activity of
the bus during the operation of FIG. 2A;

FIG. 3 1s a schematic illustration of two network switches,
constructed and operative 1 accordance with a preferred
embodiment of the present invention;

FIG. 4A 1s a flow chart 1illustration of the operations
performed by the two switches of FIG. 3 during the data
transfer operation of the present invention; and

FIG. 4B 1s a timing diagram 1llustration of the activity of
the bus during the operations of FIG. 4A.

DETAILED DESCRIPTION OF THE PRESENT
INVENTION

Reference 1s now made to FIG. 3 which illustrates the
network configuration of the present invention and to FIGS.
4A and 4B which illustrate the data transfer operation of the
present 1nvention. Elements of FIG. 3 which are similar to
those of FIG. 1 have the same reference numerals. As can be
seen 1n FIG. 3 the present mnvention does not need the CPU
15 or the main memory 17 for the data transfer operation.
This 1s because the present invention provides a “write-
only” data transfer operation 1n which packets of data are
written directly into the destination network switch 12B. It
1s noted that, 1n one embodiment, the data transfer opera-
tions utilized are direct memory access (DMA) write trans-
fers.

The network switches of the present mvention addition-
ally have a plurality of registers 21 which are utilized during
the data transfer operation. These registers can form part of
the storage unit 1n which the buffers 18 are located or they
can be separate therefrom. Furthermore, it 1s noted that the
bus 16 has at least two lines, a data line 40 and an address

line 42.

In the present invention, packets of data are not trans-
ferred until a buffer location 19 1s allocated for them 1n the
buffer 18 of the destination network switch 12B.
Furthermore, since the transfer operation 1s a DMA transfer,
a packet 1s directly written into the location allocated
therefor.

The present discussion will consider the transfer of a
single packet of data. It will be appreciated that many
packets of data can be transferred 1n parallel by performing
the operations described hereimnbelow many times either in
parallel or serially.

In accordance with a preferred embodiment of the present
invention, when a packet of data i1s to be transferred, the
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4

source network switch 12A mitially writes (step 50, FIG.
4A) a “buffer request” message to the register 21b of the
destination network switch 12B. The buffer request message
asks that the destination network switch allocate a buifer for
the data to be transferred.

In the DMA transfer embodiment of the present invention,
the source network switch 12A provides, on address line 42,
the address of the “bufler request” register, the address of
destination network switch 12B and its “return” address.
Source network switch 12A provides, on data line 40, the
size (or byte count) of the packet to be transferred and the
buffer location 19A 1n which it 1s stored. The data of the data
line 1s then written directly into the buffer request register.

™

In response to the buffer request message, the destination
network switch 12B determines (step 52) the buffer location
19B in which the packet can be stored. It then writes (step
54) a “start of packet” message to the register 21a of the
source network switch 12A which includes at least the
location of the allocated buifer and the port numbers of the
source and destination network switches. It can also include
the byte count.

For example, in the DMA transfer embodiment of the
present 1nvention described heremnabove, the destination
network switch 12B provides, on address line 42, the
address of the “start of packet” register and the address of
source network switch 12A. Destination network switch
12B provides, on data line 40, at least the following: the byte
count of the packet to be transferred, the address 19B of the
allocated buffer, the port number of the destination network
switch 12B, and, for identification, the buffer location 19A
in which the data 1s stored 1n the source network switch 12A
and the port number of the source network switch 12A. As
before, the data of the data line 1s then directly written 1nto
the start of packet register.

In response to receipt of the start of packet message 1n the
start of packet register, the source network switch 12A writes
(step 56) the packet of data to the allocated buffer location,
followed by an “end of packet” message. Once the source
network switch 12A has finished writing the end of packet
message, 1t 1s free to send the next packet, beginning at step

S0.

In the above described embodiment, the writing of the
packet of data involves providing the address of the desti-
nation network switch 12B and the buffer location 19B on
the address line 42 and the packet to be transferred on the
data line 40. The transferred packet 1s then directly written
into the allocated buffer location 19B. The end of packet
message 1s written 1n a similar manner to the other messages.
The address mformation 1ncludes the address of the end of
packet register and the address of the destination network
switch 12B. The data includes the port number of the
destination network switch 12B, the buffer location 19B and
the byte count.

When the packet arrives at the destination network switch
12B it directly writes (step 60) the packet into the allocated
buffer location 19B, as per the address on the address line
42, until 1t receives the end of packet message for that
allocated buffer location. The destination network switch
12B 1s now free to perform other operations until it receives
a next buffer allocation request.

FIG. 4B 1illustrates the timing of the packet transfer
described 1in FIG. 4A. The 1nitial source write operation of
the buffer request message (step 50) is typically relatively
short since write operations take relatively little time and
since the message to be transterred 1s small. Some time later,
there is a destination write (DW) operation of the start of
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packet message (step 54). The destination write operation
takes approximately the same length of time as the first
source write operation. Some time later, there 1s a further
source write operation (step 56) of the packet transfer and
end of packet message. Since, for this operation, there is
more data to be transierred, this source write operation 1s
shown to take a longer time than the other two write
operations.

A comparison of the timing of FIGS. 2B and 4B indicate
that the amount of time the bus 1s utilized for a single

transfer operation 1s much smaller in the present mnvention
(FIG. 4B) than in the prior art (FIG. 2B) since the present
invention utilizes write operations only.

The source and network switches are free to perform other
operations after they finish their writing operations.

It 1s also noted that, in the present invention, the source
network switch 12A 1s free to operate on other packets once
it has fimished writing 1ts packet, and 1its associated end of
packet message, to the bus. The source network switch 12A

does not need to ensure that the destination network switch
12B has successiully received the packet since, in the
present invention, the address for the data (in the destination
network switch) 1s known and is fully allocated prior to
sending the packet; the packet would not be sent 1f there was
no buffer location available for 1it. In the present invention,
the time 1t takes for the destination network switch 12B to
process the packet i1s not relevant to the operation of the
source network switch 12A.

It will be appreciated that the data transfer mechanism
described hereinabove can be implemented in any type of
network switch or other communication device communi-
cating along a bus, such as transferring data to a peripheral
hard disk. For example, 1t can be implemented 1n an Ethernet
switch, an asynchronous transfer mode (ATM) switch or a
Token Ring switch. The present mvention 1s may be imple-
mented for peripheral component interface (PCI) busses or
for any other bus.

It will further be appreciated by persons skilled 1n the art
that the present invention 1s not limited to what has been
particularly shown and described heremabove. Rather the
scope of the present invention 1s defined by the claims which
follow:

We claim:

1. A method for transferring data between source and
destination communication units, the method comprising the
steps of:

a. the source communication unit writing a buffer alloca-
tion request to the destination communication unit;

b. 1n response to the buifer allocation request, the desti-
nation communication unit allocating space within an
assoclated buffer to receive the data to be sent;

c. the destination communication unit writing at least the
location of the allocated buffer to the source commu-
nication unit; and

d. the source communication unit writing the data to be

sent to the allocated buffer location.

2. A method according to claim 1 and wherein said step
of writing a buffer allocation request includes the step of
writing at least the address of said source communication
unit and the size of the data to be transferred mto a bufler
allocation request register of said destination communica-
fion unit.

3. Amethod according to claim 1 and wherein said second
step of writing includes the step of writing at least the
address of the allocated buffer and of the destination com-
munication unit into a start of packet register in said source
communication unit.
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4. A method according to claim [3 and wherein said
second step of writing includes] further comprising the step

of:

the destination communication unit writing at least [the]
an address of [the] an allocated buffer [and] of the
destination communication unit into a start of packet
register 1n said source communication unit.

5. A method according to claim 1 and wherein said source
and destination communication units are physically separate
units.

6. A method according to claim 1 wherein said steps of
writing are performed by direct memory access transfer.

7. A method for transferring data between source and
destination communication units, the method comprising the
steps of:

a. the source communication unit writing the data to be
sent with an indication of the buffer location into which
the destination communication unit should write the
data to be sent.

8. A method according to claim 7 wherein said step of

writing 1s performed by direct memory access transfer.

9. A method for transterring data between source and
destination communication units connected via a bus having
a data line and an address line, the method comprising the
steps of:

a. the source communication unit writing the data to be
sent on said data line and at least the address of said
destination communication unit and the address of a
buffer location within said destination communication
unit on said address line.

10. A method according to claim 9 wherein said step of

writing 1s performed by direct memory access transfer.

11. A write-only data transfer protocol for peripheral
component interface busses for transferring data between
source and destination peripheral components, the method
comprising the steps of:

a. the source peripheral component writing a buffer allo-
cation request to the destination [unit] peripheral com-
ponent;

b. 1n response to the buffer allocation request, the desti-
nation nation peripheral component allocating space
within an associated buffer to receive the data to be
sent,

c. the destination peripheral component writing at least
the location of the allocated butfer to the source periph-
eral component; and

d. the source peripheral component writing the data to be
sent to the allocated buifer location.
12. Amethod according to claim 11 wherein said steps of
writing are performed by direct memory access transfer.
13. A communications system comprising:

a source communication unit comprising a source buffer;

a destination communication unit in communication with
said source communication unit, and comprising a
destination buffer;

wherein, n response to a destination buffer allocation
request by said source communication unit fo said
destination communication unit, said destination com-
munication unit (i) allocates a location within said
destination buffer to receive the data to be sent from
satd source communication unit, and (if) provides at
least the location of said destination buffer to said
source communication unit, and

wherein said source communication unit provides the
data to said destination buffer for storage at the loca-
fLon.
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4. A communication system according to claim 13,
wherein said source communication unit further comprises
a first switching unit responsive to a first plurality of source
nodes, and wherein said destination communication unit
further comprises a second switching unit in communication
with a second plurality of destination nodes.

15. A communication system according to claim 14,
further comprising an address line and a data line, wherein

the destination buffer allocation request by said source
communication unit ro said destination communicartion unit

is provided on said address line, wherein said destination
communication unit provides the location of said destination
bujfer to said source communication unit on said address
line, and wherein said source communication unit provides
the data to said destination buffer on said data line.

16. A communication system according to claim 15,
wherein said destination communication unit provides (i) a
start of the location of said destination bujfer to said source
communication unit on said address line, and (i) and an
address of said source communication unit on the data line.

17. A communication system according to claim 15,
wherein said source communicaiion unit further comprises
a source register, and wherein the destination buffer allo-
cation request by said source communication unit to satd
destination communication unit comprises (i) an address of
said source register, (ii) an address of said second switching
unit, and (iit) an address of said first switching unit.

18. A communication system according to claim 15,
wherein said source communication unit further comprises
a source register, and wherein the destination buffer allo-
cation request by said source communication unit to said
destination communication unit comprises (i) a size of the
data to be transferred and (i) an address of said source
buffer storing the data.

19. A communication system according to claim 18,
wherein, in response to a destination buffer allocation
request by said source communication unit to said destina-
fion communication unit, said destination communication
unit further provides the location of said destination buffer
and an address of said source communication unit to a start
of packet register in said source register:

20. A communication system according fto claim 15,
wherein, n response fo a destination buffer allocation
request by said source communication unit to said destina-
fion communication unit, said destination communication
unit further provides the location of said destination buffer
and an address of said source communication unit to said
source communication unit on said address line.

21. A communication system according to claim 13,
wherein said destination communication unit further coms-
prises a destination register, and wherein the destination
buffer allocation request by said source communication unit
o said destination communication unit s provided to said
destination register.

22. A communication system according fto claim 13,
wherein, n response fo a destination buffer allocation
request by said source communication unit to said destina-
fion communication unil, said destination communication
unit further provides the location of said destination buffer
and an address of said source communication unit to said
source communication unit.

23. A communication system comprising.
a source node;

a source communication unit in communication with said
source node and comprising a source buffer;

a destination communication unit in communication with
said source communication unit and comprising a
destination buffer,
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wherein, in response to a destination buffer allocation
request by said source communication unit fo said
destination communication unit, said destination com-
munication unit (i) allocates a location within said
destination buffer to receive the data to be sent from
satd source communication unit, and (if) provides at
least the location of said destination buffer to said

source communication unit, and

wherein said source communication unit provides the
data to said destination buffer for storage at the loca-
fion; and

a destination node in communication with said destina-

[lon communicarion unit.

24. A communication system according to claim 23,
wherein said source communication unit further comprises
a first switching unit responsive to a first plurality of source
nodes, and wherein said destination communication unit
further comprises a second switching unit in communication
with a second plurality of destination nodes.

25. A communication system according to claim 24,
further comprising an address line and a data line, wherein
the destination buffer allocation request by said source
communication unit to said destination communication unit
is provided on said address line, wherein said destination
communication unit provides the location of said destination
buffer to said source communication unit on said address
line, and wherein said source communication unit provides
the data to said destination buffer on said data line.

20. A communication system according fto claim 25,
wherein said destination communication unit provides (i) a
start of the location of said destination buffer to said source
communication unit on said address line, and (if) an address
of said source communication unit on said data line.

27. A communication system according to claim 25,
wherein said source communication unit further comprises
a source register, wherein the destination buffer allocation
request by said source communication unit to said destina-
fion communication unit comprises (i) an address of said
source register, (ii) an address of said second switching unit,
and (iti) an address of said first switching unit.

28. A communication system according to claim 27,
wherein, n response fo a destination buffer allocation
request by said source communication unit to said destina-
fion communication unit, said destination communication
unit further provides the location of said destination buffer
and an address of said source communication unit to a start
of packet register in said source register.

29. A communication system according to claim 25,
wherein said source communication unit further comprises
a source register, and wherein the destination bujffer allo-
cation request by said source communication unit to said
destination communication unit comprises a size of the data
to be transferred and an address of said source buffer storing
the data.

30. A communication system according fto claim 25,
wherein, n response fo a destination buffer allocation
request by said source communication unit to said destina-
fion communication unit, said destination communication
unit further provides the location of said destination buffer
and an address of said source communication unit to said
source communication unit on said address line.

31. A communication system according to claim 23,
wherein said destination communication unit further coms-
prises a destination register, and wherein the destination
bujfer allocation request by said source communication unit
to said destination communication unit s provided to said
destination register.
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32. A communication system according fo claim 23,
wherein, in response to a destination buffer allocation
request by said source communication unit to said destina-
fion communication unit, said destination communication
unit further provides the location of said destination buffer
and an address of said source communication unit to said
source communication unit.

33. A communications system comprising:

source communication means for transmitiing and receiv-
ing data comprising source bujffer means for storing
data;

destination communication means for transmitting and
receiving data in communication with said source
communication means and comprising destination
bujfer means for storing data;

wherein, in response to a destination buffer means allo-
cation request by said source communication means 1o
said destination communication means, said destina-
fion communication means (i) allocates a location
within said destination buffer means to receive the data
to be sent from said source communication means, and
(ii) provides at least the location of said destination
bujfer means to said source communication means, and

wherein said source communication means provides the

data to said destination bujfer means for storage at the
location.

34. A communication system according to claim 33,

wherein said source communication means further com-

prises first switching means for roufing data responsive 1o a

first plurality of source nodes, and wherein said destination
communication means further comprises second switching
means for routing data in communication with a second
plurality of destination nodes.

35. A communication system according to claim 34,
further comprising an address line means for transferring
data and a data line means for transferring data, wherein
the destination buffer means allocation request by said
source communication means to said destination communi-
cation means 1s provided on said address line means,
wherein said destination communication means provides the
location of said destination buffer means fto said source
communication means on said address line means, and
wherein said source communication means provides the
data to said destination buffer means on said data line
means.

36. A communication system according to claim 35,
wherein said destination communication means provides (i)
a start of the location of said destination buffer means to
said source communication means on said address line
means and (it) an address of said source communication
means on said data line means.

37. A communication system according to claim 35,
wherein said source communication means further com-
prises source register means for storing data, wherein the
destination buffer means allocation request by said source
communication means to said destination communication
means comprises (i) an address of said source register
means, (ii) an address of said second switching means, and
(iii) an address of said first switching means on said address
line means.

38. A communication system according to claim 37,
wherein, in response to a destination bujffer means allocation
request by said source communication means to said desti-
nation communication means, said destination communica-
tion means further provides the location of said destination
buffer means and an address of said source communication
means to a start of packet register means in said source
register means.
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39. A communication system according fto claim 35,
wherein said source communication means further com-
prises source register means for storing data, wherein the
destination buffer means allocation request by said source
communication means fo said destination communication
means comprises a size of the data to be transferred and an
address of said source bujfer means storing the data on said
data line means.

40. A communication system according to claim 35,
wherein, in response to a destination bujffer means allocation
request by said source communication means to said desti-
nation communication means, said destination communica-
tion means further provides the location of said destination
buffer means and an address of said source communication
means to said source communication means.

41. A communication system according fto claim 33,
wherein in response to a destination buffer means allocation
request by said source communication means to said desti-
nation communication means,; said destination communica-
tion means further provides the location of said destination
buffer means and an address of said source communication
means 1o said source COMmUNICAioNn means.

42. A communication system according to claim 33,
wherein said destination communication means further com-
prises destination register means for storing data, and
wherein the destination buffer means allocation request by
said source communication means to said destination com-
munication means is provided to said destfination register
means.

43. A communication system cOmprising.

source node means for sourcing data;

source communication means in communication with said
source node means comprising source buffer means for
storing data;

destination communication means in COmmunication with
said source communication means and COMPrising
destination buffer means for storing data,

wherein, n response fo a destination buffer means allo-
cation request by said source communication means to
said destination communication means, said destina-
tion communication means (i) allocates a location
within said destination buffer means to receive the data
lo be sent from said source communication means, and
(ii) provides at least the location of said destination
bujfer means to said source communication means, and

wherein said source communication means provides the
data to said destination bujfer means for storage at the
location; and

destination node means for sinking data in communica-

fion with said destination communication means.

44. A communication system according to claim 43,
wherein said source communication means further com-
prises first switching means for roufing data responsive 1o a
first plurality of source node means, and wherein said
destination communication means further comprises second
switching means for routing data in communication with a
second plurality of destination node means.

45. A communication system according to claim 44,
further comprising an address line means for transferring
data and a data line means for transferring data, wherein
the destination buffer means allocation request by said
source communication means to said destination communi-
cation means 1s provided on said address line means,
wherein said destination communication means provides the
location of said destination buffer means to said source
communication means on said address line means, and
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wherein said source communication means provides the
data to said destination buffer means on said data line
means.

46. A communication system according fo claim 45,
wherein said destination communication means provides (i)
a start of the location of said destination buffer means to
said source communication means on said address line
means and (it) an address of said source communication
means on said data line means.

47. A communication system according to claim 45,
wherein said source communication means further com-
prises source register means for storing data, wherein the
destination buffer means allocation request by said source
communication means to said destination communication
means comprises (i) an address of said source register
means, (ii) an address of said second switching means, and
(iii) an address of said first switching means on said address
line means.

48. A communication system according to claim 47,
wherein, in response to a destination bujffer means allocation
request by said source communication means to said desti-
nation communication means, said destination communica-
tion means further provides the location of said destination
buffer means and an address of said source communication
means to a start of packet register means in said source
register means.

49. A communication system according fto claim 45,
wherein said source communication means further com-
prises source register means for storing data, and wherein
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the destination buffer means allocation request by said
source communication means to said destination communi-
cation means comprises a size of the data to be transferred
and an address of said source buffer means storing the data
on said data line means.

50. A communication system according to claim 45,
wherein, in response to a destination bujffer means allocation
request by said source communication means to said desti-
nation communication means, said destination communica-
tion means further provides the location of said destination
buffer means and an address of said source communication
means to said source communication means on said address
line means.

51. A communication system according to claim 43,
wherein, in response to a destination buffer means allocation
request by said source communication means to saitd desti-
nation communication means, said destination communica-
tion means further provides the location of said destination
buffer means and an address of said source communication
means 1o said source COMmMuUNICarion means.

52. A communication system according to claim 43,
wherein said destination communication means further com-
prises destination register means for storing data, and
wherein the destination buffer means allocation request by
said source communication means to said destination com-
munication means is provided to said destfination register
means.
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