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SYSTEM FOR PERFORMING DEADLOCK
FREE MESSAGE TRANSFER IN CYCLIC
MULTI-HOP DIGITAL COMPUTER
NETWORK USING A NUMBER OF BUFFERS
BASED ON PREDETERMINED DIAMETER

Matter enclosed in heavy brackets [ ] appears in the
original patent but forms no part of this reissue specifi-
cation; matter printed in italics indicates the additions
made by reissue.

FIELD OF THE INVENTION

The 1nvention relates generally to the field of digital
computer systems and more particularly to multiprocessor
computer systems interconnected by cyclic interconnection
networks that provide for deadlock-free message transfer.

BACKGROUND OF THE INVENTION

A number of types of multiprocessor computer systems
have been developed which integrate a number of processors
to 1ncrease the system’s processing power beyond that
which can be provided by a single processor. In a multipro-
cessor computer system, a plurality of processing nodes are
interconnected by communication links which may com-
prise any suitable mechanism for transferring digital

information, including, for example, wires, optical fibers,
and the like.

A variety of types of interconnection arrangements have
been developed for mterconnecting processors 1 a multi-
processor computer system designed according to the dis-
tributed memory model, organized 1n a number of topolo-
o1es. For small systems, comprising two or three processing
nodes, a simple bus to which all processing nodes are
connected may suffice. However, as the number of process-
ing nodes increases, contention for the bus increases, which
can slow down information transfer and the processing
capability of the respective systems.

Most 1nterconnection topologies that have been proposed,
studied and/or implemented, other than the aforementioned
bus arrangement, have been developed for systems includ-
ing a large number of processing nodes, 1n particular,
systems numbering 1n the hundreds or thousands of pro-
cessing nodes. However, many systems that are desired
commercilally are much smaller, having, for example, as few
as four to five processing nodes, up to as many as {ifteen to
twenty. For such systems, interconnection topologies that
have been developed for large systems are often not eco-
nomical. Another problem with such interconnection topolo-
o1es 1s that they are typically based on the assumption that
the systems with which they are to be used includes a
number of processing nodes corresponding to a power of
two, and will be most economical for those numbers of
processing nodes. If, for example, such a system 1s required
to have a number of processing nodes corresponding to a
power of two, 1t may be necessary to increase the intercon-
nection subsystem considerably even 1f 1t 1s desired to
increase the number of processing nodes by only one.

[The aforementioned Heller, et al., patent application
describes] There have been described a number of intercon-
nection subsystems for efficiently interconnecting small
numbers of nodes, each having a selected “degree” or
“radix”, (that is, or number of connections to communica-
tion links) in a multiprocessor computer system. In [a
number of the] some described interconnection subsystems
[described in the Heller, et al., patent application], all of the
nodes are of degree “three”, so that each processing node
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can connect to as many as three communication links.
Generally, [the] these interconnection subsystems
[described in the Heller, et al., patent application] are
elfective for interconnecting from as few as two nodes to as
many as fifteen to twenty nodes, with no power-of-two
limitation.

One problem that can arise in connection with intercon-
nection subsystems [such as those described in the Heller, et
al., patent application] is that deadlocks can develop in
transferring information among the processing nodes. Dead-
locks can arise 1in multiprocessor computer systems 1n a
variety of ways; one way 1n which a deadlock can arise 1n
an interconnection subsystem [described in the Heller, et al.,
patent application] is if a number of processing nodes are
attempting to concurrently transfer information to and/or
through the same processing node. In that case, the process-
ing nodes which are attempting to transfer information will
be requiring use of the same resources at the processing node
to or through which the information i1s to be transferred.
Since the resources can only be used for the information
transier by one of the processing nodes, all of the processing
nodes which need to transfer information are blocked from
proceeding. Since such a condition can arise, an intercon-
nection subsystem 1s only useful 1f it can be provided with
resources to ensure that deadlock cannot occur.

SUMMARY OF THE INVENTION

The 1invention provides an new and improved system and
method for performing deadlock free message transfer 1n a
cyclic multi-hop digital computer network that may be used
in a multiprocessor computer system.

In brief summary, the mmvention provides a new message
packet transfer system, which may be used 1n, for example,
a multiprocessor computer system. The message packet
fransfer system comprises a plurality of switching nodes
interconnected by communication links to define at least one
cyclical packet transfer path having a predetermined diam-
cter. The switching nodes may be connected to, for example,
digital data processors and memory to form processing
nodes 1n an multiprocessor computer system, and/or to other
sources and destinations for digital data contained in the
message packets. The switch nodes transfer message packets
cach from a respective one of the switching nodes as a
respective source switching node to a respective one of the
switching nodes as a respective destination switching node.
At least one of the switching nodes has a plurality of buifers
for buifering a corresponding plurality of message packets
that it (that is, the at least one of the switching nodes)
receives from another of said switching nodes during a
message transfer operation, which ensures that deadlock
does not occur during the message transfer operation.

BRIEF DESCRIPITION OF THE DRAWINGS

This 1nvention 1s pointed out with particularly in the
appended claims. The above and further advantages of this
invention may be better understood by referring to the
following description taken in conjunction with the accom-
panying drawings, in which:

FIG. 1 1s a schematic diagram of an 1llustrative multipro-
cessor computer system including an interconnection sub-
system constructed in accordance with the invention; and

FIG. 2 1s a functional block diagram of a switch usetul 1n
connection with a processing node 1n the multiprocessor
computer system depicted 1n FIG. 1 structured so as to
ensure that deadlocks will not occur 1n transferring infor-
mation among processing nodes 1n the multiprocessor com-
puter system.
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DETAILED DESCRIPTION OF AN
ILLUSTRATTVE EMBODIMENT

The 1nvention provides an arrangement for avoiding dead-
lock 1n a multiprocessor computer system in which a plu-
rality of processing nodes are interconnected by a “multiple-
hop” 1nterconnection subsystem. A multiple-hop
interconnection subsystem generally 1s an interconnection
subsystem over which at least one processing node 1n the
multiprocessor computer system, as a source processing
node, cannot transfer the information directly to at least one
other processing node 1n the system, as a destination pro-
cessing node, but instead will need to transfer the informa-
fion to the destination processing node through another
“intermediate” processing node.

FIG. 1 1s a schematic diagram of an illustrative multipro-
cessor computer system 10 including an interconnection
subsystem constructed in accordance with the invention.
[(The multiprocessor computer system 10 depicted in FIG.
1 corresponds generally to the multiprocessor computer
system depicted in FIG. 7 of the aforementioned Heller, et
al., patent application.)] The illustrative multiprocessor
computer system 10 includes eight processing nodes 11(0)
through 11(7) (generally identified by reference numeral
11(n)) that are interconnected by a plurality of communica-
tion links in generally a “Moebius strip” topology[, as
described 1n the aforementioned Heller, et al., patent appli-
cation]. In the system 10, the processing nodes 11(0) through
11(7) are interconnected by a plurality of communication
links 12(0) through 12(7) (generally 1dentified by reference
numeral 12(n)) in the form of an octagonal “cycle”. In
addition, opposing processing nodes 12(n) and 12(n+4) in
the system are interconnected by communication links 13(n)
(n+4) (“n+4” taken modulo “87), so that processing nodes
11(0) and 11(4) are interconnected by a communication link

13(0)(4), processing nodes 11(1) and 11(5) are intercon-
nected by a communication link 13(1)(8), and so forth.

All the processing nodes may be generally similar, and so
only one processing node, namely, processing node 11(0) is
depicted 1n some detail. As shown 1n FIG. 1, processing
node 11(0) includes a processor 14, a memory 15 and a
switch 16. As 1s conventional, the processor 14, which may
COmprise a miCroprocessor, performs processing operations
in connection with information stored 1n 1ts memory 15, and
may also perform processing operations 1n connection with
information stored in memories (not shown) of other pro-
cessing nodes 11(n) (n=0). If the processor 14 is to perform
processing 1n connection with information stored 1n memo-
ries of other processing nodes 11 (n) (n=0), it can initiate
communications through the switch 16 to enable the infor-
mation to be transferred to the processing node 11(0) for
processing. In addition, the processor 14 can initiate com-
munications with another processing node 11(n) (n=0)
through switch 16 to transfer information to the other
processing node 11(n) (n=0) for storage and/or processing
by the other processing node 11(n) (n=0). Similar nodes
11(n) in the system 10. Switch 16, along the switches of the
other processing nodes 11(n), 1s of degree “three”, that is, it
provides connections to transfer information to, and receive
information from, at most three other processing nodes in
the multiprocessor computer system 10.

Information is transferred among processing nodes 11(n)
in the system 10 over the communication links 12(n) and
13(n)(n+4). Preferably, information is transferred in the
form of message packets which may have fixed or variable
lengths, which will include the information to be transferred,
and preferably will also include an identifier to 1dentify the
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particular destination processing node that 1s to receive the
message packet or a path indicator to 1dentily the particular
communication link or series of communication links 12(n)
and/or 13(n)(n+4) to be used in transferring the message
packet from the source processing node 11(n) to the desti-
nation processing node 11(n') (n'#n). The communication
links 12(n) and 13(n)(n+4) are bidirectional, that is, they can
transfer messages 1n both directions between the processing
nodes 11(n) and 11(n+1) (index “n+1” taken modulo “8”), in
the case of communication links 12(n), and in both direc-
tions between the processing nodes 11(n) and 11(n+4), in the
case of communication links 13(n)(n+4). The communica-
fion links may comprise any suitable communications
media, including, for example, wires for transferring elec-
trical signals, optical fibers for transferring optical signals,
and the like. When a processing node, such as processing,
node 11(0), is to transfer information to another processing
node, 1ts switch 16 will initially transfer a message packet
containing the information, along with a destination 1denti-
fier identitying the destination processing node, over one of
the communication links that 1s connected thereto. Thus, 1if,
for example, processing node 11(0) is to transfer information
to one of the adjacent processing nodes 11(1), 11(7) or 11(4),
the switch 16 of processing node 11(0), will transfer the
message packet over respective communication link 12(0),
12(7) or 13(0)(4). When the processing node 11(1), 11(7) or
11(4) connected to the communication link 12(0), 12(7) or
(13(0)(4) receives the message packet, it can examine the
identifier to determine that 1t 1s the intended destination
processing node, and use the information contained 1n the
message packet. Similar operations can be performed by
other processing nodes 11(n)(n=0) to transfer information to
their respective adjacent processing nodes 11(n') (n'=n).

On the other hand, if the processing node 11(0) is to
fransfer 1nformation to a non-adjacent processing node
11(n), the switch of processing node 11(0) can initially
fransfer the information over any of the communication
links 12(0), 12(7) or 13(0)(4) to the switch (not shown) of
respective processing node 11(1), 11(7) or 11(4). The pro-
cessing node 11(1), 11(7) or 11(4) that receives the message
packet will, as above, examine the destination 1dentifier and
determine that it (that is, the processing node) is not the
destination processing node, and will forward the informa-
tion to the processing node over another communication link
connected thereto. For example, if processing node 11(0) is
to transfer information to the processing node 11(2), it can
initially transfer a message packet containing the informa-
tion and the destination identifier identifying processing
node 11(2) as the destination, over a communication link
12(0) to the switch of processing node 11(1). Processing
node 11(1) will, after receiving the message packet, deter-
mine from the destination identifier that it (that is, process-
ing node 11(1)) 1s not the destination processing node, and
will forward the message packet to the destination process-
ing node 11(2) over communication link 12(1).

Similarly, if processing node 11(0) is to transfer informa-
tion to the processing node 11(6), it can initially transfer a
message packet containing the mformation along with a
destination identifier identifying processing node 11(6) over
communication link 12(7) to the switch of processing node
11(7). The switch of processing node 11(7), in turn, after
examining the destination identifier and determining that
processing node 11(6) is the destination processing node,
will forward the message packet to processing node 11(6),
over communication link 12(6). On the other hand, if
processing node 11(0) is to transfer information to the
processing node 11(3) or 11(5), it can initially transfer the
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information, along with the appropriate destination
identifier, in a message packet over communication link
13(0)(4) to the switch of processing node 11(4), which in
turn will forward the message packet over communication
link 12(3) or 12(4) to respective destination processing node
11(3) or 11(5).

Similar operations can be performed by other processing
nodes 11(n) (n=0) to transfer information to their respective
adjacent and non-adjacent processing nodes 11(n")(n'=n). It

will be appreciated that, for any information transfer from
any one processing node 11(n), as a source processing node,
to another processing node 11 (n') (n'#n) as a destination
processing node, transfers over at most two communication
links 2(1) are required, in which case the system 10 has a
diameter of “two”, that 1s, at most two “hops” are required
to transfer information from any processing node 11(n) as a
source processing node, to any other processing node 11(n')
(n'16 n) as a destination processing node.

Although the processing node 11(0) has been described as
including only a processor 14, memory 15 and switch 16, 1t
will be appreciated that the processing node 11(0), as well as
other processing nodes 11(n) (n=0) may additionally have a
variety of other components and elements. For example, a
processing node 11 (n) may include a number of diverse
types of input/output subsystems (not shown, including
mass storage subsystems, operator input and output
subsystems, network ports and the like. The mass storage
subsystem generally provide long-term storage for informa-
tion which may be processed. The mass storage sub-systems
may 1nclude such devices as disk or tape subsystems, optical
disk storage devices and CD-ROM devices 1n which infor-
mation may be stored and/or from which information may
be retrieved. One or more of the mass storage subsystems
may utilize removable storage media which may be removed
and 1mstalled by, for example, an operator, which may allow
programs and data to be loaded into the digital computer
system 10 and processed data obtained therefrom. Under
control of control information provided thereto by the pro-
cessor 14, information stored 1n the mass storage subsystems
may be transferred to the memory 15 for storage or to other
processing nodes for processing. In addition, the processing,
14 may also enable the mass storage subsystems to retrieve
the processed data from the memory 15 or receive informa-
tion transferred to the processing node by other processing
nodes for relatively long-term storage.

The operator input and output subsystems generally pro-
vide an operator interface to the processing node 11(0),
which may also thereby provide an operator mterface to the
multiprocessor computer system 10. In particular, the opera-
tor input subsystem may include, for example, keyboard and
mouse devices, which an operator may use to interactively
input mformation for processing. In addition, the operator
input subsystems may provide mechanisms whereby the
operator may control the processing node 11(0) and multi-
processor computer system 10. The operator output sub-
systems may 1nclude devices such as video display devices,
through which results of processing may be displayed to the
operator. In addition, a printer may be provided to provided
a hardcopy output for the operator.

As noted above, the 1mvention provides an arrangement
for avoiding deadlock in multiprocessor computer system 10
in which a plurality of processing nodes 11(n) are intercon-
nected by a “multi-hop” interconnection subsystem. It is
well known that deadlock can occur 1n a cyclic intercon-
nection subsystem, such as that defined by communication
links 12(n) interconnecting the processing nodes 11(n), as
described 1n, for example, K. Hwang, Advanced Computer
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Architecture: Parallelism, Scalability Programmability,
(McGraw-Hill, Inc., 1993), at pages 380—381. That deadlock
can occur 1n the interconnection subsystem of the multipro-

cessor computer system 10 will be appreciated from the
following examples. In one example, it 1s assumed that each
processing node 11(n) is to transmit a message packet to its
neighboring processing node 11(n+1), and that each pro-
cessing node 11(n) has a single buffer for storing a message
packet. In that case, since the buffers of all of the processing
nodes 11 (n+1) are full with message packets to transmit,
there are no buffers at their neighboring processing nodes
11(n+1) in which a message packet can be accommodated.
Accordingly, none of the processing nodes 11(n) can
transmit, effectively the systems 10 1n a deadlock condition.
Similar problems arise 1 connection with transfers from
each processing node 11(n) to respective neighboring pro-
cessing node 11(n-1).

FIG. 2 depicts a functional block diagram of switch 16
useful in the processing node 11(n), which alleviates the
deadlock problem. With reference to FIG. 2, the switch 16
includes a plurality of interface subsystems 20(0) through
20(2) (generally identified by reference numeral 20(i)), a
received message selection section 21, and a transmit mes-
sage packet selection section 22, all controlled by a switch
control module 23. Each of the interface subsystems 20(1) a
connected to one of the two communication links 12(n) and
12(n-1)(index “n-1" taken modulo “8”) or communication
link 13(n)(n+4) connected to the processing node 11(n), and
receives message packets that are transmitted to the pro-
cessing node 11(n) over the respective communication link
and transmits message packets over the respective commu-
nication link.

For message packets received by the interface subsystem
20(1) for which the processing node 11(n) is the destination
processing node, received message selection section 21
selectively couples the message packets to other portions of
the processing node 11(n) for processing, such as to the
processor 14, memory 15 or to other elements (not shown)
of the processing node 11(n) as enabled by the processor 14.
If multiple message packets are concurrently received by
two or more interface subsystems 20(1), the received mes-
sage selection section 21, under control of the switch control
module, couples successive message packets serially to the
other portions of the processing node for processing.

The transmit message packet selection section 22 selec-
fively couples message packets received by the interface
subsystems 20(1) for which the processing node 11(n) is an
intermediate processing node, as well as message packets to
be 1njected by the processing node, to respective ones of the
interface subsystems 20(i) for transmission. In particular, if
the interface subsystem 20(0) receives a message packet for
which the processing node 11(n) is an intermediate process-
ing node, if the message packet 1s to be transmitted through
interface subsystem 20(1) or 20(2), the transmit message
packet selection section 22 will enable the message packet
to be coupled to a respective interface subsystem 20(1) or
20(2) for transmission. Similarly, if the interface subsystem
20(1) receives a message packet for which the processing
node 11(n) is an intermediate processing node, if the mes-
sage packet 1s to be transmitted through 1nterface subsystem
20(0) or 20(2), the transmit message packet selection section
22 will enable the message packet to be coupled to respec-
tive interface subsystem 20(0) or 20(2) for transmission.
Finally, if the interface subsystem 20(2) receives a message
packet for which the processing node 11(n) is an interme-
diate processing node, i1f the message packet 1s to be
transmitted through the interface subsystem 20(0) or 20(1),
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the transmit message packet selection section 22 will enable
the message packet to be coupled to respective interface
subsystem 20(0) or 20(1) for transmission.

In addition, the transmit message packet selection section
22 controls the injection by the processing node 11(n) of
message packets into the interconnection subsystem, that is,
message packets for which the processing node 11(n) itself
1s the source processing node. Such message packets may be
provided by the processing node’s processor 14, or they may

be retrieved by the switch 16 from, for example, the memory
15 1f the switch 16 can retrieve information from the
memory 1n a “direct memory access” procedure. The trans-
mit message packet selection section 22 will couple each
such message packet to one of the respective interface
subsystems 20(1) for transmission.

All the interface subsystems 20(i) are similar, and only
interface subsystem 20(0) is shown in detail. As shown in
FIG. 2, the interface subsystem 200(0) includes an interface
port 30(0), a destination receive buffer 31(0) and an inter-
mediate receive buffer 32(0). For each message packet that
is received by the processing node 11(n) over the commu-
nication link “0”, the interface port 30(0) couples the mes-
sage packet to one of the destination receive buffer 31(0) or
the intermediate receiver buffer 32(0). In particular, if the
interface port 30(0) receives a message packet for which the
processing node 11(n) is the destination processing node, it
(that is, the interface port 30(0)) will couple the message
packet to the destination receive buffer 31(0), which will
buffer the packet until it (that is, the packet) is transferred by
the received message packet selection section 21 to other
portions of the processing node 11(n) for processing as
described above. On the other hand, if the interface port
30(0) receives a message packet for which the processing
node 11(n) 1s an intermediate processing node, it (that is, the
interface port 30(0)) will couple the message packet to the
intermediate receive buffer 32(0), which will buffer the
packet until it (that is, the packet) is transferred by the
transmit message packet selection section 22 to the appro-
priate interface subsystem 21(1) or 21(2) for transmission as
described above.

It will be appreciated that, 1n receiving the message
packet, the interface port 30(0) will receive the electrical,
optical or other signal(s) defining a message packet from the
communication link connected thereto, and convert the
signal(s) as necessary to an appropriate for loading into the
respective buffer 31(0) or 32(0). In one embodiment, each
message packet comprises a selected number of
successively-received words, and each of the buffers 31(0)
and 32(0) essentially comprises a queue in which the suc-
cessive words of the respective message packets are stored.

Generally, each of the buffers 31(0) and 32(0) has sufficient

capacity to store words for one message packet.

As indicated above, the destination receive buffer 31(0)
buffers each message packet received by the mterface sub-
system 20(0) for which the processing node 11(n) is the
destination processing node. Under control of the switch
control module 23, the destination receive buffers 31(0), will
couple the successive words of the bullered message packet
to the received message packet selection section 21, as a
DEST(0) destination signal. As indicated above, the inter-
face subsystems 20(1) and 20(2), connected to the other
communication links to which the processing node 11(n) is
connected, are similar to the interface subsystem 20(0), and
when they receive message packets over their respective
communication links for which the processing node 11(n) is
the destination processing node, the message packets will be
buffered in their respective destination receive buffers (not

10

15

20

25

30

35

40

45

50

55

60

65

3

shown). In addition, the switch control module 23 can
control the respective destination receive buifers to enable
the buffered packets to be coupled to the receive message
packet selection section as respective DEST(1) and DEST
(2) destination signals.

Similarly, the intermediate receive buffer 32(0) buffers
cach message packet received by the interface subsystem
20(0) for which the processing node 11(n) is an intermediate
processing node. Under control of the switch control module

23, the intermediate receive buffer 32(0), will couple the
successive words of the buffered message packet to the
transmit message packet selection section 22 as a INTERM
(0) intermediate signal. As indicated above, the interface
subsystems 20(1) and 20(2), connected to the other com-
munication links to which the processing node 11(n) is
connected, are similar to the interface subsystem 20(0), and
when they receive message packets over their respective
communication links for which the processing node 11(n) is
an 1ntermediate processing node, the message packets will
be buffered in their respective 111termedlate receive bullers
(not shown). In addition, the switch control module 23 can
control the respective intermediate receive bulfers to enable
the buffered packets to be coupled to the transmit message

packet selection section 22 as respective INTERM(1) and
INTERM(2) destination signals.

The received message packet selection section 21, under
control of the switch control module 23, receives the mes-
sage packets buffered by the destmatlon receive bullers
31(0) through 31(2) and couples them to other portions of
the processing node 11(n) for storage or processing. The
received message packet selection section 21 comprises a
multiplexor 33 that 1s controlled in response to a SEL REC
PORT selected receive port signal from the switch control
module 23. The switch control module 23, in addition to
controlling the destination receive buflers of the respective
interface subsystems 20(0) through 20(2), will concurrently
control the SELL REC PORT selected receive port signal to
enable the multiplexer 33 to, 1n turn, selectively couple one
of the DEST(0) through DEST(2) destination signals from
the interface subsystems 20(0) through 20(2) as a SEL
DEST selected designation signal, which may be coupled to
the processor 14 (FIG. 1).

That 1s, 1if the switch control module 23 enables the
destination receive buffer 31(0) of interface subsystem 20(0)
to couple the message packet buifered therein as the DEST
(0) destination signal as described above, it (that is, the
switch control module 23) will contemporaneously control
the SELL REC PORT selected receive port signal to enable
the multiplexor 33 to couple the DEST(0) destination signal
as the SEL DEST selected destination signal to, for example,
the processor 14. Similarly, if the switch control module 23
enables the destination receive buffer (not shown) of inter-
face subsystem 20(1) or 20(2) to couple the respective
message packet buffer therein as the DEST(l) or DEST(2)
destination signal as described above, it (that is, the switch
control module 23) will contemporaneously control the SEL
REC PORT sclected receive port signal to enable the mul-
tiplexer 33 to couple the respective DEST(1) or DEST(2)

destination signal to, for example, the processor 14.

The transmit message packet section 22 comprises a
injected message communication link selector 34 and a
plurality of transmit message packet selectors 34(0) through
35(2) (generally identified by reference numeral 35(1)), with
each transmit message packet selector 35(1) being associated
with the correspondingly-indexed interface subsystem 20(1).
The 1njected message communication link selector 34 com-
prises a demultiplexer 36 that receives an INJ MSG 1njected
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message signal, representing a message packet received
from, for example, processor 14, memory 15 or other

element of the processing node, and, under control of a SEL
INJ MSG XMT PORT sclected mnjected message transmit
port signal from the switch control module 23, couples the

INJ MSG 1njected message signal as a selected one of INJ
MSG (0) through INJ MSG (2) injected message (0) through
(2) signals to one of the transmit message packet selectors
35(0) through 35(2).

That 1s, 1f the injected message packet represented by the
INJ MSG 1njected message signal coupled to demultiplexor
36 1s to be transmitted to the processing node connected to

the communication link that 1s, 1n turn, connected to inter-
face subsystem 20(0), the SEL INJ MSG XMT PORT

selected 1njected message transmit port signal from the
switch control module 23 will control the demultiplexor 36
to couple the INJ MSG 1njected message signal as the INJ
MSG (0) injected message (0) signal to transmit message
packet selector 35(0). Similarly, if the injected message
packet represented by the INJ MSG injected message signal
coupled to demultiplexor 36 1s to be transmitted to the
processing node connected to the communication link that

is, in turn, connected to interface subsystem 20(1) or 20(2),
the SEL INJ MSG XMT PORT selected 1njected message
transmit port signal from the switch control module 23 will

control the demultiplexor 36 to couple the INJ MSG 1njected
message signal as the respective INJ MSG (1) or INJ MSG

(2) injected message (1) or (2) signal to respective transmit
message packet selector 35(1) or 35(2).

Each transmit message packet selector 35(i), under con-
trol of the switch control module 23, selectively couples a
message packet from the intermediate receive bullers of the
interface subsystems 20(i")(1'=1) or the injected message
packet from the 1njected message communication link selec-
tor 34, to the interface subsystem 20(1) for transmission over
the communication link connected thereto. All of the trans-
mit message packet selectors 35(1) are constructed similarly.
Each transmit message packet selector 35(1) includes an
intermediate packet multiplexer 40(i), an transmit packet
multiplexer 41(1) and an injected message packet buffer
42(1). Injected message packets coupled to the respective
transmit message packet selector 35(1) by the multlplexer 36
are bulfered 1n the injected message packet buffer 42(i). The
intermediate packet multiplexer 40(1) receives the INTERM
(i) and INTERM (1")(1', 1"1) intermediate signals from the
interface subsystem 20(1') and 20(i")(1', 1"#1) and, under
control of a SEL INT 1'/A"(1', 1"=1) select intermediate signal
from the switch control module 23, couples one of the
received INTERM (i) and INTERM (1") intermediate sig-
nals to one input of the transmit packet multiplexer 41(1). As
described above, the INTERM (i1') and INTERM (i") inter-
mediate signals represent message packets buflered in the
intermediate receive bulfers of the interface subsystems
20(1") and 20(i"), and so the signal coupled by the interme-
diate packet multiplexer 40(1) to the transmit packet multi-
plexer 40(1) represent a packet from the respective 1mnterme-
diate receive buffer. The transmit packet multiplexer 41(1) of
the transmit message packet selector 35(1), under control of
the switch control module 23, selectively couples the
selected intermediate message packet, represented by the
signal from the intermediate packet multiplexer 40(1) or an
injected packet that is buffered in injected packet buffer 42(1)
as a XMIT MSG PORT (1) transmit message port (1) signal
to the interface subsystem 20(1) connected thereto for trans-
mission over the respective communication link. In
particular, the XMIT MSG PORT (i) transmit message port
(1) signal 1s provided directly to the interface port of the
respective interface subsystem 20(1) for transmission.
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Thus, for example, for the transmit message packet selec-
tor 35(0), the intermediate packet multiplexer 40(0) receives

the INTERM (1) and INTERM (2) intermediate signals from
the interface subsystems 20(1) and 20(2) and, under control
of a SEL INT Y% select intermediate signal from the switch

control module 23, couples one of the INTERM (1) and
INTERM (2) intermediate signals to one input of the trans-
mit packet multiplexer 41(0). The INTERM (1) and
INTERM (2) intermediate signals represent message pack-
cts butfered 1n the intermediate receive butfers of the inter-
face subsystems 20(1) and 20(2), and so the signal coupled
by the intermediate packet multiplexer 40(0) to the transmit
packet multiplexer 41(0) represent a packet from interme-
diate receive buffer 20(1) or 20(2). The transmit packet
multiplexer 41(0) of the transmit message packet selector
35(0), under control of the switch control module 23,
selectively couples the selected intermediate message
packet, represented by the signal from the intermediate
packet multiplexer (40)(0) or an injected packet that is
buffered 1n injected packet buffer 42(0) as a XMIT MSG
PORT (0) transmit message port (0) signal to the interface
subsystem 20(0) connected thereto for transmission over the
respective communication link. In particular, the XMIT
MSG PORT (0) transmit message port (0) signal is provided
directly to the interface port 30(0) of the interface subsystem
20(0) from transmission. The transmit message packet selec-
tors 35(1) and 35(2) are constructed and operate in a similar
manner in connection with the respective INTERM (0)

through INTERM (2) intermediate signals and INJ MSG (1)
and INJ MSG (2) injected message signals coupled thereto.

It will be appreciated that providing each of the process-
ing nodes 11(n) with a switch 16, including both the desti-
nation receive bufler and intermediate receive bufler for
each of the interface subsystems 20(0) through 20(3) asso-
ciated with each communication link 12(n) and 13(n)(n+4)
connected thereto, will ensure that no deadlocks will occur
in the 1nterconnection subsystem used 1n the multiprocessor
computer system 10 depicted 1n FIG. 1. Since all of the
interface subsystems 20(i) include buffers for buffering
message packets received by the processing node 11(n) over
the communication links connected thereto, as well as
separate 1njected message buffers for buffering message
packets to be injected by the processing node 11(n), the
processing node 11(n) will have sufficient buffering
resources to ensure both that the processing node 11(n) can
Inject a message and receive messages from processing
nodes 11(n+1), 11(n-1) and 11(n+4) adjacent thereto, con-
currently. In addition, since each interface subsystem 20(1)
includes both a buffer for buflering message packets for
which the processing node 11(n) is the destination (that is,
the destination receive buffer 31(1)) and a buffer for buffer-
ing message packets to be forwarded to another processing
node 11(n")(n'#n) (that is, the intermediate receive buffer
32(1)), receipt and buffering of a message packet by one
interface subsystem 20(i) for which the processing node
11(n) is the destination processing node will not block
subsequent receipt and buffering of a subsequent message
packet by the same interface subsystem 20(1) for which the
processing node 20(n) 1s an intermediate processing node.
Accordingly, the mnventive switch 16 ensures that deadlocks
cannot occur 1n the interconnection subsystem for the mul-

tiprocessor computer system 10.

It will be appreciated that a number of modifications may
be made to the invention. For example, although the system
10 has been described as comprising processing nodes
interconnected by communication links 1n a Moebius strip
topology of diameter two, 1t will be appreciated that the
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processing nodes may be interconnected 1n any cyclic topol-
ogy of any diameter. Generally, 1n the case of a system of
diameter “D”, (DZ2), “D” hops will be required to transfer
a message packet from any processing node 11(n) in the
system to any other processing node 11(n')(n'=n). In that
case, the switch 16 each of the interface ports 20(i) will be
provided with “D-1" intermediate receive buflers, each of
which can be deemed associated with a hop. Thus, to ensure
freedom from deadlock, if a message packet requires “h”
hops, where h=d, the message packet will proceed through
intermediate receive bullers associated with successive
hops. That is, when a processing node 11(n) receives the
message packet for the “h-th” hop, the message packet can
be stored 1n the “h-th” mmtermediate receive buffer, until the
destination processing node receives the message packet.
When the destination processing node receives the message
packet, the message packet will be buffered in the destina-
tion receive buffer 31(1) (FIG. 2). In general, if “D-1"
intermediate receive buflers are provided for processing
nodes interconnected 1n a cyclic topology of diameter “D”,
deadlock can be avoided for any message transter.

In addition, although the mnvention has been described in
connection with a plurality of processing nodes whose
switches 16 are of degree three, 1t will be appreciated that the
invention can be used 1n connection with processing nodes
whose switches of other degrees. Preferably the invention
will be used m connection with systems in which the
processing nodes are interconnected 1n a cyclic topology,
which can be accomplished using processing nodes of
degree other that three. It will be appreciated that the
minimum number of interface subsystems 20(1) and transmit
message packet selectors 35(1) (FIG. 2) in a processing
node’s switch 16 will generally at least correspond to the
switch’s degree. In addition, the number of DEST(i) desti-
nation signals received by multiplexer 33, and the number of
INJ MSG (1) injected message signals provided by the
demultiplexer 36, twill generally at least correspond to the
switch’s degree.

Furthermore, although the system 10 has been described
as including bidirectional communication links 12(n) and
13(n)(n+4), it will be appreciated that each bidirectional
communication link can be implemented using two unidi-
rectional communication links which transfer message pack-
ets 1n the opposite directions between respective pairs of
processing nodes 11(n), 11(n+1) and 11(n), 11(n+4). In
addition, at least some of the communication links 12(n) and
13(n) (n+4) can comprise single undirectional communica-
tion links, which transfer message packets in only one
direction between respective pairs of processing nodes.

In addition, although each interface subsystem 20(1) of the
respective processing nodes 11(n) have been described as
including destination receive buffers 31(1) and intermediate
receive buffers 32(1) for receiving entire message packets
before forwarding them through the received message selec-
tion section 21 to other elements of the respective processing
node 11(n), or through the transmit message packet selection
section 22 to a respective interface subsystem 20(i')(i'¢i) for
transfer to another processing node 11(n")(n'=n), it will be
appreciated that some or all of the respective buliers may
alternatively be constructed to receive only a portion of the

respective packets before forwarding them.

Furthermore, although the invention has been described in
connection with a system 10 comprising processing nodes
11(n) all of which have similar general structures, it will be
appreciated that the mmvention may be used in connection
with a system including nodes of diverse structures. Indeed,
at least some nodes may be connected only to input/output
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devices, such as mass storage subsystems, network
interfaces, mtertaces to the public telephony system, hard-
copy output devices and the like. In addition, the mnvention
may be used 1n connection with a message packet transfer
system comprising switching nodes, which may be similar
to switches 16 of the processing nodes 11(n) described
above, with the switching node being connected to any type
of source for providing message packets for transmission or
destination for receiving message packets. Other arrange-
ments will be apparent to those skilled 1n the art.

In addition, although the switch 16 has been described as
including a received message selection section 21, if the
outputs of the destination receive buffers 31(1) of the respec-
tive interface subsystems 20(i) can be connected together in
a “wired OR” connection, the received message selection
section 21 can be eliminated. In that case, the switch control
module 23 can generate gating signals to enable the respec-
five destination receive buil

ers to gate the message packets
buffered therein as the SEL DEST selected destination

signal.

Similarly, while the switch 16 has been described as
including the injected message communication link selector
34 including demultiplexer 36, it will be appreciated that the
INJ MSG 1njected message signal may instead be coupled to
the inputs of each of the injected message buffers 42(1), and
the switch control module 23 may generate appropriate load
enable signals to enable the appropriate injected message
buffer 42(1) to receive and buffer the message packet to be
injected.

In addition, while the transmit message packet selectors
35(i1) are described as including two separate multiplexers
40(1) and 41(1), it will be appreciated that the multiplexers
40(1) and 41(1), may be combined into a single multiplexer
for selectivity coupling the respective INTERM (1'),
INTERM (1), (i, 1"=1) signal, representing the message
packets from the respective intermediate receive buflers
32(1"), 32(i"), or the buffered injected message packet from

the injected message buffer 42(1), as the XMIT MSG PORT
(1) transmit message port (1) signal.

It will be appreciated that a system 1n accordance with the
invention can be constructed in whole or 1n part from special
purpose hardware or a general purpose computer system, or
any combination thereof any portion of which may be
controlled by a suitable program.

The foregoing description has been limited to a specific
embodiment of this invention. It will be apparent, however,
that various variations and modifications may be made to the
invention, with the attainment of some or all of the advan-
tages of the invention. It 1s the object of the appended claims
to cover these and such other variations and modifications as
come within the true spirit and scope of the mnvention.

What 1s claimed as new and desired to be secured by
Letters Patent of the United States 1s:

1. A message packet transfer system comprising a plural-
ity of switching nodes interconnected by communication
links to define at least one cyclical packet transfer path
having a predetermined diameter, the switching nodes trans-
ferring message packets each from a respective one of the
switching nodes as a respective source switching node to a
respective one of the switching nodes as a respective des-
fination switching node, at least one of the switching nodes
comprising:

A. anumber of buffers, the number being a function of the
predetermined diameter; and

B. an interface configured to receive message packets
from at least one other of said switching nodes during
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a message transfer operation, buffer them i said
buffers, and transfer ones of said message packets for
which the at least one of said switching nodes 1s not the
destination switching node to at least a second other of

said switching nodes, thereby to ensure the deadlock does
not occur during the message transfer operation.
2. Amessage packet transfer system as defined 1n claim 1

in which, 1n said at least one switching node, one of said
buffers operates as a destination buffer to buffer message
packets received by said at least one of said switching nodes
as a destination switching node.

3. Amessage packet transfer system as defined in claim 2
in which, 1n said at least one switching node, another of said
buflers operates as an intermediate bufler to bufler message
packets received by said at least one of said switching nodes
for which said at least one of said switching nodes 1s not a
destination switching node.

4. A message packet transfer system as defined 1n claim 3
in which the interface includes:

C. a destination message packet transfer element config-
ured to transfer message packets received from said at
least one other of said switching node for which said at
least one switching node 1s a destination switching
node to said destination buffer for buifering, and

D. an mtermediate message packet transfer element con-
figured to transfer message packets received from said
at least one other of said switching nodes for which said
at least one switching node 1s not a destination switch-
ing node to said mtermediate buffer for buifering.

5. Amessage packet transfer system as defined 1n claim 4
in which said interface further transfers message packets to
at least a second other of said switching nodes, said interface
transferring message packets from said mtermediate buifer
to said at least a second other of said switching nodes.

6. A message packet transfer system as defined 1n claim 5
in which the at least one switching node 1s connected to a
message packet generator configured to provide message
packets for transfer by said at least one switching node, the
interface further selectively transferring message, packets
received from one of the message packet generator or the
intermediate buffer to said at least a second other of said
switching nodes.

7. Amessage packet transfer system as defined 1n claim 1
in which the number of said buffers is selected to correspond
to the predetermined diameter.

8. Amessage packet transfer system as defined 1n claim 1
in which the switching nodes transfer message packets over
said communication links 1n one or more hops, 1n each hop
one of said message packets being transterred by one of said
switching nodes to another of said switching nodes, 1n said
at least one of said switching nodes a buffer selected to
buffer received message packet being a function of the
number of hops for the message packet from the source
switching nodes to the at least one of said switching nodes.

9. A message packet transter system as defined in claim 1
in which a plurality of the switching nodes each have a
plurality of buffers configured to buffer a corresponding
plurality of message packets received thereby from respec-
five ones of at least one other of said switching nodes during
said message transier operation.

10. A message packet transfer method for effecting the
fransfer of message packets 1n a system comprising a
plurality of switching nodes interconnected by communica-
tion links to define at least one cyclical packet transfer path
having a predetermined diameter, the switching nodes trans-
ferring message packets each from a respective one of the
switching nodes as a respective source switching node to a
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respective one of the switching nodes as a respective des-
fination switching node, the method comprising the steps of:

A. establishing a number of buifl

ers, the number being a
function of the predetermined diameter; and

B. receiving message packets from at least one other of
sald switching nodes during a message transier
operation, buifering the received message packets 1n
said buffers, and transferring ones of said message
packets for which the at least one of said switching
nodes 1s not the destination switching node to at least
a second other of said switching nodes, thereby to
ensure that deadlock does not occur during the message
transfer operation.

11. A message packet transfer method as defined 1n claim
10 1n which, 1n said at least one switching node, one of said
buffers 1s enabled to operate as a destination buffer to bufler
message packets received by said at least one of said
switching nodes as a destination switching node.

12. Amessage packet transfer method as defined in claim
11 in which, 1n said at least one switching node, another of
said buffers 1s enabled to operate as an intermediate buifer
to bufler message packets received by said at least one of
said switching nodes for which said at least one of said
switching nodes 1s not a destination switching node.

13. Amessage packet transfer method as defined in claim
12 1 which said at least one switching node, during said
message packet receiving step, performs the steps of:

C. transferring message packets received from said at
least one other of said switching node for which said at
least one switching node 1s a destination switching
node to said destination buffer for buffering, and

D. transferring message packets received from said at
least one other of said switching nodes for which said
at least one switching node 1s not a destination switch-
ing node to said intermediate buifer for buflering.

14. A message packet transfer method as defined in claim
13 in which said interface i1s further enabled to transfer
message packets to at least a second other of said switching
nodes, said interface being enabled to transfer message
packets from said intermediate buffer to said at least a
second other of said switching nodes.

15. A message packet transfer method as defined 1n claim
14 1n which the at least one switching node 1s connected to
a message packet generator configured to provide message
packets for transfer by said at least one switching node, the
interface further being selectively enabled to transfer mes-
sage packets received from one of the message packet
generator or the intermediate buflfer to said at least a second
other of said switching nodes.

16. A message packet transfer method as defined in claim
10 1n which the number of said buffer 1s selected to corre-
spond to the predetermined diameter.

17. Amessage packet transfer method as defined in claim
10 1n which the switching nodes transfer message packets
over said communication links 1n one or more hops, 1n each
hop one of said message packets being transferred by one of
said switching nodes to another of said switching nodes, 1n
said at least one of said switching nodes a buifer being
selected to bufler received message packet being a function
of the number of hops for the message packet from the
source switching node to the at least one of said switching
nodes.

18. Amessage packet transfer method as defined in claim
10 in which a plurahty of the switching nodes each have a
plurality of buffers configured to buifer a corresponding
plurality of message packets received thereby from respec-
tive ones of at least one other of said switching nodes during

said message transier operation.
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19. A message packet transfer computer program product
for use 1n connection with a system comprising a plurality of
switching nodes interconnected by communication links to
define at least one cyclical packet transfer path having a
predetermined diameter, the switching nodes transierring,
message packets each from a respective one of the switching
nodes as a respective source switching node to a respective
one of the switching nodes as a respective destination
switching node, at least one of the switching nodes including
a computer, the message packet transfer computer program

product comprising a computer-readable medium including:

A. a buffer establishment module configured to enable
said computer to establish a number of buffers, the
number being a function of the predetermined diameter
and

B. an interface module configured to enable said com-
puter to buflfer a corresponding plurality of message
packets received by said computer from at least one
other of said switching nodes during a message transfer
operation, thereby to ensure that deadlock does not
occur during the message transfer operation.

20. A message packet transfer computer program product
as defined 1n claim 19 in which said buffer establishment
module enables said computer to operate one of said buifers
as a destination buffer to buifer message packets recerved by
said computer as a destination switching node.

21. A message packet transfer computer program product
as defined 1 claim 20 1n which said buffer establishment
module enables said computer to operate another of said
buffers as an intermediate buffer to bufler message packets
received by said computer to be transterred to another of
said switching nodes as a destination switching node.

22. A message packet transfer computer program product
as defined 1n claim 21 1in which the interface module enables
the computer to:

C. transfer message packets received from said at least
one other of said switching node for which said at least
one switching node 1s a destination switching node to
said destination buffer for buffering, and

D. transfer message packets received from said at least
one other of said switching nodes for which said at least
one switching node 1s not a destination switching node
to said intermediate buffer for buffering.

23. A message packet transfer computer program product
as defined 1n claim 22 1n which said interface module further
enables said computer to transfers message packets to at
least a second other of said switching nodes, said interface
module enabling the computer to transfer message packets
from said intermediate buffer to said at least a second other
of said switching nodes.

24. A message packet transfer computer program product
as defined 1n claim 23 1n which the at least one switching
node 1s connected to a message packet generator configured
to provide message packets for transfer by said at least one
switching node, the interface module further enabling the
computer to selectively transfer message packets received
from one of the message packet generator or the interme-
diate bufler to said at least a second other of said switching
nodes.

25. A message packet transfer computer program product
as defined 1 claim 19 1in which the number of said buifer 1s
selected to correspond to the predetermined diameter.

26. A message packet transfer computer program product
as defined 1n claim 19, in which the switching nodes transfer
message packets over said communication links 1n one or
more hops, 1n each hop one of said message packets being
transterred by one of said switching nodes to another of said
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switching nodes, the message packet transfer computer
program product in said at least one of said switching nodes
a buifer selected to buifer recerved message packet being a
function of the number of hops for the message packet from
the source switching node to the at least one of said
switching nodes.

27. A switching node for use 1n a message packet transfer
system comprising a plurality of other switching nodes
interconnected by communication links to define at least one
cyclical packet transfer path having a predetermined
diameter, the switching nodes transferring message packets
cach from a respective one of the switching nodes as a
respective source switching node to a respective one of the
switching nodes as a respective destination switching node,
the switching node comprising;:

A. a number of buifers, the number being a function of the
predetermined diameter; and

B. an interface configured fo receive message packets
from at least one other of said switching nodes during
a message transfer operation, buffer them in said
buffers, and transfer ones of said message packets for
which the switching node 1s not the destination switch-
ing node to at least a second other of said switching
nodes, thereby to ensure that deadlock does not occur
during the message transfer operation.

28. A switching node for use 1n a message packet transfer
system comprising a plurality of other switching nodes
interconnected by communication links to define at least one
cyclical packet transfer path having a predetermined
diameter, the switching nodes transferring message packets
cach from a respective one of the switching nodes as a
respective source switching node to a respective one of the
switching nodes as a respective destination switching node,
the switching node comprising;:

A. a computer; and

B. a control subsystem for controlling the computer, the
control subsystem comprising;:

1. a buffer establishment module configured to enable
the computer to establish a number of buflers, the
number being a function of the predetermined diam-
eter; and

ii. an interface module configured [so] fo enable the
computer to receive message packets from at least one
other of said switching nodes during a message transier
operation, buifer them in said buflers, and transfer ones
of said message packets for which the switching node
1s not the destination switching node to at least a second
other of said switching nodes, thereby to ensure that
deadlock does not occur during the message transfer
operation.

29. A control subsystem for controlling a computer 1n a
switching node, the switching node [comprising] being one
of a plurality of switching nodes interconnected by commu-
nication links 1n a message packet transfer system, the
communication links interconnecting the switching nodes to
define at least one cyclical packet transfer path having a
predetermined diameter, the switching nodes transferring
message packets each from a respective one of the switching
nodes as a respective source switching node to a respective
onc of the switching nodes as a respective destination
switching node, the control subsystem comprising:

A. a buffer establishment module configured to enable the
computer to establish a number of buflers, the number
being a function of the predetermined diameter; and

B. an interface module configured [so] 7o enable the
computer to receive message packets from at least one
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other of said switching nodes during a message transier
operation, buifer them 1n said buflers, and transfer ones
of said message packets for which the switching node
1s not the destination switching node to at least a second
other of said switching nodes, thereby to ensure that
deadlock does not occur during the message transfer
operation.

30. A system for distributing code stored on computer
readable medium and executable by a computer, in a switch-

ing node, the switching node being one of a plurality of 10

switching nodes interconnected by communication links in a
message packet transfer system, the communication links
interconnecting the swiiching nodes to define at least one
cyclical packet transfer path having a predetermined
diameter, the switching nodes transferring message packets
each from a respective one of the switching nodes as a

15

138

respective source switching node to a respeciive one of the
switching nodes as a respective destination switching node,
the code 1ncluding a plurality of modules each configured to
control the computer, the code comprising:

A. a buffer establishment module configured to enable
said computer to establish a number of bulfers, the
number being a function of the predetermined diam-
eter; and

B. an interface module configured to enable said com-
puter to buffer a corresponding plurality of message
packets received by said computer from at least one
other of said switching nodes during a message transfer
operation, thereby to ensure that deadlock does not
occur during the message transfer operation.




	Front Page
	Drawings
	Specification
	Claims

