(19) United States

(12) Reissued Patent
Funke et al.

(10) Patent Number:

USOORE37571E

US RE37,571 E

45) Date of Reissued Patent: Mar. 5, 2002

(54) SUBSCRIBER RF TELEPHONE SYSTEM
HAVING DISTRIBUTED CHANNEL
SWITCHING CAPABILITY

(75) Inventors: Klaus E. Funke; Helena W. Roth,
both of San Rafacl; Kevin A. Jaeger,
Glen Ellen; William S. Tighe, Santa
Rosa; James L. Horn, Penn Grove, all
of CA (US); Lie Gendo, Jakarta Barat;
Hardianto Kamarga, Jakarta Selatan,
both of (ID); Walter E. Noller,
Sebastopol, CA (US)

(73) Assignee:

(21) Appl. No.:

(22) Filed:

Nusantara Communications, Inc.,
Petaluma, CA (US)

09/579,375
May 23, 2000
(Under 37 CFR 1.47)

Related U.S. Patent Documents

Reissue of:

(64) Patent No.: 5,845,201

Issued: Dec. 1, 1998

Appl. No.: 08/270,027

Filed: Jul. 1, 1994
(51) Int. CL7 ..o, H04Q 7/20
(52) US.ClL 455/403; 340/825.17

(58) Field of Search

(56)

3,562,431
3,806,663
4,675,863
4,737,976
4,817,089
4,912,705
4,912,756
4,922,517
4,955.050

g i i i

=%
2
2
=%
4
2
2
=%
4

2/1971
4/1974
6/1987
4/1988
3/1989
3/1990
3/1990
5/1990
9/1990

1

References Cited

U.S. PATENT DOCUMENTS

Inose et al.

Peek et al.

Paneth et al.

Borth et al.

Paneth et al.

Paneth et al.

Hop covviiiiii,
West, Jr. et al.
Yamauchi

Q

e

Z40T

24

—_—

NETWORK
CONTROL
STATICON

32

................................. 455/403, 450,
455/426, 434; 340/825.17; 375/220; 359/172

379/60

NETWORK

INTERFACE

— EXCHANGE
(NIX)

5,003,629 A
5,031,204 A
5,050,189 A
5068916 A
5.105,197 A
5121391 A

3/1991 Ness-Cohn et al.

7/1991 McKernan

9/1991 Cox et al.
11/1991 Harrison et al.

4/1992 Clagett

6/1992 Paneth et al.

A S R - S

(List continued on next page.)

Primary FExaminer—William D. Cumming
(74) Attorney, Agent, or Firm—Cooley Godward LLP

(57) ABSTRACT

A radio communication system for processing information
signals received from telephone trunk lines for transmission
over a plurality of RF subscriber channels 1s disclosed. The
system 1ncludes a network interface exchange for sampling
the received information signals and sequentially combining
the resultant plurality of sampled information signals into
one or more multiplexed transmit channel bit streams. The
network 1nterface exchange includes a processor for assign-
ing a first of the sampled information signals from one of the
trunk lines to an available repetitive slot position of a first of
the transmit channel bit streams provided to a first destina-
tion node associated with the first of the sampled 1nforma-
tfion signals, the first destination node being determined in
accordance with subscriber unit identification information
received over the ftrunk line. A transmitter transmits a
forward interface signal to the first destination node over a
network interface channel 1n response to the first multi-
plexed channel bit stream. The system includes a remote
telephone exchange, 1n RF communication with the network
interface exchange over the network interface channel, cor-
responding to the first destination node and located distal
from the network interface exchange. The remote telephone
exchange extracts the first sampled information signal from
the forward mterface signal, generates a first subscriber
signal, transmits the first subscriber signal over the first RF
subscriber channel to a first subscriber unit, and can route
reverse link signals from the first subscriber unit to a second
destination node independently of the network interface
exchange.

12 Claims, 47 Drawing Sheets
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SUBSCRIBER RF TELEPHONE SYSTEM
HAVING DISTRIBUTED CHANNEL
SWITCHING CAPABILITY

Matter enclosed in heavy brackets [ ] appears in the
original patent but forms no part of this reissue specifi-
cation; matter printed in italics indicates the additions
made by reissue.

The present mvention relates generally to trunked radio
telephone systems and, more particularly, to a subscriber
telephone system for providing multiple information signals
simultaneously over at least one radio-frequency (RF) chan-
nel.

BACKGROUND OF THE INVENTION

Many developing countries have begun to investigate the
possibility of providing telephone service to a larger per-
centage of their respective citizenry. In many developing
countries the number of telephones per person (telephone
density) in rural regions is typically only one-fifth to one-
tenth of the telephone densities characteristic of urban areas.
For example, telephone densities 1n China’s urban centers
typically exceed 30 telephones per 1,000 population, while
telephone density 1n China’s rural areas i1s roughly 4 tele-
phones per 1,000 population.

In order to 1mprove service to rural areas may developing,
countries have attempted to 1dentily telephone systems
enabling cost-effective switching, transmission and distri-
bution suitable for the low-capacity requirements of rural
mstallation. At the same time, however, 1t 1s desired that the
system by expandable to accommodate higher traffic, a
larger subscriber base, and allow for advance billing and
data communication functions to be supported as rural areas
develop.

Radio equipment has been used, particularly in rural
arcas, for providing telephone service to a distributed set of
users. The highly variable distribution requirements of the
rural networks 1n developing countries has spurred efforts to
develop cost-effective radio telephone systems. Radio trans-
mission oifers several advantages relative to communication
facilitated by satellite or cable networks. For example, it
may be impractical to bury cable 1n regions having uncul-
tivable (e.g., rocky or hardpan) soil, and aerial cable has
proven to be relatively costly to install and maintain. In
conftrast, the cost of microwave radio links 1s relatively
insensitive to distance due to the extended coverage capa-
bility afforded to repeater stations.

Satellite telephone systems are often used to service
remote rural areas, or to provide service over wide geo-
oraphic regions of diffuse subscriber concentration.
However, a minimum number of subscribers 1s required to
justify the significant mnvestment required by the provision
of satellite base stations and related facilities. Low-capacity
radio links can be a less expensive alternative to satellite
systems when providing service to remote areas (e.g.,
islands) with relatively low levels of telephone traffic.

[

Moreover, radio links can meet the transmission demands of

[

low-density demand pockets, particularly those located off
of larger-demand routes.

In trunked radio communication systems a number of
radio users (subscribers) share a group of communication
channels, where typically each user will require a channel
for only a small percentage of the time. A base station serves
as an exchange between the subscribers and a set of dedi-
cated lines, 1.¢., trunks, from the public network. Subscribers
may use mobile or portable two-way and fixed base com-
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munication modules, with radio repeaters generally being
used to provide the communication channels over an
extended range. Conventional repeaters do not perform any
call switching functions, but rather merely relay information
signals linearly between subscribers and the base station. It
follows that when one subscriber desires to communication
with another located nearby, the call must nonetheless be
transmitted to the base station and rebroadcast to the
intended recipient subscriber. Accordingly, a radio telephone
system operative to provide localized call routing among
proximately located subscribers would allow a base station
of a given traffic capacity to service a larger number of
subscribers.

Each repeater unit within trunked systems, typically
receives communication signals from subscriber units on a
first path, and rebroadcasts the signals at higher power on a
seccond path to other subscriber units. Trunking systems
ogenerally use different assigned frequencies for these simul-
tanecous paths. Each pair of frequencies assigned to a
repeater unit constitutes one of the several communication
channels of the trunked system. Channels carrying voice and
other message communications are known as information
channels, those carrying signal and control information are
known as control channels.

In trunked systems 1t 1s often necessary that a user
desiring to communicate first request permission to access
the group of channels and then wait for permission and for
an assignment to a particular channel. In transmission-
trunking systems a user retains his channel assignment for
only a single transmission, while 1n message-trunking sys-
tems the channel 1s retained until an entire message com-
prising multiple transmissions 1s completed. Because
trunked systems 1nvolve sharing resources, subscribers must
often wait for availability of information channels. The trunk
controller responds to a request for channel with a busy
signal and nofifies the subscriber when a channel later
becomes available. Upon notification of channel availability
the subscriber may be allowed only a brief response mterval
to claam the assigned channel. This procedure i1s not only
inconvenient, but also leads to subscriber access delays and
to the consumption of communications resources during the
response 1nterval.

Access to the public telephone network from a trunked
system requires a call origination procedure. One procedure
often used 1s for a radio subscriber to place a request for a
channel capable of providing interconnection to the public
network. When such a channel becomes available, the
controller grants permission to use it and generates a dial
tone. The radio subscriber originates the call by transmitting
tone or data signalling information, which couples to the
public network. The radio subscriber hears busy tones or
ringing tones and eventually becomes connected with the
requested party or terminates his call attempt.

In conventional trunked systems the mmbound and out-
bound frequencies associated with a given channel are
typically assigned simultaneously and maintained for the
duration of a conversation. This 1s so even though the radio
subscriber typically cannot make use of them simulta-
neously. That 1s, while transmitting the radio subscriber does
not hear, and cannot be interrupted, by a party from the
public network. Such unnecessary assignment of paired
frequencies removes resources from the collection of fre-
quencies available to 1nterconnect calls.

Many existing trunked radio telephone systems are
designed to be 1n conformance with standards derived from
recommendations made by the International Telecommuni-
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cations Union (ITU). One objective of the ITU 1s to promote
adherence to a unmiversal set of equipment 1nterface conven-
fions. Widespread compliance with the body of recommen-
dations promulgated by the ITU enables iteroperability
between radio and telephone equipment, particularly when
crossing of international boundaries 1s mnvolved. Under the
I'TU recommendations standard interfaces are to be provided
for each manufactured equipment component. Hence, radio
telephone systems are generally composed of a collection of
“stand-alone” components, each disposed to communicate
using a prescribed public domain protocol. Unfortunately,
the need for standard interfaces to facilitate compatibility
between stand-alone components tends to increase the cost
of the radio telephone networks 1in which such components
are 1ncorporated.

OBIJECTS OF THE INVENTION

Accordingly, 1t 1s an object of the present invention to
provide a radio telephone system employing a channel
allocation procedure which obviates the need for subscribers
to wait for a particular channel assignment prior to genera-
tion of a dial tone.

It 1s a further object of the present mvention that such a
radio telephone system efficiently assign the available fre-
quency band to requesting subscribers.

It 1s yet another object of the present invention to provide
a radio telephone system which 1s compatible with accepted
public domain protocol, but in which the constituent net-
work components are not each required to be supplied with
a standard interface capable of supporting such a protocol.

A still further object of the present invention is to provide
a radio telephone system operative to provide localized call
routing among proximately located subscribers.

SUMMARY OF THE INVENTION

In summary, the present invention comprises a radio
communication system for processing information signals
received from telephone trunk lines for transmission over a
plurality of RF subscriber channels. The system includes a
network interface exchange for sampling the received infor-
mation signals and for sequentially combining the resultant
plurality of sampled mformation signals mto a multiplexed
transmit channel bit stream, each of the sampled information
signals occupying a repetitive slot position in the multi-
plexed transmit channel bit stream. The network interface
exchange further includes a processor for assigning a first of
the sampled information signals from one of the trunk lines
to the repetitive slot position corresponding to a first of the
RF subscriber channels associated with a call request signal
received over the one trunk line.

A ftransmitter 1s provided for transmitting a forward
interface signal over a network interface channel 1n response
to the multiplexed channel bit stream. The system further
includes a remote telephone exchange, in RF communica-
fion with the network interface exchange over the network
interface channel, for extracting the first sampled 1informa-
fion signal from the forward interface signal. The remote
telephone exchange also generates a first subscriber signal
on the basis of the extracted first sampled information signal,
and transmits the first subscriber signal over the first RF
subscriber channel to a first intelligent subscriber unit.

In a preferred embodiment the call request signal has
accompanied therewith a subscriber identification signal
associlated with the first intelligent subscriber unit. The
network interface exchange processor assigns the first
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4

sampled 1nformation signal to the repetitive slot position
corresponding to the first RF subscriber channel at least
partially on the basis of the subscriber 1dentification signal.

BRIEF DESCRIPTION OF THE DRAWINGS

Additional objects and features of the mvention will be
more readily apparent from the following detailed descrip-
tion and appended claims when taken 1n conjunction with
the drawings, 1n which:

FIG. 1 1s a block diagram of the system of the present
invention in which telephone service i1s provided among
subscribers associated with a plurality of intelligent tele-
phone sets, as well as between such subscribers and users of
a conventional public switched telephone network (PSTN).

FIG. 2A 1llustrates an mter-code transmission link topol-
ogy capable of bemng implemented within the inventive
network.

FIG. 2B depicts a three-node triangular topology resulting,
1n a transmission loop having an impermissible odd number
of transmission links.

FIGS. 2C and 2D 1illustrate permissible nodal topologies
having an even number of inter-node transmission links.

FIG. 3A depicts a typical manner 1n which calls are routed

within a conventional multiple access radio telephone sys-
tem

FIG. 3B 1illustratively represents the call routing technique
contemplated by the present invention.

FIG. 4A shows a more detailed block diagrammatic
representation of the hardware architecture of the system of
the 1nvention.

FIG. 4B provides a generalized representation of the

“switching fabric” embedded within the system architecture
of FIG. 4A.

FIG. 4C 1llustratively represents the hardware and soft-
ware elements included within each of the networked RTX

units comprising the switching fabric generally represented
in FIG. 4B.

FIG. 4D 1llustratively represents the hardware and soft-
ware clements included within each NIX unit included
within the switching fabric generally represented in FIG. 4B.

FIGS. 5A-5P are call flow and state diagrams and exem-
plitying the call routing contemplated by the invention.

FIG. 6A 1s a diagrammatic representation of the frame
format and signaling structure utilized 1n communications
between remote telephone exchange (RTX) and intelligent
telephone set (ITS) units.

FIG. 6B 1s a diagrammatic representation of the frame
format and signaling structure utilized 1n communications
between system nodes, 1.€., between a pair of RTX units or

between a network interface exchange (NIX) unit and an
RTX unit.

FIG. 7 1s a block diagram of an exemplary implementa-
tion of a rural radio transceiver (RRT).

FIG. 8 1s a timing diagram showing the Trans_ Clock,
RTSend, and Trans_ Data waveforms provided to an RRT
during Transmit Mode operation.

FIG. 9 shows a block diagram representation of a sub-

scriber remote terminal/rural radio transceiver (SRT/RRT)
module.

FIG. 10A shows a block diagram representation of a radio
line card/rural radio transceiver (RLC/RRT) module.

FIG. 10B provides an 1illustrative representation of the
organization of a voice buffer included within the RLC of

FIG. 10A.
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FIG. 11 shows a block diagram representation of a radio
trunk card/rural transceiver (RTC/RRT) module.

FIG. 12 provides a more detailed block diagram repre-
sentation of a preferred implementation of an RTX Common
Control unit.

FIG. 13 provides a functional block diagram of a pre-
ferred implementation of an NIX Common Control unit.

FIG. 13A shows a block diagram representation of a DEI
interface trunk unit.

FIG. 14 provides a block diagrammatic representation of
an intelligent telephone set (ITS) unit.

FIG. 15A depicts the network message flow arising in
connection with receipt of a call from the PSTN.

FIG. 15B shows an exemplary message sequence occur-
ring upon initiation of a call by an I'TS within the system of
the 1nvention.

FIG. 16 shows an exemplary message sequence occurring,
subsequent to call termination by placement of the ITS
handset 1n an on-hook position.

FIG. 17 shows an exemplary message interchange occur-

ring subsequent to a request for call termination being
received from the PSTN.

FIG. 18 depicts the message flow occurring upon place-
ment of a call by an I'TS unit to another I'TS unit included
within the network.

FIG. 19 shows the message mterchange occurring during,
a call takedown process within the network.

FIG. 20 is a block diagram of a Common Control (CC)
software program resident within each NIX and RTX unait.

DESCRIPTION OF THE PREFERRED
EMBODIMENT
I[. System Overview

Referring to FIG. 1, the system 10 of the present invention
provides telephone service among subscribers associated
with a plurality of intelligent telephone sets 12, as well as
between such subscribers and users of a conventional public
switched telephone network (PSTN). The system 10
includes at least a first “remote”, or equivalently, “rural”
telephone exchange (RTX) unit 20, and in a preferred
embodiment includes one or more additional “remote” or
“rural” telephone exchange units represented 1n FIG. 1 by a
second telephone exchange 22. The RTX units 20 and 22
provide call connections between the intelligent telephone
set (ITS) units 12, and further serve to link each ITS unit 12
with a network interface exchange (NIX) unit 24. The NIX
unit 24 1s connected to an external PSTN trunk line 30 in
order to facilitate call connection to or from users outside of
the system 10.

In an exemplary embodiment the radios of system 10
operate on common carrier frequency channels within, for
example, the 1443.5 to 1459.5 MHz band or the 1492.5 to
1508.5 MHz band. Channels are transmitted over:

(1) the air interface between the NIX 24 and the RTX unit
20,

(ii) over the air interfaces between RTX units, and

(ii1) between RTX units and each ITS 12.

Channels will typically be spaced 4 MHz apart and support
a bitrate of 6.144 Mbps. Spacing between channels 1s
nominally 4 MHz. The mode of transmission in both direc-
tions between the NIX unit 24 and the RTX unit 20 1s a form
of time division multiplexed (TDM) communication, as is
transmission between the RTX units 20 and 22. The trans-
mission from an I'TS unit 12 to either the RTX unit 20 or to
the RTX unit 22 is time division multiple access (TDMA) in
one direction (incoming) and TDM (outgoing) to an ITS.
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Communication over each air interface, 1.e., the NIX/RTX
and the RTX/ITS air interfaces, 1s accomplished digitally by
modified offset quadrature phase shift keying (MOQPSK)
modulation. That 1s, a “1” results 1n a shift 1in carrier phase
of£90°, while a “0” results in no phase change. As is
described 1n further detail below, inter-network communi-
cation between the PSTN trunk line 30 and the system 10
will preferably be accomplished using R2-SMFC signalling
| Simplified Multifrequency Compelled]. See, for example,
CCITT Recommendation .400.

The system 10 1s a non-hierarchical 1n that each RTX unit
1s equipped with a database enabling a particular call to be
transmitted to an ITS unit within the surrounding service
area, or to be routed to an RTX unit at another network node.
In addition, the system 10 1s distance independent since the
routing of calls through each network node 1s transparent to
System users.

As shown in FIG. 1, a network control station (NCS) 32
1s connected to the NIX unit 24. In an exemplary embodi-
ment the NCS 32 1s implemented using a microcomputer
having a 3865 X-type processor, a minimum of 8 Mb RAM
memory, VGA graphics capability, approximately 200 Mb
of permanent memory and a serial modem. The NCS 32
allows an operator access to, and control over, the system 10.
In brief, the NCS 32 presents a graphical user interface
through which:

(1) the current network configuration of the system 10 may
be displayed,
(1) the current network configuration may be modified,

(i11) information relating to the hardware configuration of
cach RTX unit may be displayed,

(1v) statistical and billing information is gathered from the
system 10,

(v) telephone identification numbers from an equipment
identification database which identity each ITS unit
with a given RTX may be supplied to the system 10,
and

(vi) telephone numbers associating a particular user with
a given I'TS unit are supplied to the system 10 from a
subscriber database.

For telephone numbers i1dentifying destinations within
local calling areas, the phone number will be examined to
determine to which RTX node the number 1s assigned. A set
of three phone lists are preferably maintained, and are
referenced 1n a particular order, 1n order to identify the RTX
node associated with the dialed phone number. The first list,
termed the “Special Phone Number List”, mncludes a pre-
defined number (e.g., 128) of special and emergency num-
bers. This first list 1s designed to allow the destination node
assoclated with such special and emergency numbers to vary
depending upon the location of the node from which the call
was placed.

The second list surveyed includes up to, for example,
1,024 mapped phone numbers, and i1s 1dentified as the
“Mapped Phone Number List”. The third list of phone
numbers includes 128 ranges of phone numbers (i.c., the
“Ranged Phone Number List”), with each range being
assoclated with a particular RTX node. If 1t 1s determined
that a dialed number indicates a destination within the
system, and a matching phone number 1s not found on any
of the three lists, the phone number 1s considered invalid and
an error tone 1s broadcast to the calling party.

Once the call mmformation associated with a particular
dialed number has been routed to the specified destination
node the phone number 15 again examined to identily the
intended recipient I'TS unit. In an exemplary implementation
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cach RTX unit will typically be provided with a list of
approximately 16,000 associated telephone numbers. If a
match 1s not found the dialed number 1s considered 1nvalid
and an error tone 1s played to the calling party.

Again referring to FIG. 1, the RTX unit 20 1s connected
to a first service control station (SCS) 34, while the RTX unit
22 1s connected a second SCS 36. Each SCS will generally
be implemented using a portable microcomputer having a
hardware capability substantially similar to an NCS. The
SCS’s 34 and 36 provide portable access to the system 10,
and enable external control of local RTX units as well as
limited inquiries regarding the status of the entire system.
Each SCS is capable of making configuration changes (e.g.,
a change of RTX transmit frequency) to a given RTX, or of
making transaction inquiries (e.g., # of calls from a particu-
lar ITS) from the RTX.

Although 1n the exemplary system configuration of FIG.
1 there 1s shown only a single NIX unit 24 and a pair of RTX
units 20 and 22, other implementations may 1nvolve 1nstal-
lation of multiple RTX units and more than a single NIX
unit. In the preferred embodiment the system 10 1s capable
of accommodating up to 32 “nodes”, where each node
consists of either an RTX unit or an NIX unit. However, as
1s described below the capability of each NIX unit to
simultaneously handle over 1,000 telephone calls generally
enables a single NIX unit to service an entire region.

In the preferred embodiment each network node 1s
designed to alternately transmit and receive during succes-
sive system 1ntervals 1 a time division duplex mode.
Accordingly, the network 1s designed such that there are an
even number of inter-node transmission links included
within each closed transmission loop. Referring to FIG. 2A,
a nodal topology comprising a square with four network
nodes 1s permitted. In contrast, the three-node triangular
topology of FIG. 2B 1s not permitted since this would allow
a closed transmission loop having an odd number of inter-
node transmission links. Similarly, the nodal topologies of
FIGS. 2C and 2D are permissible as having an even number
of inter-node transmission links.

Various features and advantages of the distributed tele-
phone system of the present invention may be appreciated
by reference to the call routing diagrams of FIGS. 3A and
3B. In particular, FIG. 3A depicts a typical manner 1n which
calls are routed within a conventional multiple access radio
telephone system, while the call routing contemplated by the
present mvention 1s illustrated within FIG. 3B.

In the conventional system of FIG. 3A, conventional
“intra-call” routing allows only a limited number of users
within the same geographic area to communicate through
the local terminal station. For example, users of a limited
number of telephones 35a may communicate via terminal
station 36a, users of a limited number of telephones 35b may
communicate by way of terminal station 36b, and so forth.
However, if a user of a telephone 35a desires to place a call
to a telephone 35b, the call 1s first routed “up-stream” from
terminal station 36a through repeater stations 37b and 37a to
a central station 38 and imnto the public exchange. It 1s then
routed back into the central station 38, and from the central
station 38 the call 1s relayed to terminal station 36b by way
of repeater stations 37a, 37b and 37c. This “up-stream/
down-stream” 1nefficiently occupies system resources by
requiring call routing through the public switched telephone
exchange and central station 38 even when 1t 1s merely
desired to establish a communication link between neigh-
boring terminal stations (e.g., between terminal stations 36a
and 36b). This iefficiency becomes even more apparent
when 1t 1s considered that neighboring terminal stations may
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be separated by only a few miles, while a relatively large
distance may exist between the central station and the
neighboring pair of terminal stations. As 1s described
hereinafter, the distributed telephone system of the present
invention atfords a more efficient use network resources by
providing a distributed call switching capability.

Turning now to FIG. 3B, the distributed “switching fab-
ric’ (i.e., distributed call routing capability) of the present
invention enables a communication link to be locally estab-
lished between neighboring RTX units without the assis-

tance of the NIX unit 24. For example, assume that it 1s
desired that a call be placed from the I'TS unit 12¢ to the ITS

unit 12c. In this case the call would proceed through the
RTX units 23 and 25, and through the RTX unit 20 to the

RTX unit 22. The call would then be relayed by the RTX unit
22 to the ITS unmit 12c. In this way the call switching
capability inherent within each RTX unit enables the most
direct available communication link to be established
between the ITS units associated with different RTX units.
Accordingly, the present invention preserves trunk resources
of the NIX by only routing calls therethrough when neces-
sary to establish a direct communication

II. Overview of Network Communication

A. Network Architecture

Referring to FIG. 4A, there 1s shown a more detailed
block diagrammatic representation of the hardware archi-
tecture of the system 10. As 1s indicated by FIG. 4A, the NIX
unit 24 interfaces with the RTX unit 20 through a radio trunk
card (RTC) in combination with a rural radio transceiver
(RRT), collectively represented as the RTC/RRT module 40.
Similarly, the RTX unit 20 1s connected to an RTC/RRT
module 44 operative to communicate with the RTC/RRT 40
module. The RTX unit 20 1s also connected to a radio line
card (RLC) in combination with a rural radio transceiver
(transmitter/receiver) (RRT), collectively represented as
RLC/RRT 48 module, for facilitating communication with
intelligent telephone set (ITS) 12. The ITS 12 is linked to a
subscriber remote terminal (SRT) in combination with a
rural radio transceiver (RRT). The SRT and RRT supporting
intelligent telephone set 12 are collectively represented as
SRT/RRT module 52.

In a preferred implementation each SRT unit operates on
a single radio frequency, and hence tratffic channel informa-
tion 1s transmitted 1s alternately transmitted in the forward
and reverse directions over each communication link. This
“ping-pong” communications protocol, which results in
time-sharing of the available frequency band, reduces the
number of frequencies required by the coverage area of each
RTX umnit.

Turning now to FIG. 4B, a generalized representation 1s
provided of the “switching fabric” embedded within the
system architecture of FIG. 4A. The “switching fabric”
depicted mn FIG. 4B provides the interconnection of the
multiple network elements comprising a given network
realization. The switching fabric 1s operative to route calls,
via the RLC/RRT and RTC/RRT cards of each RTX unit,
between selected system nodes as well as to an from the
PSTN. As 1s described hereinafter, the network interconnec-
tion facilitating the efficient call routing contemplated by the
invention 1s made possible by the novel communications
hardware and switching/control software integrated within
the system RTX and NIX units. A switching fabric com-
prised of a plurality of RTX units, and one or more NIX
units, 1s believed to be unique in the telecommunications
industry and to represent a significant advance 1n the state of
the art.

FIG. 4C 1illustratively represents the hardware and soft-
ware elements included within each of the networked RTX
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units comprising the switching fabric generally represented
in FIG. 4B. Each RTX unit 1s seen to include a pair of
Common Control modules 60 and 61, which are linked to
various Interface cards within the RTX unit by way of a set
of communication and control buses. More particularly,
Common Control module 60 could be assigned to a time
division multiplex (TDM) communication bus 63a, and to a
Parallel Common Control (PCC) bus 64a. Under these
circumstances Common Control module 61 would be
assigned to TDM bus 63b and to the PCC bus 64b. As 1s
indicated by FIG. 4C, the TDM buses 63a, 63b and PCC
buses 64a, 64b facilitate communication between the Com-
mon Control modules 60, 61 and a Radio Line Card (RLC)
66, and between the Common Control modules and a Radio
Trunk Card (RTC) 67. The RLC and RTC interface cards are
coupled to the TDM and PCC buses through TDM bus
drivers 70a, 70b and PCC bus drivers 72a, 72b, respectively.
The redundant (i.e., non-active) Common Control enables
uninterrupted system operation in the case of failure of the
active Common Control, 1t being understood that only a
single Common Control and/or a single TDM/PCC bus may
be provided 1n alternate embodiments.

Again, the Radio Line Card (RLC) 66 provides an inter-
face for radio communication between a given RTX unit and
the multiplicity of ITS units within the coverage arca
thereof. The Radio Trunk Card (RTC) 67 relays traffic
channel information, 1n the above-described TDM format,
between the RTX unit 1n which it 1s disposed and neighbor-
ing RTX/NIX units.

Of the two TDM buses 63a and 63b, only a single one 1s
active at any one time. The active TDM bus 1s used
exclusively for data communication (i.e., voice and/or
packet data). That is, the active TDM bus is not used to carry
control functions, and i1s not directly accessible by the
Common Control modules 60 and 61. The active TDM bus
1s selected via a global control signal SYSSEL, which 1is
issued by a controller and bus arbitration unit 75. Since the
control signal SYSSEL i1s “global”, all call switching
between interface cards within a given RTX unit are per-
formed solely over the active TDM bus.

As 15 the case with the TDM buses 63a, 63b, cach
interface card 1s capable of using either of the two PCC
buses 64a, 64b within the switching fabric of an RTX/NIX
unit. The active Common Control, as determined by the
system controller and bus arbitration unit 75, also selects the
active PCC bus via the control signal SYSSEL. The redun-
dant Common Control 1s then assigned by default to the
alternate PCC bus. Since the PCC buses facilitate commu-
nication between the Common Control units, both the pri-
mary and alternate PCC buses are continuously exercised.
Each PCC bus may be viewed as an extension of the ISA bus
(IEEE Standard P966) of the central processing unit (CPU)
within the system controller 75, and appears 1n the address
space of the CPU. The PCC Bus provides a control path
between the active Common Control and all interface cards
(c.g., the Radio Line Card and Radio Trunk Card).

In an exemplary embodiment the PCC bus 1s a moderate
speed (e.g., 700 kHz) multiplexed parallel bus, consisting of
16 data lines (corresponding to CPU data lines DO through
D15) and 19 address lines. Since A0 does not appear on the
bus, all PCC bus accesses are by even addressed words. The
PCC bus 1s derived from the ISA bus with 16 multiplexed
address and data lines, three dedicated address lines, and
three control lines. In addition, the PCC address space maps
into a predetermined amount (e.g. 16k) of Common Control
address space. For Common Control addressing, the low
twelve address lines of the PCC bus correspond to CPU
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address lines Al through Al2, and the high seven address
lines of the PCC bus are set to zero.

FIG. 4D 1illustratively represents the hardware and soft-
ware clements included within each NIX unit included
within the switching fabric generally represented in FIG. 4B.
In the representation of FIG. 4D, like reference numerals are

employed to 1dentily element substantially identical to those
present within the RTX unit of FIG. 4C. Referring to FIG.

4D, 1n the case of NIX units the TDM and PCC buses serve
to link the Common Control modules to a Direct E1 Inter-

face Card 68, as well as to the RTC card 67. The DEI1
Interface Card 68 provides an interface between the NIX
unit and the Public Switched Telephone Network (PSTN).
Again, the RTC card 67 relays traffic channel information
between the NIX unit in which 1t 1s disposed and neighbor-
ing RTX units.

B. Network Call Handling

In what follows the term “originating node” refers to the
RTX unit with which an I'TS unit 1s in communication upon
placing a call. If the intended call recipient 1s another I'TS
unit 1s another ITS unit, then the RTX unit servicing the
recipient ITS 1s 1dentified as the “terminating” or “destina-
tion” node. All other RTX units involved 1n relaying the call
are 1dentified as “intermediary nodes”. If the party initiating,
or receiving the call 1s 1 the public switched telephone
network (PSTN), then the NIX unit connected to the PSTN
corresponds to either the terminating or originating node.

As was mentioned above, 1installed within each RTX 1s a
phone number list 1dentifying the terminating node associ-
ated with each I'TS telephone number. In addition, during
initial system installation an “adjacency list” of those net-
work nodes with which a given RTX unit 1s capable of
establishing radio communication 1s stored therein by way
of a network control station (NCS) 32. Upon a call being
placed by an I'TS unait, the called phone number is relayed to
the local RTX unit and the phone number list therein is
surveyed to determine the destination node. Once the des-
tination node has been ascertained, the adjacency list is
examined in accordance with a Depth First Search (DFS)
scarching technique or the equivalent in order to determine
the first intermediary node to which the call 1s to be routed.
This searching step 1s of course not required for calls to I'TS
units serviced by the same RTX unit; that 1s, for calls 1n
which the originating and terminating nodes are identical. At
cach intermediary node, the aforementioned Depth First
Scarch technique 1s conducted using the adjacency list
stored therein so as to identily the next network node to
which the call should be relayed en route to the terminating
node.

At each given imtermediary node, a Channel Map 1is
consulted to ascertain 1f a TDM communication channel
exists from the given node to the next intermediary node
identified by the initial Depth First Search. If so, the call 1s
relayed to the next identified intermediary node. If not, a
second Depth First Search 1s conducted 1n order to i1dentily
an alternative intermediary node. In this way the present
invention effects the routing of calls through the network via
the most direct available communication link, and hence
conserves channel resources by not operating to route each
call through a central switching station or the like. This
contrasts with conventional call routing techniques, in which
unintelligent repeater stations are only capable of relaying
calls between predefined network locations. The novel call
routing contemplated by the invention 1s described in further
detail with reference to the call flow and state diagrams of
FIGS. SA-5P.

In order that the diagrams of FIGS. SA—5P may be more
readily understood, a general description 1s provided of
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selected call processing software routines mcluded within
the Common Control of each RTX/NIX unit. These call
processing routines are designed to facilitate the distributed
call handling and routing techniques contemplated by the
present 1nvention. Included among such routines 1s a Call
Handler Task for performing call set up, call take down and
channel connection functions. TABLE II provides a list of

the subroutines included 1n a preferred implementation of
the Call Handler Task:

TABLE 11
SUBROUTINE FUNCTION
CALL SETUP Setup a path from the calling to the called

party
No path can be setup for the call

Start and end of a connection
Ending a call

CALL FAILURE
CALL IN PROGRESS
CALL TEAR DOWN

The various types of calls processed by the Call Handler
Task may be categorized based on the respective locations of
the parties involved 1n placing and receiving a call. A “local
call” refers to one 1 which only a single RTX unit is
involved: that 1s, a single RTX serves as both the originating
and terminating node. An “intra-system” call requires that
more than a single RTX unit participate 1n relaying the call,
but 1s one 1n which both the originating and receiving parties
are each serviced by an I'TS unit. Fially, an “inter-system”
call refers to a call in which at least one of the parties 1s
included within the PSTN. “Incoming” inter-system calls
from the PSTN are first detected 1n the connecting NIX, and
“outgoing” 1nter-system calls are routed through the con-
necting NIX to the PSTN. NIX units are not involved 1n
handling local calls, and may not be included 1n the call path
of intra-system calls.

When a call 1s imitiated by an I'T'S unit, a Incoming request
message 15 received by an RTX from the calling I'TS. The
RLC associated with the RTX then forwards the Incoming
Request message over the PCC Bus to the RTX Common
Control. The Incoming request message 1ncludes the num-
bers of the SRT and ITS units from which the call was
received, a channel number, and the dialed number 1denti-
fying the recipient party. An interface Card (IFC) Receiver
Task within Common Control receives the message,
removes PCC header information, copies the remaining
information to an operating system envelope. The Incoming
Request message as modified by the IFC Receiver Task 1s
then provided to the Call Handler Task, which performs the
following operations based upon information within the
envelope header:

1. Determination of the number of the destination node
(N,zs) associated with a destination RTX/NIX unit. The
Call Handler Task ascertains the number of N, by search-
ing through the aforementioned Special, Mapped, and
Ranged phone number lists as follows:

(a) Search the Special Phone Number List

(b) If N, ¢ not found (a), then search the Mapped Phone
Number List,

(¢) If N,z not found in either (a) or (b), then search the
Ranged Phone Number List.
If N, 1s not found 1n either the Special, Mapped or Ranged

Phone Number lists, then the call party 1s assigned to a
default zone associated with the PSTN.

2. Identification of the inbound SRT to which the call 1s
being routed. Given the mbound ITS unit to which the call
1s addressed, the Call Handler Task determines the inbound
SRT by searching a Device Table.
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3. Creation of a Session Entry which identifies, for
example, the destination node number (N,,,..), the inbound
SRT, the inbound channel number, call type and direction,
and the called phone number. The information within each
Session Entry may be subsequently used for billing pur-
pOSES.

4. Determination of a call time limit based the Class of
Service of the calling party and on the location (i.e., zone)
of the recipient party. This function 1s performed by a Class
of Service Task, with the resultant CALL DURATION
parameter being returned to the Call Handler Task. The
Class of Service Task first determines whether the Class of
Service of the calling party permits calls 1nto the identified
zone of the recipient party. If so permitted, the CALL
DURATION parameter 1s returned with a value specifying
the maximum allowed call duration. A value of zero 1is
assigned to the CALL DURATION parameter by the Class
of Service Task if callers of the idicated Class of Service
are not eligible to place calls into the zone of the intended
recipient party.

FIGS. 5A—5P may be grouped 1nto three sets based on the
type of call processing operation depicted within each
diagram. Specifically, FIGS. 5-5P may be divided 1nto sets
of Call Set-up Diagrams (FIGS. SA-SF), Call In-Progress
Diagrams (FIGS. 5G-5J), and Call Tear-Down Diagrams
(FIGS. SK-5P). FIGS. §A, 5C, SE, 5G, 5I, 5K and SN may
be characterized as “intertask diagrams” useful for under-
standing operation of the various software “tasks” executed
at each RTX node. The remaining diagrams within each set
are “state diagrams”, which illustratively represent the func-
tions performed by each software task 1n greater detail. In
the diagrams of FIGS. 5A-5P, solid lines are used to
represent those message transmissions not requiring the
mterruption of further call processing while waiting for a
message response. Dashed lines correspond to message
transmissions resulting in the suspension of call processing
until a response is received (see, e.g., the “Call Duration
Request” message of FIG. SA).

Turning now to FIG. SA, there are shown the call setup
steps 1nitiated 1n response to a Caller requesting service. The
request 1s recerved by an RTC of the RTX, 1s passed through
the interface card (IFC) Receiver of the RTX Common
Control, and 1s provided to the software module Call Han-
dler Task included therein (Step 1). The Call Handler Task,
working 1n conjunction with the Router Task, are primarily
responsible for the routing of calls between network nodes.
After messages are exchanged between the Call Handler
Task and the RTC by way of the IFC Transmitter and
Receiver (steps 2-5), a decision is made to route the call to
another intermediary node (step 6). Additional details of the
call processing operations performed by the Common Con-
trol software at the originating node are shown in the state
diagram of FIG. 3B.

Referring now to FIG. 5C, an imtertask diagram 1s pro-
vided which shows the process by which an incoming call at
an 1ntermediary node 1s forwarded to the next intermediary
or destination node. The INL messages (steps 1 & 8) are sent
to the Router Task, which results in inter-node messages
being sent to the destination node via an mtermediary node.
Processing at each mtermediary node 1s initiated by the RTC
passing a message “INL Call Processing” over the bus to the
IFC Rcvr. Again, the Call Handler Task functions 1n con-
junction with the Router Task to determine the next node to
which the call will be routed. In addition, a Channel Allo-
cation Task inherent within the Call Handler Task tracks
TDM channel availability at the RTX and allocates an
available TDM channel when so requested. Further details
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of the call set-up processing performed at each intermediary
node are set forth 1n the state diagram of FIG. 5D.

FIG. 5E provides an intertask diagram representative of
the call set-up processing performed at a terminating node.
Those incoming calls (step 1) terminating at an NIX node
seck a connection to the PSTN through the DE1 Outgoing
Connect Req (step 2). Similarly, those incoming calls ter-
minating at an RTX unit seek a channel to the receiving SRT
device by way of RLC Outgoing Request (step 2). The
calling node 1s notified that the call has been accepted, by a
user within the PSTN or at the destination SRT/I'TS unit, via
an INL Call Accepted message (step 12). More details of the
call processing operations executed at the terminating node
are depicted 1n the state diagram of FIG. SF.

FIGS. 5G-5]J are representative of the “in-progress™ call
processing performed which results 1n the generation of
various call-state status messages. Referring now to FIG.
5G, an intertask diagram 1s provided which traces the
operations performed at the terminating node in successiully
establishing communication with an ITS (steps 1-6).
Similarly, the processing and message tflow leading to the
establishment of a connection with the PSTN 1s also shown
(steps 4-6). In both instances a status message is sent back
to the originating node indicating that the call has been
accepted, and that the call 1s 1n progress. The 1n-progress call
processing occurring at the terminating node 1s shown in
further detail 1n the state diagram of FIG. 5H.

Referring to FIG. SI, an intertask diagram 1s provided
which shows the 1n-progress call processing performed at
the originating node upon receipt of a call acceptance status
message Irom the terminating node. This message 1s
received by the Common Control 1n the originating node via
the IFC Receiver, and results 1n the initiation of a Billing
Task which serves to record call duration and billing 1nfor-
mation. Additional details of the mn-progress call processing
carried out at the originating node are shown in the state
diagram of FIG. 51.

FIG. 53K illustratively represents the “tear-down” call
processing performed at the originating and destination
nodes subsequent to termination of a call by either party
involved. For example, 1n the case of a call between an I'TS
unit and the PSTN the “tear-down” procedure 1s 1nitiated
when the user “hangs-up”, or when the DEI1 interface at the
PSTN registers an On-Hook condition (step 1). Call tear-
down proceeds as indicated (steps 2—13), and results in the
discontinuation of call billing upon call termination. Further
aspects of the call processing activity mnvolved 1n the tear-
down procedures performed at the originating and terminat-
ing nodes are respectively set forth 1n the state diagrams of
FIGS. SL and 5M.

FIG. 5N 1s an intertask diagram representative of the call
tear-down process at an intermediary node, which 1s 1nitiated
by an incoming “INL Call Disconnect Ack” message (step
1). The message to tear down the call is then passed on to the
next node by relaying the “INL Call Disconnect Ack”
message (step 8). Additional details relating to the call
tear-down procedure at an intermediary node are shown 1n
the state diagram of FIG. 5P.

III. Frame Format and Signalling Structure

FIG. 6A 1s a diagrammatic representation of the frame

format and signaling structure utilized 1n communications

between RTX and ITS units. As 1s indicated by FIG. 6A, in
communications 1n a forward direction from an RTX unit to

an [TS unit (i.e., Frame 0, Frame 1) the transmission format

is time-division multiplexed (TDM), in which the channel
information included within each frame 1s transmitted to a

different I'TS. That 1s, 1n the forward RTX/TS link each
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frame position in the overall El-like frame of FIG. 6A 1is
supplied with tratfic channel information. In “reverse-link”
communications from an ITS to an RTX, 1.e., Frames 0', 1',
the format is time-division multiple access (ITDMA) in that
cach frame 1s devoted to communication between a particu-
lar ITS and an RTX. Each frame includes 32 channel time
slots (TS0-TS31) of 4 bits each, for a total of 128 bits per
frame. In the preferred embodiment each pair of frames, e¢.g.,
Frames 0 and (', 1s transmitted in approximately 125 micro-
seconds.

Within each frame transmitted by an RTX unait the first 1s
a preamble of 8 bytes used 1n signal acquisition and clock
synchronization between the transmitting RTX unit and the
receiving I'TS unit. Then a 4 byte control signal 1s sent
followed by a 32 byte message field. The next 1s a 128 byte
volice channel mnformation field over each forward transmis-
sion link between the RTX unit and an ITS unit. The
message fleld 1s used as an interface signaling channel over
which messages are transmitted between all the network
clements.

Transmission over each reverse link between an ITS unit
and the RTX unit is in a TDMA mode, with each frame (e.g.,
Frame (', Frame 1') being transmitted by a single I'TS unit.
Accordingly, each operative ITS unit transmits voice infor-
mation only once every 30th frame. In the preferred embodi-
ment there exists a brief guard time between transmaission 1n
a TDMA frame (e.g., Frame 0'), and an adjacent TDM frame
(e.g., Frame 1). The reverse link TDMA format allows any
I'TS unit to be assigned to any available TDMA frame slot.

FIG. 6B 1s a diagrammatic representation of the frame
format and signaling structure utilized 1n communications
between system nodes, 1.€., between a pair of RTX units or
between an NIX unit and an RTX unit, over a set of 32
time-division multiplexed (TDM) trunk channels. The com-
munications protocol between RTX and ITS units outlined
in FIG. 6A 1s substantially similar to that depicted 1 FIG.
6B, with the exception that in FIG. 6B a TDM mode 1s used
in both transmission directions. That 1s, a TDMA mode 1s
not supported between pairs of RTX units, or between NIX
and RTX units. In the preferred embodiment time assign-
ment is made for the 32 time-division multiplexed (TDM)
trunk channels of the TDM bus by way of the common
channel interface signaling (CCIS).

In a preferred embodiment each of the 32 TDM channels
of the TDM bus a 32 bit word, which results 1n there being
the equivalent of 1024 simplex channels per TDM frame.
Each of the interface cards (i.e., the RLC, RTC and DEFEI1
interface cards) is capable of 32 active duplex channels. As
1s described below, each interface card accessing the TDM
bus will include two registers per channel (i.e., 64 registers).
Accordingly, an interface card assigned to handle the maxi-
mum number (i.e. 32) of duplex calls will require access to
all 32 transmit time slots and all 32 receive time slots.
Increased sectorization of the coverage area associated with
a given RTX unit 1s achieved by implementing the unit with
a plurality of hardware “shelves”. In an exemplary realiza-
tion the RTX unit may contain 4 shelves, with each shelf
including up to 8 interface cards and a pair of Common
Control module cards. The TDM and PCC buses of each
shelf will typically be printed on the backplane thereof. The
TDM and PCC buses of adjacent shelves are mterconnected
by way of shelf interface units (not shown), which provide
buffering between the TDM and PCC buses of each shelf.
IV. System Communication Hardware

A. Rural Radio Transceiver (RRT)

Referring again to FIG. 4A, the NIX unit 24, the RTX unit

20, and the ITS unit 12 each require connection to a rural
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radio transceiver (RRT) in order to communicate with other
system elements. In particular, each RRT functions to pro-
vide a radio mterface for telecommunication trathic carried
over both node-to-node (trunk) and node-to-subscriber
(local loop) paths. The RRT units operate in pairs (e.g.,
RLC/RRT 48 and SRT/RRT 52) in a two-way burst i.e.,
“ping-pong”’, mode of digital radio transmission. This allows
for tull duplex communication between each RRT pair using
only a single radio frequency. For example, RLC/RRT 48
transmits while SRT/RRT 52 receives, and vice versa.

In a preferred implementation each RRT within the sys-
tem 10 operates using a 2.048 Mbps digital transmission
format (e.g., the E1 standard transmission mode specified by
CCITT recommendation G921-E1 specification) to commu-
nicate with a comparison RRT utilizing a radio link.

As 1s 1indicated by FIG. 4A, each RRT 1s associated with
one of three “host” interface cards. That 1s, each RRT
operates 1n conjunction with either a Radio Trunk Card
(RTC), a Radio Line Card (RLC) or a Subscriber Remote
Terminal (SRT). Each RRT will be configured either as a
MASTER RRT or a SLAVE RRT depending on the direction
of network clock propagation relative to the host card with
which the RRT is paired. If network clock propagation 1s
into the RRT from 1its host card, the RRT is configured as a
MASTER. If clock propagation 1s from the RRT to the host
card, the RRT 1s configured as a SLAVE. Hence, each
SLAVE RRT must recover the network clock from the
received data stream.

In the preferred embodiment each RRT 1s programmed to
fransmit at one of eight center frequencies by the Network
Control Station 32 (FIG. 1). Four of the eight center fre-
quencies are included 1n a first frequency band for links
between I'TS and RTX units (local distribution links), while
the remaining center frequencies are included within a
second frequency band reserved for communication
between a pair of RTX units or between an RTX and an NIX
unit (transfer links).

The RRT center frequency 1s programmed by download-
ing a serial data stream through the RRT interface connector.
RRTs may be set to any of either center frequencies; two
bands, each with four center frequencies. One band 1s used
for SRT-RLC radio links, while the other band 1s used for
RTC-RTC radio links. In addition, the precise implementa-
tion of each RRT will be dependent upon its potential for
proximity to other RRT’s operative to transmit on an iden-
fical frequency. More specifically, RTC/RRT’s and RLC/
RRT’s are assumed to be proximate other RTC/RRT’s
and/or other RLC/RRT’s.

SRT/RRT’s can operate in one of three distinct modes: (1)
Transmit Mode, (i1) Receive Mode, or (ii1) Sleep Mode,
RTC/RRT’s and RLC/RRT’s operate only 1n Transmit and
Receive Modes. In an SRT/RRT, sleep mode 1s controlled
through a signal provided by the host SRT card through a
sleep enable (SLEEP_E) line. When in Sleep Mode all
circuits within the RRT are turned off, but memory within
the Control and Status Circuits retains the RRT center
frequency setting. In all RR1’s the Transmit and Receive
Modes are governed by the host SRT, RLC or RTC card
through the interface lines.

FIG. 7 1s a block diagram of an exemplary implementa-
tion of a rural radio transceiver (RRT) 78. Referring to FIG.
7, n Transmit Mode the host card supplies transmit clock
and data signals to the modulator 80 over the TX_Clk and
TX_Data lines, respectively. The TX_Clk 1s utilized to
govern the latching of the data signal TX__Data within the
modulator 80. The modulator 80 scrambles the data signal
with a predefined pseudorandom (PN) sequence, and uses
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the resultant scrambled data signal to produce an interme-
diate frequency (IF) signal by modulating the phase of an RF
carrier provided by the oscillator 81. In the preferred
embodiment the modulator 80 includes scrambler, data
encoder, and pulse shaper circuit elements capable of being
conventionally realized using, for example, discrete digital
logic in conjunction with read-only memory (ROM) look-up
table. The modulation 1s preferably performed using a
modified offset quadrature phase shift keying (MOQPSK)
technique 1in which a data value of “0” causes no change in
carrier phase, while a data value of “1” results 1n a phase
shift of either 90 degrees. This technique minimizes occu-
pied bandwidth while mamtaining a constant RF envelope,
thus allowing the RF transmit amplifier 82 to be realized
using a power-eilicient Class C amplifier.

Referring again to FIG. 7, a transmitter IF amplifier and
filter 83 amplifies the IF signal from modulator 80 to a
specified magnitude, and also filters harmonics and other
spurious signals created during modulation and IF amplifi-
cation. RF mixer 84 operates to translates the IF frequency
signal to an RF output frequency by mixing the IF signal
with the signal from a synthesized local oscillator 85, which
may be set in accordance with the desired transmit and
receive frequencies of the RRT. During transmit mode
operation an LO switch 86 relays the LO signal from
synthesized local oscillator 85 to the RF mixer 84a, while
during receive mode operation the LO switch 1s commanded
by an RRT controller (not shown) to couple to the LO signal
to an RF mixer 84b in the receive path. Within the transmat
path, the RF transmit amplifier and filter chain 82 augments
the signal power produced by RF mixer 84a to an appro-
priate level, and further filters harmonics and other spurious
signals from the RF output signal. A ferromagnetic 1solator
87 ensures the output impedance of the RF transmit ampli-
fler 82 1s maintained at constant value by preventing RF
signal energy reflected from the RRT antenna from reaching
transmit amplifier 82.

As 15 mdicated by FIG. 7, the output of 1solator 87 is
provided to Tx-Rx switch 88, which is preferably realized as
a single-pole, double-throw RF switch operative to connect
the antenna port to either the transmit or receive path. The
switch 88 1s set to the appropriate position 1n accordance
with transmit/receive mode timing information provided by
the RRT controller. The Tx-Rx switch 88 1s coupled to the
RRT antenna through a multi-purpose RF interface module
89 disposed to perform surge protection, filtering and
antenna bias functions. The RF interface module 89 protects
the receive and transmit path circuitry high-energy pulses
received by the RRT antenna, and prevents transmission of
frequency harmonics by RF amplifier 82. In an alternate
implementation the RF interface 89 injects a bias current
into the RRT antenna cable for use by optional remote
amplifiers coupled thereto. The RRT antenna then radiates
the transmit signal for reception by one or more companion
RRTs tuned to the same RF frequency. In response, each
companion RRT transmits a return signal for reception by
the RRT of FIG. 7.

Each return signal received by the RRT antenna 1s passed
by RF interface module 89 and Tx-Rx switch 88 to a
low-noise amplifier (LAN) & image filter 90. The LNA and
image filter 90 amplifies the low-level received signal, and
suppresses RF energy at the image frequency of the RF
mixer 84b. After being translated to the receiver intermedi-
ate frequency (IF), the resultant received IF signal is ampli-
fied and filtered by a first IF amplifier and filter network 92.
The filtered IF signal 1s further frequency downconverted
within IF mixer 94 using a reference signal from oscillator
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95. Next, the output signal produced by IF mixer 94 1s again
amplified and filtered within a second IF amplifier and filter
network 96, which sets the noise bandwidth seen by
demodulator 96. In a preferred embodiment the demodulator
98 detects a predefined data sequence, or preamble, used to
frame each received data packet. This effectively synchro-
nizes the demodulator 98 to the received data stream, and
thereby allows 1dentification of phase transitions in the
received data as well as recovery of the embedded clock
signal. The recovered data and clock signals are then
decoded, and the resultant Rx Data and Rx CIk bit
streams provided to the interface card associated with the
RRT for further processing. The demodulator 98 also pro-
duces a Data_ Valid signal, which marks the initial bit of
each received data burst.

The RRT controller (not shown) interfaces with the RRT
components depicted in FIG. 7 through RRT control and
status circuits 98. For example, control data such as a
frequency set point for the synthesized local oscillator 85,
transmit/receive sleep mode control, and output power level
control are forwarded by the control and status circuits 98
from the RRT controller. In addition, the control and status
circuits 98 convey to the RRT controller status information
such as transmit/receive signal power level, and a lock status
indication provided by the synthesized local oscillator 85.

FIG. 8 1s a timing diagram showing the TX_ CIKk,
RTSend, and TX_ _data waveforms provided to the RRT 78
(FIG. 7) during Transmit Mode operation. As is indicated by
FIG. 7, the transmitted data burst includes a 64-bit preamble
followed by approximately 2320 bits of “protected field”, in
which 1s included the data to be transmitted. In the preferred
embodiment the data within the predetermined field 1is
transmitted 1n 300 us bursts, with each burst being separated
by approximately 1 ms.

Ditferent preambles are employed for those transmitting,
RRT’s configured as a MASTER and for those configured as

a SLAVE. Each preamble 1s utilized to:

(1) facilitate the clock recovery process,

(i1) identify the transmitted data as originating from either
a MASTER or a SLAVE RRT, and

(ii1) enable the RRT receiving the transmitted data to

detect the beginning of the “protected field”.

B. SRT/RRT Module

Referring to FIG. 9, there 1s shown a block diagram
representation to the Subscriber Remote Terminal (SRT) 104
included within the SRT/RRT module 52 (FIG. 4A). A
multiplicity of SRT units will typically be deployed about
cach RTX unit, with each SRT unit providing service to an
ITS unit. As was described above with reference to FIG. 7,
the RRT 78 of the SRT/RRT module 52 is operative to
transmit and receive RF signal energy through an antenna
(not shown), thereby establishing communication with the
local RTX. Control information 1s provided to the Control
and Status Circuits 98 (FIG. 7) of the RRT by a series of
control leads connected to a number of circuits throughout
the SRT.

The SRT 104 must provide for reliable radio communi-
cation between the one or more local ITS units associated
therewith and the RTX unit responsible for covering the arca
in which the SRT 1s situated. An SRT 1s typically linked via
twisted pair cable to each I'TS for which 1t provides service.
The SRT/I'TS link, generally of a length of less than approxi-
mately 1 km, may comprise either a standard two-wire
analog interface or an all digital interface. In the preferred
embodiment the ITS is equipped with a CODEC (i.e.,
coder-decoder) for converting digital transmissions from the
SRT 1nto analog form. In addition, the ITS 1s designed to
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perform call mitialization functions such as set ringing, tone
decoding, echo cancellation, and the like. In systems 1nclud-
ing such digital ITS units, each companion SRT 1s designed
to provide:

(1) battery level monitoring and “low-battery” alarm
capability,

(1) signal strength measurement and “low-signal” alarm
capability, and

(i11) transmit power control.

In alternate implementations the SRT 1s designed to
include the following for support of standard telephone sets:

(1) a generator for producing “battery” and ringing
voltages,

(i1) a CODEC for converting digital transmissions from
the RTX 1nto an analog form suitable for processing by
a standard telephone,

(i11) provision for generation of audible signalling tones
(e.g., by way of the CODEC), and

(1iv) control of the CODEC, tone generator, and telephone

ringer unit.

The SRT may also optionally be configured to perform the
following on a per channel basis:

(1) tone decoding for signal acquisition, and

(11) switchable echo cancellation.

Referring agamn to FIG. 9, the voice signal from an ITS
unit 1s coupled to the SRT 104 through lightning protection
circuit 106. In a preferred implementation the SRT/RRT
module 1s positioned on a mast or tower to facilitate radio
communication, and hence relies upon the lightning protec-
tion circuit 106 to dissipate high-energy transients such as
lightning and the like. The received voice signal 1s provided
to a pulse code modulation (PCM) transceiver 113, which is
preferably realized as a standard Universal Digital-Loop
Transceiver such as a Motorola M(C145422/26 Universal
Digital-Loop Transceiver (UDLT). The radio transceivers
will preferably be capable of providing full duplex synchro-
nous 64 kbps voice channel communication, as well as
providing a pair of 8 kbps signalling channels. One of the
signalling channels 1s reserved for serial messaging between
the ITS and the RTX (via the SRT), and the other for
handshaking between the I'TS and SRT.

The resultant pulse code modulated digital signal 1s
transterred from the PCM transceiver 113 over a PCM bus
108 into FIFO butfer 110. Message advance, call control and
RRT control information are provided by a microcontroller
(CPU) 109 (e.g., a Motorola 68 HC11) over a first 111 and
a second 112 internal SRT bus. A third internal SRT bus 114
serves to digitized voice data and messages between FIFO
110 and a burst transceiver 115. In a preferred implemen-
tation the burst transceiver 115 packetizes the mnformation
provided by bus 114 into a form suitable for burst transmis-
sion by the RRT 78. As will be appreciated by those skilled
in the art, the SRT 104 operates 1n a complementary manner

to process packetized data/message mformation received
from the RRT 78.

C. RLC/RRT Module

Referring to FIG. 10A, there 1s shown a block diagram
representation of the Radio Line Card (RLC) 130 included
within the RLC/RRT module 48 (FIG. 4A). The RLC serves
as an 1nterface between an RTX and an associated RRT with
respect to 1mter-node “trunked” communications. Inter-node
communications correspond to those time division multi-
plexed (TDM) communications between NIX and RTX
units, as well to TDM communication between a pair of
RTX units. In an exemplary embodiment the internode TDM
bus mncludes 32 channels, of which 31 are typically used to
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support voice communication and one (e.g., channel #16) is
utilized for internode message communication.

As 15 1ndicated by FIG. 10A, the RLC 130 includes a
voice buifer 132 for storing voice data sent to, and received
from, each I'TS unit with which the RTX unit 20 (FIG. 4A)
1s 1n communication. In an exemplary implementation the
voice buffer 132 1s capable of storing a predetermined
amount (e.g., 32 ms) of voice data, and includes 32 transmit
mode and 32 receive mode entries. Each entry within the
voice buffer 1s reserved for an I'TS unit to which the RTX
unit has assigned a communication channel (i.e., a TDMA
time slot), and contains 32 bytes of information and 10 bytes
of register data. Data 1s transferred, over the TDM bus 63
and through a burst transceiver 134, at an exemplary 8 kbps
rate. The burst transceiver 134 may be implemented using,
for example, a Motorola Dual channel Data Link Controller

MC(C145488 or equivalent, and performs rate adaptation
between the burst rate (e.g., 6.144 Mbps) of the RRT and the

TDM bus.

The RLC 130 1s seen to include a micro-controller 136,
such as an 80C186 microprocessor or the like, operative to
govern message relay between the RRT and the Common
Control of the associated RTX unit. A PCC memory 137 1s
provided for exchanging message information between the
Common Control PCC bus and an internal PCC control bus
640. An Interrupt Handler Routine stored within read-only
memory (ROM) 138, and executed by microcontroller 136,
1s responsible for conducting this message exchange. The
Interrupt Handler also directs:

(1) the loading and unloading of the voice buffer 132.

(i1) the provision of messages on a section by section basis
to burst transceiver 134 for relay to the RRT, where the
burst transceiver 134 uses Direct Memory Access

(DMA) to transfer data to and from random access
memory (RAM) 139, and

(ii1) assembly of messages received from the RRT, and

stored within

PCC memory 137, for relay to the Common Control of the
RTX. Additional routines stored within ROM 138, and
executed by micro-controller 136, also set the frequency and
power level of the RRT, and poll each of the I'TS units in
communication with the RLC 130.

Referring again to FIG. 10A, the RLC 130 further
includes a TDM voice switching bus interface 142 operative
to connect the voice channels on the mternal TDM voice bus
630 to the time slots of the TDM bus 63 of the Common
Control. The bus interface 142 is preferably implemented as

a crosspoint switch, and operates to write the data stored
within the 32 entries of voice buffer 132 into the corre-
sponding 1024 time slots of TDM bus 63. A bus arbitration
unit 144 1s provided for arbifrating among any competing,
requests, for access to the TDM voice bus 630, made by the
TDM bus interface 142, the burst transceiver 134 and the
microcontroller 136.

Turning now to FIG. 10B, an 1llustrative representation 1s
provided of the organization of the voice buifer 132. As 1s
indicated by FIG. 10B, the voice buller stores the contents
of the 32 transmits and 32 receive channels of the RLC
carried by the TDM bus. Each of the transmit and receive
channels 1s mapped to a speciiic slot within the TDM bus by
the microcontroller 136, under the direction of messages
from the RTX Common Control conveyed over the PCC bus
64. The TDM time slot to which each transmit and receive
channel 1s mapped 1s 1dentified by a 16-bit word included
within the last two bytes (M1 and M2) of each entry within
the voice bufler 132. For example, the word stored within
bytes M1 and M2 of Transmit Channel 0 indicates to which
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of the 32 TDM channels the data stored within this entry in
the transmit portlon of the voice buifer 132 will be written.
A Separate bit in each voice buflfer entry 1s set 1f the entry 1s
“1n use”. An entry 1s 1n use 1if 1t 1s currently accepting data
from, or Supplymg data to, the TDM bus 63.
Referrmg again to FIG. 10A, voice builer control 140

operates to govern transfer of information between the voice
buifer 132 and the TDM bus 630. Voice butier control 140

1s synchronized to the TDM bus 630 via a signal timing
control logic 144, which 1s keyed to 4 kHz Frame Sync
(FSYNC) signal provided by Common Control. In response
to receipt of the FSYNC signal, the timing control logic 144
begins counting TDM time slots (begmnmg from slot 0) and
provides the current TDM slot value to voice bufler control

140 by way of a Channel Sync (CSYNC) signal. The current
slot number, as defined by CSYNC, serves as an index for
the voice buffer control 140 into the voice buffer 132.
Specifically, the CSYNC signal results 1n the voice buifer
control 140 marking as “in use” the corresponding entry
within the voice buffer 132. When an entry 1n the voice
buffer 1s marked as “in use”, data 1s transferred between the
entry and the corresponding time slot of the TDM bus 63.

The RLC 130 1s operative 1n either a “polling” mode or an
“assignment” mode. In the polling mode, the RLC sends
interrogatory messages to the SRT/ITS units in the coverage
arca of the RTX. A given ITS will respond only 1f 1t 15 1n an
“active mode”, and looking for an available channel. As 1s
discussed below, each I'TS 1s capable of functioning 1n either
a “sleep” mode (1.e., a low-power standby mode), or in an
“active” mode. Active mode operation 1s triggered 1n
response to, for example, detection of a burst transmission
from the RTX or a handset “off-hook™ condition.

During both polling and assignment modes the microcon-
troller 136 fetches, from microcontroller memory 138, an
SRT number from a map of those SR1”s disposed within the
RTX coverage area. The fetched SRT number 1s then written
into the “in use” address within the transmit portion of the
voice buffer 132, and other control bits are written to the “in
use” address specitying either polling or assignment mode
operation. Any reply received from the polled SRT 1s then
written 1nto the address of the same number within the
receive portion of the voice buffer 132.

D. RTC/RRT Module

Referring to FIG. 11, there 1s shown a block diagram
representation of the Radio Trunk Card (RTC) 160 included
within the RTC/RRT module 44 (FIG. 4A). As is evident
from a comparison of FIGS. 10A and 11, the RTC 160 is
implemented 1n a substantially manner as the RLC 130.
Accordingly, primed reference numerals are used to identify
network elements in FIG. 11 corresponding to those 1n FIG.
10A. The Interrupt Handler and other software routines
governing operation of the RLC 130 and RTC 160 differ to
the extent required to support the TDMA and TDM frame
structures described with reference to FIGS. 3 and 4. In a
preferred implementation the voice buffer 132" of the RTC
need only be capable of storing approximately 1 ms of data,
hence requiring approximately only 2 kb of memory space.

The RTC 160 facilitates communication between adjacent
RTX units, or between an NIX and an RTX unit, by way of
31 digital voice channels and one Common Control signal-
ling channel. Channel zero serves as a dedicated high speed
serial control channel for maintaining synchrony between
the data buses of receiving and transmitting RTX and NIX
units. Call routing, data transfer, program updating, alarm
transter, diagnostic procedures and other signalling infor-
mation 1s transferred over channel zero.

The 32 channels are transmitted over RTX/RTX or RTX/
NIX links at an overall rate of 64 kbps, and are buffered in
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the voice buffer 132 of the RTC 160. The RTC burst
transceiver 134 transmits/receives data 1in 256 byte packets,
at a rate of 31.25 packets per second (i.e., 6.144 Mbits/sec).
An additional register (not shown) on the RTC 160 is used
to select one of several clocking modes.

RTC/RLC Mute Mode

During certain conditions the RTC and RLC cards may be
blocked from writing to either the TDM or PCC buses. This
blocked-write mode, referred to as mute mode, 1S set auto-
matically during system Power-on Or Reset (POR). During
mute mode operation the local microcontroller will perform
the requisite diagnostic and 1nitialization functions. Once the
interface card has been 1nitialized, the microcontroller will
again enable the TDM and PCC bus drivers for write access.

Mute mode may also be set by the microcontroller if an
operational fault 1s detected, or if 1t so directed by the
Common Control. In the latter case, the microcontroller can
continues to recerive PCC messages and hence remains
vigilant with respect to 1ssuance of a reactivation message
from the Common Control.

V. Detailed Description of Network Elements

A. Rural Telephone Exchange (RTX)

As was described with reference to FIG. 4A, the RTX unait
20 1s connected to an RTC/RRT module 44 operative to
communicate with the RTC/RRT 40 module. The RTX unait
20 1s also connected to a radio line card (RLC), in combi-
nation with a rural radio transceiver (transmitter/receiver)
(RRT), which collectively facilitate communication with the
intelligent telephone set (ITS) 12.

FIG. 12 provides a more detailed block diagram repre-
sentation of a preferred implementation of an RTX Common
Control unit suitable for inclusion 1n the RTX unit 20. The
RTX Common Control unit includes a Common Control
interface board 196 for facilitating communication between
Common Control microcomputer 197 and the RLC/RRT 42
and RTC/RRT 44. In an exemplary embodiment the micro-
computer 197 1s realized using the motherboard of an IBM
PC/AT compatible microprocessor or similar computer
microprocessor. The microcomputer 197 controls the opera-
tion (e.g., switching, call billing, etc.) of the RTX unit 20 via
a selected one of dual Parallel Common Control (PCC)
buses 200a and 200b. The PCC buses 200a and 200b
communicate with the RLC/RRT and RTC/RRT units 42 and
44 by way of a PCC backplane bus 200. The backplane bus
200 contains the PCC and TDM buses into which all
modules mterface, and hence 1s shown in phantom 1n FIG.
12.

In a preferred embodiment a redundant Common Control
unit, having a separate microcomputer (not shown), may be
provided for the purpose of ensuring the system continues to
function 1n the event that microcomputer 197 becomes
moperative. The redundant microcomputer will typically
monitor system status should 1t be required to assume
system control. Redundant PCC buses 200a and 200b are
provided for establishing communication between the pair
of Common Control microcomputers and the RLC/RRT and
RTC/RRT units 48 and 44, respectively.

The imterface board 196 translates standard ISA signals
received from the microcomputer ISA bus 202 1nto a pre-
defined format supported by the PCC buses 200, 200a and
200b. In a preferred embodiment the PCC buses includes a
single 1024 kbyte address space from which 16 bits (i.e., two
8-bit bytes) are accessible at any one time. The interface
board 196 also provides a common RAM 204 for dual
Common Control board communications, as well as reset,
alarm, mterfacing and Common Control switchover opera-
fions.
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Each PCC bus 200a, 200b may be characterized as an
unlocked, asynchronous data bus operative to transfer a
complete data word (16 bits) between RTX Common Con-
trol unit and a single PCC device (¢.g., the RLC 48 or RTC
44). The two PCC buses 200a and 200b are either controlled
by a pair of redundant RTX Common Control units, or are
controlled one at a time by a single Common Control unait.
In a dual Common Control system, one Common Control
unit 1s actively controlling the system through an “active”
one of the PCC buses 200a, 200b, while the other waits 1n
a standby mode and monitors system status via the “inac-
tive” PCC bus should it be required to assume system
control.

A SYSSEL line 206 activates a first pair of PCC and TDM
buses, which are used by the active Common Control. A
state change of the SYSSEL line 206 causes PCC bus
exchange switch 207 to activate the second PCC/TDM bus,
but in an RTX having dual Common Control this state
change does not automatically result in switching between
the active/imnactive Common Control units. Should the SYS-
SEL line 206 change state independent of a change in
Common Control, the Common Control units would need to
swap connections to the PCC buses 200a and 200b. The
SYSSEL line 206 1s also supplied to the system PCC devices
(e.g. the RLC 48 and RTC 44), and hence provides each
interface card an indication of the appropriate PCC and

TDM buses to be used. In an RTX having a single Common
Control, either of the PCC buses 200a, 200b may be des-

ignated as active by the SYSSEL line 206.

Data 1s transferred between RTX Common Control during
cither a read cycle, a write cycle, or a read/write cycle. In a
write cycle data 1s transferred from the RTX Common
Control unit to a PCC device, in a read cycle data 1s
transierred from a PCC device to the RT'’X Common Control
unit, and 1 a read/write cycle data i1s transferred in both
directions. In all cases the PCC device mvolved drives a
READY line upon completion of the requisite action. Upon
system 1nitialization or reset an address cycle 1s performed
in which the Common Control memory address to be
involved 1n the first data transfer cycle 1s latched 1nto each
PCC device. Upon completion of the first data transfer
operation (e.g. a read, write, or read/write), the address
within each PCC device 1s incremented. This allows block
data transfers to be performed without requiring address
information to accompany each transferred data byte
transferred, since 1n the following address cycle the RTX
Common Control latches the next memory address into each
PCC device.

B. Network Interface Exchange (NIX)

Referring to FIG. 13, a functional block diagram i1s
provided of a preferred implementation of an NIX Common
Control unit. The NIX Common Control unit 1s seen to be
substantially similar to the RTX Common Control unit, and
hence like reference numerals are employed to 1denfify like
circuit elements. The NIX Common Control unit interfaces
with the radio trunk card (RTC) 40, in combination with a
rural radio transceiver (RRT), which collectively facilitate
trunked radio communication with an RTX unit. The NIX 1s
also operatively connected to the PSTN through the DE1
interface card 28.

The NIX Common Control unit includes a Common
Control interface board 196' for facilitating communication
between Common Control microcomputer 197' and the DE1
card 28, and between microcomputer 197' and RTC/RRT 40.
In an exemplary embodiment the microcomputer 197" is
realized using the motherboard of an IBM PC/AT compat-
ible microprocessor or similar computer miCroprocessor.
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The remaining elements of the NIX Common Control unit
function 1n a manner substantially similar to that described
above with reference to the corresponding elements of the
RTX Common Control unit.

C. DE1 Interface Unait

Turning now to FIG. 13A, there 1s shown a block diagram
representation of the DE1 interface trunk unit 28. The DE1
unit 28 serves as an interface for the trunk line connecting,
an NIX unit with the Public Switched Telephone Network
(PSTN). The framing format, from the PSTN into the NIX,
consists of a set 31 channels at rate of 32 kbps. Thirty of the
channel time slots carry voice information, one channel
(e.g., Channel 16) of each trunk is dedicated to carrying
trunk signaling information, and one channel serves to

communicate lower level protocols. From the NIX towards
the PSTN, the CCITT standard E1 framing is employed (see,

e.g., CCITT Recommendation G921-E1 Specification), with
channels 16 and 32 used for conveying signalling informa-
fion.

Referring to FIG. 13A, an E1 interface 338 realized in
compliance with CCITT Recommendation G921-FE1 1s seen

to mclude the following functional areas:
a) E1 Line interface 340

b) E1 Timing and Control 342

c) DE1 Microcontroller 344

d) Non-blocking crosspoint switch 346a and 346b
¢) CAS signalling and extraction 348

f) CCS signalling and extraction 350

o) Serial to Parallel TDM conversion 352

h) PCC interface 354

1) Echo cancellation unit 356

Referring to FIG. 13A, the DE1 microcontroller 344
manages and controls all functions performed within the
DE1 interface module 28. A PCM data crosspoint switch
346a and control crosspoint switch 346b, 1n conjunction
with a crosspoint switch (not shown) internal to the TDM
interface 352, collectively perform the various channel
switching functions executed by the DE1 interface 28.

The TDM terface 352 receives and stores channel
assignments m a conventional Field Programmable Gate
Array (FPGA). The TDM interface 352 receives channel
switching nstructions from the microcontroller 344 and the
data crosspoint switch 346a, 1n addition, the TDM 1nterface
352 also performs PCM voice formatting of signals com-
municated between system RTX units and the PSTN.

The Backplane Driver Card 354 354 serves as a shared
memory interface between the E1 interface 338 and the
system Common Control. In addition, the system clock
ogenerator 358 operates to extract system timing from the
PSTN 1n order to generate timing for the TDM backplane
when the DE1 is operative in a Master Mode.

D. Intelligent Telephone Set (ITS)

Turning now to FIG. 14, there 1s shown a functional block
diagram of a preferred implementation of an intelligent
telephone set (ITS) unit 12. The I'TS unit 12 1s used in place
of an ordinary telephone, and serves as the means by which
a given subscriber communicates with the user of another
I'TS or with a PSTN user. Each I'TS unit converts the analog
voice signal from a subscriber to a digitized PCM format,
and arranges the signaling and processing of the telephone
call for transmission, via the SRT/RRT 52 (FIG. 4A), to the
local RTX unit. In addition, the I'TS unit 12 advantageously
internally generates a ringing voltage, supplies a dial-tone,
and 1s capable of storing dialed digits, thereby obviating the
need for the SRT to provide these functions. As 1s described
below, the ability of each ITS to provide local dial-tone
generation and storage of dialed digits preserves network

10

15

20

25

30

35

40

45

50

55

60

65

24

resources by delaying channel allocation until after a call 1s
dialed and transmission of information 1s required. This
contrasts with conventional systems, in which channel
resources are consumed from a much earlier time (e.g., upon
the telephone handset being taken “off-hook™). In addition,
the I'TS conserves power by being operative 1n a quiescent
state, or Sleep Mode, until service 1s requested either from
the local RTX unit or from the ITS user.

Referring now to FIG. 14, the I'TS communicates directly
with an SRT unit (FIG. 9) via 26 AWG twisted pair cable
400. The ITS interfaces with a user through a microphone
mouth piece 401 and an car picce 402 of a handset 402.
Mouth piece 401 couples the user’s voice signal to a codec
unit 405 (¢.g., a Motorola MC145540 codec chip) disposed
to perform analog to digital encoding using one of numerous
conventional speech coding technologies. The resulting
digital bit stream 1s fed to a line interface 407, which
includes a transceiver (e.g., Motorola MC 145422/26 Uni-
versal Digital-Loop Transceiver, or UDLT) for communi-
cating directly with a master transceiver (UDLT) within the
SRT. The pair of UDLITs provide a full-duplex synchronous
64 kbps voice channel, as well as two 8 kbps signaling
channels, thereby allowing the ITS to communicate with an
SRT up to an exemplary range of approximately two kilo-
meters. The codec 405 and line interface unit 407 are
disposed within a main I'TS housing unit (not shown).

The ITS 12 further includes a key pad 403 and hook
switch 404, both of which are preferably located on top of
the main I'TS housing unit. Key pad 403 contains a conven-
tional arrangement of pushbuttons corresponding to digits
8—9, and corresponding to the symbols # and *. When a
button 1s pressed, a keypad signal 1s sent to an 8-bit
microprocessor 406, which analyzes the keypad signal using
conventional keypad scanning algorithms. The result of the
analysis 1s then provided to a dual-tone multi-frequency
(DTMF) generator within the codec 405. In addition to
controlling tone generation within the codec 4035, the 8-Bit
microprocessor 406 also processes messages from the RTX.

Hook Switch 404 determines the presence or absence of
handset 402 at a predefined hook location upon the I'TS main
housing, and respectively provides logical off-hook and
on-hook signals 1n response thereto. A logical state change
of the off-hook signal 1nitializes a call by awakening Sleep
Mode Control 408, which in turn alerts the microprocessor
406 to send dial tone signals 406a to the tone generator 1n the
codec 405. As cach key 1s pressed on the keypad, the
corresponding DTMF and the “dialed” digit 1s stored 1n a
RAM buffer (not shown). After all phone number digits have
been entered, a SEND key 1s pressed and the dialed digits in
the RAM bufler are sent via the SRT for recognition and
processing within the Common Control of the local RTX.

The ITS 1s also awakened from Sleep Mode 1f an incom-
ing burst 1s detected by burst detector 409, which remains
powered-up at all times. Upon being awakened by burst
detector 409, the microprocessor 406 will decode the mes-
sage sent from die RTX via the Radio Line Card and radio
signal. If it 1s a ringing command, the locally generated
ringing generator will ring the ITS

Similarly, the logical state of the on-hook signal 1s con-
stantly monitored by the Sleep Mode Control 408 and the
microcontroller 406. If on-hook indicates that the handset
402 is in place, microprocessor 406 awakens (406b) sleep
mode control 408 upon Burst Detector 409 detecting an
incoming call or valid data coupled through line transformer
411, 1n a preferred embodiment the Line transformer 411 1is
realized as a full-wave bridge rectifier and transformer with
built-in polarity protection. The presence of valid commu-
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nication or decipherable messages upon burst line 409a 1s
determined by the microprocessor 406.

The ITS unit 12 also includes a pair of voltage regulators
412 and 413 coupled to line transformer 411. Voltage
regulator 412 provides a voltage +V (e.g., 5 Volts DC) to all
I'TS components requiting power only after the ITS 1s
awakened. Voltage regulator 413 provides a continuous
source of voltage (+V) to those ITS components which

remain functional even during Sleep Mode standby opera-
tion.

I'V. Operational Overview
Operation of the system of the invention may be conve-

niently described with reference to the common channel
interface signaling (CCIS) diagrams of FIGS. 15A-19. The
messages depicted 1 FIGS. 15A-19 are transmitted
between system nodes over the 16th channel, 1.e., the CCTS
channel, of the 32 time-division multiplexed (TDM) trunk
channels utilized 1n communication between system nodes.
As noted above, the CCIS channel 1s not available to carry
voice data.

FIGS. 15A and 15B are respectively 1llustrative of the
message tlow occurring during the receipt of a call from, and
the sending of a call to, the Public Switched Telephone
Network (PSTN). FIGS. 16 and 17 depict the message flow
sequence corresponding to call disconnection within the
inventive system, and within the PSTN, respectively. In
addition. FIGS. 18 and 19 illustrate the message flow
occurring during call setup and takedown procedures,
respectively.

The following 1s a glossary of acronyms used in the

message flow diagrams of FIGS. 15A-19.

ACRONYM/ABBREVIAITON  DEFINITION

ACK Positively Acknowledged
CC Common Control

DE1 Direct E1 Trunk Interface
[PC Interface Card

INL Internode Link

[TS Intelligent Telephone Set
NIX Network Interface Exchange
NIX/CC Common Control of NIX
NIX/RTC Radio Trunk Control of NIX
PSTN Public Switched Telephone Network
Req. Request

Rsp. Response

RLC Radio Line Card

RTC Radio Trunk Card

RTX Rural Telephone Exchange
RTX/CC Common Control of RTX
RTX/RTC Radio Trunk Card of RTX
SCS Service Control Station

SRT Subscriber Remote Terminal
TDM Time Division Multiplexing

Channel Allocation and Assignment

Channel allocation 1s controlled by the Master RTC, and
Channel Maps are only stored within Master RTC’S. I a
Slave RTC desires to initiate channel setup or teardown, the
Slave requests that the change be made by the Master RTC.
The Master RTC will then inform the Slave RTC of the
results of the attempt to change the Channel Map. For
ogroups of three or more neighboring RTX units, call may be
forwarded from, for example, the Master RTX to a first
Slave RTX, and then from the first Slave RTX to a second
Slave RTX. In a preferred implementation the path of a call
through neighboring RTX units 1s determined by an SRT
control word inherent within each transmitted frame, 1.e.
packet, of TDM trunked communication data. For example,
cach packet of TDM data may include a 4 byte control word
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for specifying the destination of an accompanying 32 byte
message for delivery to the specified recipient SRT.

Receipt of Call from PSTN

FIG. 15A depicts the network message flow arising 1n
connection with receipt of a call from the PSTN. Referring
to FIG. 15A, 1n response to an incoming call from the PSTN
a DE1 Incoming Connect Request 1s provided to NIX/CC
from the DE1l Trunk Interface. From the DE1 Incoming
Connect Request the NIX/CC extracts the phone number of
the call, determines the RTX node with which the phone
number 1s associated, and instructs the NIX/RTC to obtain
a channel (RTC Outgoing Channel Request). In the preferred
embodiment a copy of the system Channel Allocation Table
1s not stored within the NIX/RTC, and accordingly the
NIX/RTC requests a channel (INL Channel Request) from
the RTX/RTC. A channel assignment (INL Channel
Response) 1s then provided to the NIX/RTC from the
RTX/RTC. The NIX/RTC then informs NIX/CC of the
channel number, if any, which was allocated to the incoming
call (RTC Outgoing Response). The NIX/CC then instructs
the NIX/RTC to connect one or more specified TDM Bus
slots to the allocated channel (IFC Channel to TDM Assign).
Next, the results of the attempt to implement the IFC
Channel to TDM Assign instruction are reported to the
NIX/CC (IFC Channel to TDM Confirm). If the requested
TDM Bus slots) have already been assigned, an error
message rather than a confirmation message 1s reported to
the NIX/CC. In the event an error message 1s received, a new
RTC Outgoing Channel Request 1s made to the NIX/RTC.

Assuming successiul TDM Bus slot allocation, control
over the call 1s transferred to the Common Control of the
RTX at the specified destination node (CALL
PROCEEDING). The RTX/CC then instructs the RTX/RTC

to connect one or more specilied TDM Bus slots to the
allocated channel (IFC Channel to TDM Assign). The results

of the attempt to implement this instruction are reported to
the RTX/CC (IFC Channel to TDM Confirm). RTX/CC then
requests, from the RTX/RLC, a channel to the SRT specified
by the incoming phone number (RLC Outgoing Request).
Next, an SRT Security Check Request 1s made to the
specified SRT The SRT responds by encrypting its serial
number using a six byte random key provided in the RLC
Outgoing Request message SRT Security Response). The
RTX/RLC then makes an I'TS Security Check Request to the
ITS (ITS Security), which responds (ITS Security Response)
by encrypting its serial number using the six byte random
key provided 1n the request message.

Next, the RTX/RLC informs the RTX/CC 1f 1t was able to
approve a channel for allocation to the designated SRT (RLC
Outgoing Response). A channel is approved only if the I'TS
and SRT security checks have been successtully completed.
Assuming channel approval i1s obtained. IFC Channel to
TDM Assign and Confirm messages are passed between the
RTX/CC and RTX/RLC. RTX/CC then instructs the speci-
fied I'TS to provide an audible signal, €.g., a ringing tone, to
the user (ITS ALERT/RING). An ACTION argument within
the ITS ALERT/RING signal specifics that two-way voice
communication be established subsequent to lifting of the
handset of the I'TS by the user. Upon accepting the call, the
I'TS sends an I'TS Accept message to the RTX/CC, at which
point control is transferred to NIX/CC (CALL
ACCEPTED).

As 1s indicated by FIG. 15A, the NIX/CC informs (DE1
incoming Connect Response) the DE1 of the attempt to
implement the DE1 Incoming Connect Request. The DE1
incoming Connect Response results in the calling party
receiving a status indication consisting of either a busy
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signal, a ringing tone, or a not-m-service message. If the
status 1S a ringing tone, the NIX/CC also 1ssues an IFC
Channel to TDM Assign request to the DEL Assuming an
available time slot exists, the DE1 provides IFC Channel to
TDM Confirmation to the NIX/CC.

After the user has lifted the handset of the ITS, an I'TS
Answer message 1s sent to the RTX/CC, indicating that the
I'TS has accepted the call and that two-way voice commu-
nication has been activated. Upon lifting of the handset the
NIX/CC informs the DE1 of I'TS acceptance of the call (DE1
Incoming Connect State). If the user does not answer the call
after a predefined number of rings, the DE1l Incoming
Connect State indicates that a timeout has occurred. Call
charging starts after the DE1 acknowledges that it has been
informed of the call connection status (DE1 Incoming
Connect State Ack). The call then remains in progress until
either disconnection by the ITS (FIG. 16), or disconnection
by the PSTN (FIG. 17).

ITS Call Origination

Referring to FIG. 15B, there 1s shown an exemplary
message sequence occurring upon initiation of a call by an
ITS within the system of the invention. Upon the ITS
handset being taken off-hook, the ITS indicates via the
signaling channel that 1t desires to originate a call. This
indication 1s detected by the RI'X/RLC during polling of
cach of the ITS units associated therewith (POLL
RESPONSE). An SRT Security Check Request is then
issued by the RTX/RLC to the specified SRT The SRT
responds by encrypting 1ts serial number using a six byte
random key provided in the RLC Outgoing Request message
SRT Security Response). If the encrypted serial number is
correct the RTX/RLC sends an ITS Security Check Request
to the I'TS (ITS Security), which responds (ITS Security
Response) by encrypting its serial number using the six byte
random key provided in the request message.

After the user has dialed the telephone number associated
with the mntended recipient user, the RTX/RLC requests the
[TS to transmit the accumulated dialed digits (ITS
PROCEED). Next, the RTX/RLC informs the RTX/CC of
the serial number of the SRT associated with the originating
[TS and the intended recipient’s phone number (RLC
Incoming Req.). RTX/CC then requests RTX/RTC to obtain
a channel for an outgoing call (RTC Outgoing Request). At
this point call processing proceeds 1n a manner similar to
that described with reference to FIG. 15A. Specifically, a
channel is requested from the NIX/RTC (INL Channel
Req.), and TDM Bus slot assignments are requested and
confirmed (IFC Channel to TDM Assign and Confirm). Call
charging starts upon the ITS acknowledging that 1t has
activated two-way voice communication (ITS CONNECT
ACK).

[TS-Initiated Call Termination

Referring to FIG. 16, there 1s shown an exemplary mes-
sage sequence occurring in response to termination of a call
subsequent to the I'TS handset being placed 1n an on-hook
position. The I'TS on-hook condition 1s communicated to the
RTX/CC via an ITS Hangup message. The RTX/CC then
instructs the RTX/RLC to deassign the channel associated
with the disconnecting I'TS from the TDM Bus slot to which
it had been previously assigned. After confirmation of the
TDM channel deassignment (IFC Channel from TDM Deas-
sign Confirm), the RTX/CC instruct the RTX/CC to discon-
nect the channel from the SRT associated with the discon-
necting I'TS. Upon receiving confirmation of the channel
disconnection from the RTX/RLC, the RTX/CC ends charg-
ing of the call if call charging originated within the RTX.
Otherwise, 1.e., when call charging was 1nitiated within the
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NIX, the NIX/CC terminates call charging and instructs the
DE1 to disconnect the TDM Bus slot from the specified
channel (IFC channel from TDM Deassign). Upon confir-
mation of the channel deassignment the NIX/CC 1nstructs
the DE1 to drop connection on the designated channel (DE1
Outgoing Channel Deassign), and commands the NIX/RTC
to disconnect the designated TDM Bus slot from the speci-
fied channel (IFC Channel from TDM Deassign). The NIX/
RTC then confirms channel deassignment using an IFC
Channel from TDM Deassign Coniirm message.

If a Master/Slave pair of RTX units were utilized 1n
establishing the connection for the deassigned call, then the
Slave RTX/CC 1nstructs RTX/RTC to drop its connection
(RTC Channel Deassign Req.) to the Master RTX unit. Next,
the Slave RTX/RTC requests the Master RTX/RTC to update
its Channel Map by marking the designated channel as Not
Connected (INL Channel Deassign Request. The Slave
RTX/RTC then waits for an INL Channel Deassign
Response from the Master RTX/RTC before sending an RTC
Channel Deassign Response to its RTX/CC.

PSTN-Initiated Call Termination

FIG. 17 shows an exemplary message interchange occur-
ring subsequent to a request for call termination being
received from the PSTN. The message sequence of FIG. 17
1s similar to that of FIG. 16, with the exception that the 1nitial
request for channel deassignment originates within the DE1
(DE1 Incoming Channel Deassign) rather than within the
ITS, The NIX/CC responds to the request with a DEI1
Channel Deassign Confirm, which confirms that the desig-
nated channel has been dropped. IFC Channel from TDM
Deassign Request and Confirm messages are then
exchanged between the DE1 and the NIX/CC which frees
the designated TDM Bus slot from the disconnected chan-
nel.

The RTX unit associated with the I'TS unit to be discon-
nected then sends an I'TS Disconnect message thereto. This
message directs the ITS to drop the designated channel
connection, and 1nstructs the SRT of the disconnected I'TS to
wait for hang-up of the ITS handset. If the ITS remains in
an oll-hook state for longer than a first predefined timeout
period after receiving the I'TS Disconnect message, then the
ITS will begin to emit a howler tone. If the I'TS remains
off-hook for longer than a second predefined timeout period,
then the I'TS will automatically enter “sleep” mode. In this
way power 1s conserved within the I'TS 1n the event that the
user fails to return the I'TS to an on-hook condition.

Intra-Network Call Placement

FIG. 18 depicts the message flow occurring upon place-
ment of a call by an I'TS unit (ITS #1) to another I'TS unit

(ITS #2) included within the network. Upon the handset of
ITS #1 being taken off-hook. ITS #1 signals on Channel
Zero (Poll Response) to an originating RTX that it desires to
establish a connection. A SRT Security Check Request is
then 1ssued by the RTX/RLC to the specified SRT. The SRT
responds by encrypting its serial number using a six byte
random key provided in the RLC Outgoing Request message
SRT Security Response). If the encrypted serial number is
correct the RTX/RLC sends an I'TS Security Check Request
to the I'TS (ITS Security), which responds (ITS Security
Response) by encrypting its serial number using the six byte
random key provided in the request message. IT ITS and SRT
Security Checks are passed, an I'TS Proceed message 1is
provided to ITS #1 from the RLC of the originating RTX and
the RTX/RLC requests the ITS to transmit the accumulated
digits previously dialed by the user of the ITS (ITS
PROCEED). If either of the Security Checks fails, the

requesting I'TS is disconnected (Disc.).
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Next, the RTX/RLC mforms the RTX/CC of the serial
number of the SRT associated with the origmating ITS and
the intended recipient’s phone number (RLC Incoming
Req.). RTX/CC then requests RTX/RTC to obtain a channel
for an outgoing call (RTC Outgoing Request). The RTX/CC
reads the phone number of the call, determines the RTX
node with which the phone number 1s associated, and
instructs the RTX/RTC to obtain a channel (RTC Outgoing
Channel Request). In the preferred embodiment a copy of
the system Channel Allocation Table 1s not stored within the
RTX/RTC, and accordingly the RTX/RTC requests a chan-
nel (INL Channel Request). A channel assignment (INL
Channel Response) is then provided to the RTX/RTC. The
RTX/RTC the informs RTX/CC of the channel number, 1f
any, which was allocated to the call (RTC Outgoing
Response). The RTX/CC then instructs the RTX/RTC to
connect one or more specified TDM Bus slots to the allo-
cated channel (IFC Channel to TDM Assign). Next, the
results of the attempt to implement the IFC Channel to TDM
Assign instruction are reported to the RTX/CC (IFC Channel
to TDM Confirm). If the requested TDM Bus slot(s) have
already been assigned, an error message rather than a
confirmation message 1s reported to the RTX/CC. In the
event an error message 1s received, a new RTC Outgoing
Channel Request 1s made to the RTX/RTC. The RTX/CC
Recognizing the called number 1s within the network to call
1s routed as described to the next node.

The intermediary RTX/CC reads the called number and
after recognizing that the number 1s for RTX Node #1, it
instructs the RTX/RTC to obtain a channel (RTC Outgoing
Channel Request). The RTX/RTC then informs RTX/CC of
the channel number which was allocated to the call (RTC
Outgoing Response). The intermediary RTX/CC then
instructs the RTX/RTC to connect one or more specified
TDM Bus slots to the allocated channel (IFC Channel to
TDM Assign). Next, the results of the attempt to implement
the IFC Channel to TDM Assign instruction are reported to
the Intermediary RTX/CC (IFC Channel to TDM confirm).
[f a channel is available it is assigned (Channel to TDM
Assign). and the RTX/RTC confirms the assignment
(Channel to TDM Assign Confirm).

The terminating RTX/CC then 1nstructs the RTX/RTC to
connect one or more specified TDM Bus slots to the allo-
cated channel (IFC Channel to TDM Assign). The results of
the attempt to implement this instruction are reported to the
terminating RTX/CC (IFC Channel to TDM Confirm). The
terminating RTX/CC then requests, from the terminating
RTX/RLC, a channel to the SRT specified by the number of
the called party (RLC Outgoing Request). Next, an SRT
Security Check Request 1s made to the speciiied SRT. The
SRT responds by encrypting its serial number using a six
byte random key provided in the RLC Outgoing Request
message (SRT Security Response). The terminating RTX/
RLC then makes anTS Security Check Request to the I'TS
(ITS Security), which responds (ITS Security Response) by
encrypting 1its serial number using the six byte random key
provided 1n the request message.

Next, the terminating node informs the RTX/CC 1if it was
able to approve a channel for allocation to the designated
SRT (RLC Outgoing Response). A channel is approved only
if the I'TS and SRT security checks have been successtully
completed. Assuming channel approval i1s obtained, IFC
Channel to TDM Assign and Coniirm messages are passed
between the RTX/CC and RTX/RLC, whereupon the RTX/
RLC 1nstructs the specified US to provide an audible signal,
e.g., a ringing tone, to the users (ITS ALERT?RING). An
ACTION argument within the I'TS ALERT?RING signal
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specifles that two-way voice communication be established
subsequent to lifting of the handset of the ITS by the user.
Upon accepting the call, the ITS sends an ITS Accept
message to the RTX/CC, at which point control 1s trans-
ferred to the originating RTX/CC (CALL ACCEPTED).
The calling party receives a status indication consisting of
cither a busy signal, a ringing tone, or a not-ln-service
message. If the status 1s a ringing tone, the originating

RTX/CC also 1ssues an IFC Channel to TDM Assign request
to the RTX/RLC. Assuming the existence of an available
time slot, the RLC provides IFC Channel to TDM Confir-
mation to the originating RTX/CC.

After the called party has lifted the handset of the ITS, and
I'TS Answer message 15 sent to the RTX/CC indicating that
the ITS has accepted the call and that two-way voice
communication has been activated. If the called party has
not answered the call after a predefined number of rings, the
Connect State indicates that a timeout has occurred. Call

charging starts after the originating RTX/CC acknowledges
that 1t has been informed of the call connection status

(Connect Calling Ack). The call then remains in progress
until either disconnection by the I'TS, or disconnection by
the called ITS.

Intra-Network Call Termination

Referring to FIG. 19, there 1s shown an exemplary mes-
sage sequence occurring 1n response to termination of a call
subsequent to the I'TS handset being placed 1 an on-hook
position. The I'TS on-hook condition 1s communicated to the
originating RTX/CC via an ITS Hangup message. The
RTX/CC then 1nstructs the RT'X/RLC to deassign the chan-
nel associated with the disconnecting ITS from the TDM
Bus slot to which 1t had been previously assigned. After
confirmation of the TDM channel deassignment (IFC Chan-
nel from TDM Deassign Confirm). the RTX/CC instructs the
RTX/CC to disconnect the channel from the SRT associated
with the disconnecting I'TS. Upon receiving confirmation of
the channel disconnection from the RTX/RLC, the RTX/CC
ends charging of the call in cases wherein call charging was
originated within the RTX.

The call Disconnect Message 1s forwarded to the termi-
nation RTX/CC, which 1ssues an IFC-TDM Deassign
Request to the RTX/RLC. The RTX/CC also notifies the
slave RTC of the Channel TDM Deassign and RLC Dis-
connect Request and awaits the TDM Deassign Confirm and

RLC Disconnect Confirm. At this time the terminating
RTX/CC informs the imtermediary RTX/CC of the Call

Disconnect Ack. The TDM and RTC Deassign commands
are given for the link between the intermediary RTX and the
terminating RTX. The Call Disconnect Ack is then sent to
the RTX/CC responsible for originating the call. Next, both
TDM and RTC Deassign Commands are 1ssued for the link
between the originating RTX and the intermediary RTX. The
call 1s terminated and all resources are returned to the call
processing pool.
V. Common Control (CC) Software

FIG. 20 1s a block diagram of the common control (CC)
software program, generally indicated by reference numeral
500, resident within each NIX and RTX unit. Also shown 1n

FIG. 20 is certain processing hardware (dashed lines) typi-
cally mncluded within each RTX and NIX unit. The CC

program 500 will typically be stored 1n a read-only memory
(ROM) unit connected to the CPU and memory circuits of

cach RTX and NIX. Although the CC programs resident
within NIX and RTX units are substantially similar, the

several software functions unique to the CC programs

governing operation of RTX units are described below.
Each NIX and RTX unit will typically include fixed hard

disk memory 510 (100 Mb). as well as a high-capacity/fast-
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access removable memory disk 515 such as the Sundisk 40
MB flash memory card. The fixed disk 510 1s utilized to
store the CC software 500, network configuration data 520
billing data 5285, call transaction data 530, subscriber class of
service 533, statistical data 535, as well as alarm 537,
user-identification data 539 and log-1n data 541. The remov-
able disk 515 serves as the system boot disk, allows updates
to be made to CC 500 and network conflguration software
520, and provides back-up file memory.

Referring to FIG. 20, each RTX and NIX unit includes an
optionally redundant central processing unit (CPU) 543. The
ROM storing the CC software will typically be utilized in
conjunction with a host Intel 80486 motherboard configured
with ISA (Industry Standard Architecture) bus connection
slots (not shown). Connected to the ISA bus is an IDE disk
controller (not shown) and a 9.6 kbps modem 547. In the
preferred embodiment the host motherboard 1s customized
to 1nclude a relay connection to an external alarm 3550, a
date/time clock 552, serial port 554 and a bus interface card
556 1n communication with a Parallel Common Control
(PCC) bus 558.

By way of imtroduction, various permanent files relating,
to Common Control operating software 500 are stored on
fixed disk 510. Permanent files are also used to store
information relating to; for example, network configuration
520, subscriber class of service 533, alarm-handling con-
figurations 537, as well as information relating to PSTN
interconnection and modem dial-back numbers (not shown).
Updating of permanent files 1s accomplished via connection
through serial port 554 to an NCS unit (for updating NIX
unit permanent files) or to an SCS unit (for updating RTX
permanent files). File modification may also be effected
through the modem 547, or by way of data transfer from disk
memory 315 to fixed memory 510.

Temporary files stored on fixed memory 510 include those
relating to billing data 535, transaction data 530, and sta-
fistical data 535. In the preferred embodiment each NIX unit
receives billing data from an associated group of RTX units
approximately once every 24 hours. Billing data may be
transferred from RTX to NIX units across TDM channels
nominally allocation to phone conversations. It 1s antici-
pated that tip to 1 megabyte (Mb) of billing data may be
required to be transferred every 24 hours from an RTX unit
to an NIX unit. At a transfer rate of 64 kbps approximately
two minutes are required to transfer 1 Mb of billing data.
Upon confirmation by an NIX of successiul reception of
billing data from an RTX, the RTX clears the transferred
billing data from 1ts local storage.

The calendar date and time 1information generated by the
clock 552 1 each NIX unit 1s used to update the local clock
of each RTX unit associated therewith. Timing synchroni-
zation 1s maintained between the local clocks at all RTX and
NIX network nodes by routing an 8 kHz timing signal
available from the PSTN (or generated on a specific node)
to each network node. In this way timing synchronization 1s
established between trunk channel communication and the
TDM/TDMA communication between RTX and I'TS units.

Calendar of Events 1in order to enable the timely perfor-
mance of several functions executed by each RTX unit 1t 1s
necessary that a calendar of events 560 be provided.
Included among such functions, which are executed ditfer-
ently on certain days of the week or during particular time
periods, are inter-node call routing selections, trunk group
loading (i.e., call-handling) limits, and class of service
determination For example, it may be desired that subscrib-
ers supported by a specified class of service be able to make
international calls only on Saturday and Sunday from 9 p.m.
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to 6 a.m. Trunk groups can be set to route traffic over a
different set of trunks (if available) should the traffic exceed
a predetermined trunk group loading limat.

In the preferred embodiment the calendar of events 560 1s
organized into a four-level hierarchy: a default level, second
and third levels, and an emergency level. The default level
establishes the data record to be associated with a particular
function 1n the event that no higher calendar level 1s active.
As an example, the default-level data record for a given class
of service may indicate that subscribers 1n the specified class
are not allowed to place international calls. The second level
within the calendar of events 560 indicates which functions
may be performed differently depending on the day of week
or time of day. Referring to the example given above, the
second calendar level associated with the specified level of
service could indicate that international calls be allowed
only on Saturday and Sunday from 9 p.m. to 6 a.m. The third
level 1s generally reserved for data records to be utilized
during holidays, and overrides the default and second cal-
endar levels. The emergency level overrides all other cal-
endar levels and may be 1nvoked on either an immediate or
timed-delay basis.

System Alarms

Various event-trigeered alarms may lead to operation 1n
the lowest three levels being suspended and emergency level
operation being invoked. In a preferred implementation
examples of event-triggers include, for example, RF Power
Output low and Receive Signal Strength Below Threshold.
Alarm signals are transported via the CCIS messaging
channel (i.e., Common Control Interface Signaling
Channel), which nominally corresponds to Channel #16 of
the 32 mter-node TDM channels. Alarm messages are sent
via the CCIS from a network clement being monitored to the
Network Control Station 32 for display. The transmission 1s
via a digital message 1dentifying the NIX or RTX unit 1n
which the alarm was triggered, and specifies an alarm status
condition.

Transaction Data

In the preferred embodiment transaction data 530 relating
to the processing tasks executed at each RTX or NIX unit 1s
recorded 1n chronological order. For example, transaction
data concerning specific processing events, error conditions,
system diagnostic information and the like may be accumu-
lated for transfer from an NIX unit to 1ts associated network
control station (NCS), or for transfer from an RTX unit to its
associated service control station (SCS). Each transaction
record includes a 32-bit transaction number, the date and
time of the event being logged, the number of the NIX or
RTX unit, the transaction type, and the bit length of the
accumulated transaction data.

The number of locations 1n fixed memory 510 allocated to
storing transaction data will depend upon the expected
transaction logging rate, and upon the frequency at which
the file comprising the transaction data 530 1s to be trans-
ferred to either an NCS or SCS unit. Included within the
statistics data 535 are measures of, for example:

(1) the number of calls carried by each trunk channel
during predefined (e.g., 15 min.) internals.

(1) the number of call failures occurring over each trunk
channel during predefined intervals.

(i11) average call length per trunk channel, and

(iv) the number of occurrences of each type of system
CITOT.
Statistical measurements such as those listed above may be
accumulated 1nto several sets, including a first set gathered
at predefined intervals during a current 24 hour period, a
second set compiled over such predefined intervals during
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the preceding 24 hour period, and a third set including
aggregate statistics for each of 6 previous days.

Referring to FIG. 20, a router routine 665 1s utilized to
route trunk communications between network nodes, as well
as to transfer calls to and from specified ITS units. As noted
above, each transmitted frame, 1.e. packet, of TDM trunked
communication data 1s 1dentified by a 4 byte control word
and 32 byte message associated with a particular destination
node. The router routine 665 examines each frame (packet)
of data in order to identify the control byte specitying the
SRT to which a call 1s being directed. The router routine 665
at each network node then utilizes network configuration
data 520 1n order to establish a configurable list of up to four
prioritized route directions from the specified node toward
the specified SRT destination node. If a trunk channel is
unavailable to the first node associated with the highest
priority route the route with the next highest priority 1s
considered, and so on. It all routes fail, routing 1s transferred
back from the specified node to a previous node from which
the data was received. At the previous node attempts are
made to utilize lower prioritized routes.

In the preferred embodiment the router routine 665 main-
tains status of all DE1, RTC and RLC channels associated
with the node. For example, RTC channel status information
will generally indicate which trunk channels have been
assigned to transferring particular calls to adjacent nodes. In
the case of NIX nodes, DE1 status will indicate which
channels are actively connected to the PSTN via the El
trunk.

While the present invention has been described with
reference to a few specific embodiments, the description 1s
illustrative of the invention and 1s not to be construed as
limiting the mvention. Various modifications may occur to
those skilled 1n the art without departing from the true spirit
and scope of the imvention as defined by the appended
claims.

What 1s claimed 1s:

1. A system for processing information signals received
from trunk limes for transmission over a plurality of RF
subscriber channels, comprising;

(a) a first subscriber unit;

(b) a network interface exchange configured to sample
said received information signals and combine said
sampled information signals nto one or more multi-
plexed transmit channel bit streams, said network inter-
face exchange including:

(1) a processor configured to assign a first of said
sampled information signals from one of said trunk
lines to an available repetitive slot of a first of said
transmit channel bit streams; and

(i1) a transmitter configured to transmit a forward
interface signal over a network interface channel 1n
response to said first transmit channel bit stream; and

(c) a first destination node, in RF communication with
said network interface exchange over said network
interface channel, configured to extract said first
sampled information signal from said forward interface
signal and produce a first subscriber signal, and to route
reverse link signals from said first subscriber unit to a
second destination node, said first destination node
being associated with a call request signal received
over said one trunk line and including:

(1) a transmitter configured to transmit said first sub-
scriber signal over a first of said RF subscriber
channels to said first subscriber unit;

wherein said processor 1s configured to perform the
assignment dynamically; wherein said available slot
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position 1s assoclated with a first of said RF sub-
scriber channels associated with said first subscriber
unit; wherein said network interface exchange 1is
configured to perform the combination of sampled
information signals sequentially;

wherein said call request signal comprises a subscriber
1dentification signal associated with said first sub-
scriber unit, said processor further being configured
to assign said first sampled information signal to the
repetitive slot position corresponding to said first of
[RF subscriber channel] said transmit channel bit
streams at least partially on the basis of said sub-

scriber 1identification signal;

[(i11)] (d)a remote telephone exchange [is] associated with
said first destination node and [is] located distal from
said network 1nterface exchange; wherein said remote
telephone exchange produces said first subscriber sig-
nal based on said extracted first sampled information
signal; wherein said remote telephone exchanges
includes:

a master telephone exchange configured to generate a
first inter-exchange signal on the basis of said first
extracted information signal and said subscriber
1dentification signal;

a master transceiver coniligured to transmit said inter-
exchange signal over an 1nter-exchange channel; and

a slave telephone exchange for providing said first
subscriber signal 1n response to receipt of said inter-
exchange signal over said inter-exchange channel.

2. A system for processing information signals received

from trunk lines for transmission over a plurality of RF
subscriber channels, comprising;

(a) a first subscriber unit;

(b) a network interface exchange configured to sample
said received information signals and combine said
sampled information signals nto one or more multi-
plexed transmit channel bit streams, said network 1nter-
face exchange including:

(1) a processor configured to assign a first of said
sampled mnformation signals from one of said trunk
lines to an available repetitive slot of a first of said
transmit channel bit streams; and

(i1) a transmitter configured to transmit a forward
interface signal over a network interface channel 1n
response to said first transmit channel bit stream;

(c) a first destination node, in RF communication with
said network 1interface exchange over said network
interface channel, configured to extract said first
sampled mnformation signal from said forward interface
signal and produce a first subscriber signal, and to route
reverse link signals from said first subscriber unit to a
second destination node, said first destination node
being associated with a call request signal received
over said one trunk line and including:

(1) a transmitter configured to transmit said first sub-
scriber signal over a first of said RF subscriber
channels to said first subscriber unit; and

(d) a remote telephone exchange that is associated with
sald first destination node; 1s located distal from said
network interface exchange and; produces said first
subscriber signal based on said extracted first sampled
information signal;
wherein said processor 1s configured to perform the
assignment dynamically;

wherein said available slot position 1s associated with a
first of said RF subscriber channels associated with
said first subscriber unit; and
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wherein said network interface exchange 1s configured
to perform the combination of sampled mnformation
signals sequentially;

wherein said call request signal comprises a subscriber
1dentification signal associated with said first sub-

36

second destination node, said first destination node

being associated with a call request signal received

over said one trunk line and including:

(1) a transmitter configured to transmit said first sub-
scriber signal over a first of said RF subscriber

5
scriber unit, said processor further being configured channels to said first subscriber unit;
to assign said first sampled information signal to the (d) a remote telephone exchange [is] associated with said
repetitive slot position corresponding to said first of first destination node and [is] located distal from said
[RF subscriber channel] said transmit channel bit network interface exchange; wherein said remote tele-
streams at least partially on the basis of said sub- |, phone exchange produces said first subscriber signal
scriber identification signal; based on said extracted first sampled information sig-
wherein said remote telephone exchange includes: nal;
a master telephone exchange configured to generate wherein said processor 1s configured to perform the
a first inter-exchange signal on the basis of said assignment dynamically; wherein said available slot
first extracted information signal and said sub- . position 18 assoclated with a first of said RF sub-
scriber identification signal; and scriber channels associated with said first subscriber
a master transceiver configured to transmit said unit; wherein said network interface exchange is
inter-exchange signal over an inter-exchange configured to pertorm the combination of sampled
channel; information signals sequentially;
wherein said remote telephone exchange further ,, wherein said call request signal comprises a subscriber
includes a slave telephone exchange for providing 1dentification signal associlated with said first sub-
said first subscriber signal 1n response to receipt of scriber unit, said processor further being configured
said inter-exchange signal over said inter-exchange to assign said first sampled information signal to the
channel; repetitive slot position corresponding to said first of
wherein said remote telephone exchange includes a . [RF subscriber channel] said transmit channel bit
plurality of slave exchanges, said master telephone streams at least partially on the basis of said sub-
exchange 1ncluding a subscriber 1dentification map scriber 1dentification signal; and
for associating each of said slave exchanges with one wheremn said first subscriber unit i1s configured to
or more of said RF subscriber channels; and receive and process said first subscriber signal to
wherein a first of said slave telephone exchanges is 5, replicate the first information signal received from

selected 1n accordance with said subscriber 1dentifi-

sald one trunk line.

4. A system for processing information signals received
from trunk lines for transmission over a plurality of RF
subscriber channels, comprising;:

(a) a first subscriber unit;
(b) a network interface exchange configured to sample

cation map to serve as a relay between said master
exchange and a second slave exchange associated
with said first RF subscriber channel;

wherein said first slave telephone exchange 1s config- .
ured to forward said first inter-exchange signal to

said second slave exchange, said first slave telephone
exchange including a transmitter configured to trans-
mit a second inter-exchange signal over a second
inter-exchange channel to said second slave tele-
phone exchange; and

wherein said second slave exchange 1s configured to
provide said first subscriber signal on the basis of
said second inter-exchange signal received from said

40

said received information signals and combine said

sampled information signals into one or more multi-

plexed transmit channel bit streams, said network inter-
face exchange including:

(1) a processor configured to assign a first of said
sampled mformation signals from one of said trunk
lines to an available repetitive slot of a first of said
transmit channel bit streams; and

first slave telephone exchange. 45
3. A system for processing information signals received
from trunk lines for transmission over a plurality of RF
subscriber channels, comprising;:

(a) a first subscriber unit;
(b) a network interface exchange configured to sample 50

(i1) a transmitter configured to transmit a forward
interface signal over a network interface channel 1n
response to said first transmit channel bit stream; and

(c) a first destination node, in RF communication with
said network interface exchange over said network
interface channel, configured to extract said first

said received information signals and combine said
sampled information signals 1nto one or more multi-
plexed transmit channel bit streams, said network inter-
face exchange including:

sampled mnformation signal from said forward interface
signal and produce a first subscriber signal, and to route

reverse link signals from said first subscriber unit to a
second destination node, said first destination node

(i) a processor configured to assign a first of said 55 being associated with a call request signal received
sampled information signals from one of said trunk over said one trunk line and including:
lines to an available repetitive slot of a first of said (1) a transmitter configured to transmit said first sub-
transmit channel bit streams; and scriber signal over a first of said RF subscriber
(i1) a transmitter configured to transmit a forward channels to said first subscriber unit;
interface signal over a network mterface channel 1n g wherein said processor 1s configured to perform the
response to said first transmit channel bit stream; and assignment dynamically;

(¢) a first destination node, in RF communication with wherein said available slot position 1s associated with a
sald network i1nterface e}(change over said network first of said RF subscriber channels associated with
interface channel, configured to extract said first said first subscriber unit;
sampled information signal from said forward interface 65  (d) a remote telephone exchange [is] associated with said

signal and produce a first subscriber signal, and to route
reverse link signals from said first subscriber unit to a

first destination node and [is] located distal from said
network interface exchange;
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wherein said network interface exchange 1s configured
to perform the combination of sampled information
signals sequentially;
wherein said remote telephone exchange produces said
first subscriber signal based on said extracted first
sampled information signal; and
wherein said processor 1s further configured to assign
said sampled information signals other than said first
sampled information signal to repetitive slot posi-
tions corresponding to RF subscriber channels asso-
ciated with call request signals received over said
trunk lines, said network interface exchange includ-
ing a slot memory configured to store said repetitive
slot position assignments.
5. A system for processing information signals received
from trunk lines for transmission over a plurality of RF
subscriber channels, comprising;:

(a) a first subscriber unit;

(b) a network interface exchange configured to sample
said received information signals and combine said
sampled information signals 1mnto one or more multi-
plexed transmit channel bit streams, said network inter-
face exchange including:

(1) a processor configured to assign a first of said
sampled information signals from one of said trunk
lines to an available repetitive slot of a first of said
transmit channel bit streams; and

(i1) a transmitter configured to transmit a forward
interface signal over a network interface channel 1n
response to said first transmit channel bit stream; and

(¢) a first destination node, in RF communication with
said network interface exchange over said network
interface channel, configured to extract said first
sampled mnformation signal from said forward interface
signal and produce a first subscriber signal, and to route
reverse link signals from said first subscriber unit to a
second destination node, said first destination node
being associated with a call request signal received
over said one trunk line and including:

[(i11)] (¢)a transmitter configured to transmit said first
subscriber signal over a first of said RF subscriber
channels to said first subscriber unit;

wherein said first destination node comprises a remote
telephone exchange, and is further configured to
route said reverse link signals to said second desti-
nation node along a path excluding said network
interface exchange;

[(iv)] (d)a plurality of subscriber units, ecach of said
subscriber units being configured to produce a reverse
subscriber signal and convert the reverse subscriber
signal generated thereby into a sampled reverse sub-
scriber signal;

[(d) a remote telephone exchange is further configured to
produce a recerve channel bit stream by assigning each
of said sampled reverse subscriber signals received
over said associlated RF subscriber channels to a repeti-
tive slot position in said receive channel bit stream;]
[wherein said first destination node comprises a remote
telephone exchange, and 1s further configured to
route said reverse link signals to said second desti-
nation node along a path excluding said network
interface exchange;]

wherein each of said subscriber units includes a trans-
mitter configured to transmit its sampled reverse
subscriber signal over one of said RF subscriber
channels associated with the subscriber unit; [and]
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wherein said remote telephone exchange is further

configured to produce a receive channel bit stream

by assigning each of said sampled reverse subscriber

signals recetved over said associated RF subscriber

channels to a repetitive slot position in said receive
channel bit stream; and

wherein said remote telephone exchange includes a

transmitter configured to transmit said receive chan-

nel bit stream to said network interface exchange

over a reverse 1nterface channel, said network inter-

face exchange further being configured to extract the

separate sampled reverse subscriber signal from the

receive channel bit stream and generate the reverse

subscriber signals from the extracted sampled

reverse subscriber signals for transmission over said

telephone trunk lines.

6. A method for processing information signals received

from at least one telephone trunk line for transmission over

a plurality of RF subscriber channels, comprising the steps

of:

sampling the received information signals;

combining the sampled information signals into one or
more multiplexed transmit channel bit streams;

dynamically assigning a first of said sampled information
signals from said at least one trunk line to an available
repetitive slot position of a first of said transmit channel
bits streams provided to a destination node associated
with a call request signal received over said at least one
trunk line, wherein each call request signal has accom-
panied therewith a subscriber identification signal asso-
ciated with [said] a first subscriber unit wherein said
available slot position 1s associated with a first of said
RF subscriber channels associated with said first sub-
scriber unit;

wherein the repetitive slot position corresponds to said
first RF subscriber channel at least partially on the basis
of said subscriber 1dentification signal;

transmitting a forward interface signal to said destination
node over an RF network interface channel in response
to the multiplexed channel bit stream, said destination
node being located distal to said at least one trunk line;

extracting, at said destination node, the first sampled
information signal from said forward interface signal
and generating a first subscriber signal;

transmitting said first subscriber signal over [a] said first
of said RF subscriber channels to [a] said first sub-
scriber unit;

generating, within a master telephone exchange, a first
inter-exchange signal on the basis of said first extracted
information signal and said subscriber identification
signal;

transmitting said inter-exchange signal over an inter-
exchange channel; and

within a slave telephone exchange, providing said first

subscriber signal 1n response to receipt of said inter-
exchange signal over said inter-exchange channel.

7. A method for processing information signals received

from at least one telephone trunk line for transmission over

a plurality of RF subscriber channels, comprising the steps
of:

sampling the received information signals;

combining the sampled information signals into one or
more multiplexed transmit channel bit streams;

dynamically assigning a first of said sampled mnformation
signals from said at least one trunk line to an available
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repetitive slot position of a first of said transmit channel
bits streams provided to a destination node associated
with a call request signal received over said at least one
trunk line wherein each call request signal has accom-
panied therewith a subscriber 1dentification signal asso-

40

transmitting a forward interface signal to said destination
node over an RF network interface channel 1n response
to the multiplexed channel bit stream, said destination
node being located distal to said at least one trunk line;

. . ; : . . 5 extracting, at said destination node, the first sampled
ciated with [said] a first subscriber unit; wherein the : : : : : :
.. g . information signal from said forward interface signal
repetitive slot position corresponds to a first of said q ¥ £ ot subsceriber sional-
[first] RF subscriber [channel] channels at least par- 4 ‘ge'nera IPg IS SE S_CH e'r SIS _
tially on the basis of said subscriber identification transmitting said ﬁrst‘ subscriber signal over [a] satd first
signal wherein said available slot position is associated ., of said RE subscriber channels to [a] said first sub-
with [a] said first of said RF subscriber channels scriber unit; and
associated with said first subscriber unit; within said first subscriber unit, receiving and processing
transmitting a forward interface signal to said destination said first subscriber signal to replicate the first mntor-
node over an RF network interface channel 1n response mation signal received from said one trunk line.
to the multiplexed channel bit stream, said destination 5 2- A method for processing mformation signals received
node being located distal to said at least one trunk line; from at least one telephone trunk line for transmission over
extracting, at said destination node, the first sampled a plurality of RF subscriber channels, comprising the steps
information signal from said forward interface signal of:
and generating a first subscriber signal; and sampling the received information signals;
transmitting said first subscriber signal over [a] said first 20  combining the sampled information signals into one or
of said RF subscriber channels to [a] said first sub- more multiplexed transmit channel bit streams;
scriber unit, dynamically assigning a first of said sampled mnformation
generating, within a master telephone exchange, a first signals from said at least one trunk line to an available
inter-exchange signal on the basis of said first extracted repetitive slot position of a first of said transmit channel
information signal and said subscriber identification 25 bits streams provided to a destination node associated
signal; with a call request signal received over said at least one
transmitting said inter-exchange signal over an inter- trunk line wherein said available slot position 1s asso-
exchange channel; clated with a first of said RF subscriber channels
utilizing a subscriber 1dentification map to associate each associated with [said] a first subscriber unit;
of a plurality of slave telephone exchanges with one or Y transmitting a forward interface signal to said destination
more of said RF subscriber channels; node over an RF network interface channel 1n response
selecting a first of said slave telephone exchanges, in to the multiplexed channel bit stream, said destination
accordance with said subscriber 1dentification map, to node being located distal to said at least one trunk line;
serve as a relay between said master exchange and a ;s eXtracting, at said destmnation node, the first sampled
second slave exchange associated with said first RF information signal from said forward interface signal
subscriber channel; and generating a first subscriber signal;
within said first slave telephone exchange, generating a transmitting said first subscriber signal over [a] said first
second inter-exchange signal on the basis of said first of said RF subscriber channels to [a] said first sub-
inter-exchange signal, and transmitting said second 10 scriber unit;
inter-exchange signal over a second inter-exchange . . . L .
channel to said second slave telephone exchange; and ASSISTIS Salt sa.mpled m.form.atlon signals f)t.her than Sal.d
o o ; first sampled 1information signal to repefitive slot posi-
within 4 SeCOI_]d slave exchange, pro&i'ldmg sa1d' first tions corresponding to RF subscriber channels associ-
subscriber > ignal on the basis ol said sccond inter- ated with call request signals received over said trunk
exchange signal. 45 lines:

8. A method for processing information signals received

storing said repetitive slot position assignments; and

from at least one telephone trunk line for transmission over

a plurality of RF subscriber channels, comprising the steps referring to said stored repetitive slot positions to provide
of: additional slot assignments 1n response to additional

sampling the received mnformation signals;

call request signals.

combining the sampled imnformation signals mto one or " 10. Amethod for processing infqrmation signa}s Feceived

more multiplexed transmit channel bit streams; from at }east one telephgne trunk line for (ransmission over
. L . . : a plurality of RF subscriber channels, comprising the steps

dynamically assigning a first of said sampled information of:
signals from said at least one trunk line to an available ' _ _ _ _ _
repetitive slot position of a first of said transmit channel 55 sampling the received information signals;
bits streams provided to a destination node associated combining the sampled information signals into one or
with a call request signal received over said at least one more multiplexed transmit channel bit streams;
trunk line wherein each call request signal has accom- dynamically assigning a first of said sampled information
panied therewith a subscriber identification signal asso- signals from said at least one trunk line to an available
ciated with [said] a first subscriber unit, wherein said gp repetitive slot position of a first of said transmit channel
available slot position 1s associlated with a first of said bits streams provided to a destination node associated
RF subscriber channels associated with said first sub- with a call request signal received over said at least one
scriber unit; trunk line;

assigning said first sampled information signal to the transmitting a forward interface signal to said destination
repetitive slot position corresponding to said first RF 65 node over an RF network interface channel in response

subscriber channel at least partially on the basis of said
subscriber 1dentification signal;

to the multiplexed channel bit stream, said destination
node being located distal to said at least one trunk line;



US RE37,571 E

41

extracting, at said destination node, the first sampled
information signal from said forward interface signal
and generating a first subscriber signal;

transmitting said first subscriber signal over a first of said
RF subscriber channels to a first subscriber unit;

wherein said available slot position is associated with [a]
said first of said RF subscriber channels associated with
said first subscriber unait;

within each of a plurality of subscriber units, generating
a reverse subscriber signal and converting the reverse
subscriber signal mto a sampled reverse subscriber
signal;

transmitting each of said sampled reverse subscriber
signals over one of said RF subscriber channels;

providing a receive channel bit stream by assigning each
of said sampled reverse subscriber signals received
over said associated RF subscriber channels to a repeti-
five slot position 1n said receive channel bit stream;

transmitting said receive channel bit stream to said net-
work 1nterface exchange over a reverse interface chan-
nel; and

segregating the sampled reverse subscriber signals from
the receive channel bit stream and recovering the
reverse subscriber signals from the sampled reverse
subscriber signals for transmission over said telephone
trunk lines.
11. A method for processing information signals received
from at least one telephone trunk line for transmission over
a plurality of RF subscriber channels, comprising the steps

of:

sampling the received imnformation signals;

combining the sampled mformation signals into one or
more multiplexed transmit channel bit streams;

assigning a first of said sampled information signals from
said at least one trunk line to an available repetitive slot
position of a first of said transmit channel bits streams
provided to a destination node associated with a call
request signal received over said at least one trunk line;

transmitting a forward interface signal to said destination
node over an RF network interface channel in response
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to the multiplexed channel bit stream, said destination
node being located distal to said at least one trunk line;

extracting, at said destination node, the first sampled
information signal from said forward interface signal
and generating a first subscriber signal; and

transmitting said first subscriber signal over a first of said
RF subscriber channels to a first subscriber unit; and

routing reverse link signals from said first subscriber unit
to a second destination node;

wherein the step of routing 1includes the substep of choos-
ing a path excluding said network interface channel.

12. A method for processing information signals received

from at least one telephone trunk line for transmission over

a plurality of RF subscriber channels, comprising the steps
of:

sequentially sampling the received information signals;

combining the sampled information signals into one or
more multiplexed transmit channel bit streams;

assigning a first of said sampled information signals from
said at least one trunk line to an available repetitive slot
position of a first of said transmit channel bits streams

provided to a destination node associated with a call
request signal received over said at least one trunk line;

transmitting a forward interface signal to said destination
node over an RF network interface channel in response
to the multiplexed channel bit stream, said destination
node being located distal to said at least one trunk line;

extracting, at said destination node, the first sampled
information signal from said forward interface signal
and generating a first subscriber signal wherein the step
of generating said first subscriber signal 1s based on
said extracted first sampled information signal; and

transmitting said first subscriber signal over a first of said
RF subscriber channels to a first subscriber unit;

wherein the step of generating said first subscriber signal
1s based on said extracted first sampled information
signal.
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