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57] ABSTRACT

An optical communication network includes at least one
single-mode fiber, referred to as a “primary fiber,” for
transmission between a central office and a distribution
node, and at least one multiplicity of single-mode fibers,
referred to as “distribution fibers,” for transmission between
the distribution node and a multiplicity of optical network
units (ONUs). Transmissions are exchanged between the
primary and distribution fibers via at least one optical
coupler located at the distribution node. The network 1is
passive 1n the sense that all monitoring of the transmission
media and the ONUs can be performed at the central office,
without active intervention at remote locations. The network
includes a monitor and a multiplicity of bypass lines by
means of which at least a portion of inbound signals from the
distribution fibers are transmitted to the monitor without
passing through the optical coupler at the distribution node.
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PASSIVE OPTICAL COMMUNICATION
NETWORK WITH BROADBAND UPGRADE

Matter enclosed in heavy brackets [ ] appears in the
original patent but forms no part of this reissue specifi-
cation; matter printed in italics indicates the additions
made by reissue.

CROSS-REFERENCE TO RELATED
APPLICATION

This application 1s a reissue of Ser. No. 07/857,365, now
U.S. Pat. No. 5,321,541 which is continuation-in-part of my
copending application Ser. No. 07/806,561 filed Dec. 12,
1991, now U.S. Pat. No. 5,285,305.

FIELD OF THE INVENTION

This 1nvention relates to optical fiber communication
networks.

ART BACKGROUND

In a passive optical communication network, signals from
a central office are transmitted through one or more coupling
elements to as many as 64 optical network unit (ONU)
receiver. Conventional monitoring techniques cannot readily
be used to 1dentify faults on individual fibers since the mputs
and outputs from each ONU distribution fiber are conven-
tionally multiplexed onto the same feeder fiber going to the
central office. Optical time domain reflectometry (OTDR)
has, 1n fast, been used to locate anomalous losses 1n passive
optical network. However, means have been generally
unavailable for identifying features in the received OTDR
signals with particular distribution {fibers with adequate
specificity. Moreover, coupling losses 1n conventional net-
works have reduced the sensitivity of OTDR techniques,

placing large demands on the power of OTDR laser trans-
mitters.

SUMMARY OF THE INVENTION

Very generally, the mnventive network includes a primary
optical fiber to carry transmissions between a distribution
node and a central office, multiple distribution fibers termi-
nating at ONUs to carry transmissions between the ONUSs
and the node, and an optical coupler at the node. The
network also includes a monitor for receiving transmissions
which may include diagnostic mformation, and additional
optical fibers (referred to as “bypass lines”) which convey
portions of at least some transmissions from the distribution
fibers to the monitor without passing through the coupler.
The network also 1includes passive components which physi-
cally label the transmissions 1n the bypass lines in such a
way that diagnostic mformation can be ascribed to indi-
vidual distribution fibers. The physical labeling 1s achieved
by assigning to each distribution fiber one or more time
delays, one or more monitor wavelengths, or a combination
of time delays and wavelengths. In this way, coupling losses
in monitored transmissions are reduced relative to conven-
tional networks, and individual distribution fibers can be
identified using purely passive components.

The 1nvention 1s more conveniently described with refer-
ence to a specific embodiment, depicted 1n FIG. 1. It should
be noted that such embodiment 1s purely illustrative and not
intended to limit the scope of the mnvention. With reference
to FIG. 1, an optical communication network, exemplarily a
telephone network, mncludes at least one single-mode optical
fiber 10 for bidirectional transmission between a central
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office 20 and a distribution node 30. The network further
includes a multiplicity of optical network units (ONUs) 40
at locations which are remote with respect to the central
office. Each such remote location 1s, €.g., a home, or office,
or a curbside substation. The network 1s passive 1n the sense
that all monitoring of the transmission media and the ONUSs
can be performed at the central office, without active inter-
vention at remote locations Significantly, most or all of the
information needed for diagnosing faults 1n the network is
impressed upon the monitored signals by passive compo-
nents. The term “passive optical network” (PON) will here-
inafter be used to describe each fiber 10, corresponding
multiplicity of ONUs 40, and the intermediate network
components which lie between them. (It should be noted that
instead of bidirectional fiber 10, a pair of unmidirectional
fibers may be used. One such unmidirectional fiber belongs to
an inbound, and the other to an outbound, PON, a discussed
below.) Multiple fibers 20 may emanate from a single central

office, and thus one central office may support a multiplicity
of PONS.

Each ONU 1s capable of sending and receiving optical
signals which represent digitized communication signals For
signal transmission, each ONU includes, €.g., a solid state
diode laser operating at a predetermined signal wavelength.
Each ONU 40 communicates bidirectionally with node 30
by way of, e.g., one single-mode optic fiber 350.
(Alternatively, pair of unidirectionally transmitting fibers
may be provided 1n place of fiber 50. In such a case as noted
above, a pair of similar passive networks are provided, one
for each direction of transmission between the central office
and the ONUs). Because transmissions from multiple ONUs
are carried on a single fiber 10, some form of multiplexing,
1s needed. Accordingly, the network further includes means
for synchronizing the transmissions from the ONUSs 1n order
to produce a time-division multiplexed signal that can be
carried by fiber 10 toward the central office. That 1s time-
division multiplexing 1s used to interleave pulse packets
from different ONUs. The bit rate within a packet 1s typically
about 30 Megabit/s, and thus individual pulses are typically
separated by about 35 ns. A guard band, typically about 500
ns wide, 1s used to separate the pulse packets from different
ONUs.

Signals which are transmitted from the central office
toward the ONUs will be referred to herein as “outbound
signals”. Signals transmitted oppositely will be referred to as
“mbound signals.” At node 30, each outbound signal is
distributed from fiber 10 into multiple fibers 50. Fiber 10 (as
well as additional fibers which function analogously to fiber
10) will be referred to herein as a “primary fiber.” Fibers S0
(and analogously functioning fibers) will be referred to as
“distribution fiber” because, inter alia, they distribute out-
bound signals to the ONUSs. At least some of the components
of the network have two ends which may be defined with
reference to the directions of signal transmissions. That is,
the end of such a component that 1s closer to a source of
outbound signals 1s herein referred to as the “proximal” end,
because 1t 1s “proximal” the central office. Similarly, the end
that 1s closer to a source of inbound signals 1s referred to as
the “distal” end because 1t 1s “distal” the central office.

At node 30, the outbound signal on fiber 10 1s distributed
by, e.g., star coupler 60. The exemplary star coupler has
multiple ports on 1ts distal end, and also has multiple ports
on its proximal end. (Star coupler 60 is typically an NxN
coupler where N 1s generally at least 8, and 1s more typically
16.) An end of fiber 10 is connected to one of the proximal
ports, such that optical signals pass, e.g., bidirectionally
between fiber 10 and the star coupler. Each of fibers 50 1s
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connected, by one end, to one of the distal ports of star
coupler 60, such that optical signals e.g., bidirectionally
between the respective fiber and the star coupler. Star
coupler 60 (as well as additional star couplers which func-
tion analogously to it) is referred to herein as a “Stage-1”
star coupler. Significantly, star coupler 60 passively splits
transmissions from the central office into fibers 50, and it
passively combines transmissions from ONUs 40 into fiber
10. (In alternate embodiments, separate inbound and out-
bound couplers are provided.)

The network also includes a monitor 70 which can be used
to detect diagnostic signals. At least some of the signals
received by monitor 70 are inbound signals which originate
at one or more ONUs, but do not pass through star coupler
60. Instead optical couplers 80 (which are, exemplarily,
10-dB couplers) are provided to divert portions of inbound
signals from at least some of fibers 50 1nto the distal ends of
corresponding bypass lines 90. Each of bypass lines 90 1s a
single-mode optical fiber. The proximal end of each bypass
line 90 optically communicates (at least with respect to
inbound transmissions) with monitor 70 such that inbound
fransmissions are delivered to the monitor without first
passing through the star coupler.

In an alternate embodiment, the 1nventive network
includes OTDR monitor 220 of FIG. 12 mstead of ONU
monitor 70. The OTDR monitor 1s used to monitor optical
loss 1n 1ndividual fibers, loss in splices and connectors, and
the locations of fiber faults, such as breaks. At least a portion
of the mnbound OTDR diagnostic transmissions are delivered
to the OTDR monitor without first passing through the star
coupler. Preferred embodiments include both an ONU moni-
tor and an OTDR monitor. Still more preferably, the ONU
monitor and the OTDR monitor are incorporated in the
network using silicon optical bench (S10OB) technology,
which 1s a technology of optical waveguide integrated
circuit platforms.

One primary fiber can serve, typically, as many as about
64 ONUs. Thus, about 640 ONUs are readily served from a
single central office from which radiate ten primary fibers.

It should be noted that although diagnostic information
can be retrieved at the central office through the use of purely
passive components it may be useful to employ an optical
amplifier 1n order to overcome signal loss in the network.
Such an amplifier 1s readily incorporated in the single-mode
fiber which carries the signal transmissions into the central
office. In fact such an amplifier 1s preferably located within
the central office in order to avoid the need for remote
pumping, and 1n order to facilitate replacement. In cases
where transmission through such an amplifier would 1nter-
fere with the monitoring scheme, means are readily provided
for bypassing the amplifier.

In a broad sense the invention 1s an optical communica-
tion network which comprise at least one first primary fiber
for at least unidirectional transmission from a first distribu-
fion node to a central office; a first multiplicity of ONUs,
located remotely from the central office, each ONU capable
of transmitting and receiving data at least at one signal
wavelength; a first multiplicity of distribution fibers for at
least unidirectional transmission from the first ONUs to the
first distribution node such that each ONU sends data via a
respective one of the first distribution fibers; first coupling
means located at the first distribution node, for passively
combining transmission from the first ONUs into the first
primary fiber, and mean for synchronizing the transmissions
from the ONUs, resulting in transmission of a time-division-
multiplexed signal to the central of office. Moreover, the first
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coupling comprise a Stage-1 coupler which has a proximal
end including at least one proximal port and a distal end
including a plurality of distal ports, each first distribution
fiber 1s optically coupled to one of the distal ports, and the
first primary {iber 1s optically coupled to the proximal port
of the Stage-1 coupler. The network further comprises a
monitor and a first plurality of bypass lines, each comprising
a single-mode optical fiber having proximal and distal ends,
the distal end optically coupled to one of the first distribution
fibers and the proximal end optically coupled to the monitor.
Each bypass line 1s coupled to the monitor such that portions
of at least some transmissions are received by the monitor
without passing through the first Stage-1 coupler. Stll
further, there 1s associated with each bypass line at lest one
monitor wavelength or at least one time delay which at last
partially 1dentifies the distribution fiber to which that bypass
line 1s coupled. As a result of such association, the locations
of at least some faults 1n the network can be determined on
the basis of the delays and/or monitor wavelengths.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a schematic drawing of the inventive network,
in one embodiment.

FIG. 2 1s a schematic representation of an exemplary
single-mode-to-multimode optical coupler.

FIG. 3 1s a schematic representation of an alternate
single-mode-to-multimode optical coupler.

FIG. 4 1s a schematic representation of an exemplary NxN
optical coupler useful as an alternative to a star coupler in
practicing the 1nvention.

FIGS. 5-7 and 10 are representations of an exemplary
monitor time base, showing possible relationships between
received main pulses and received ghost pulses.

FIG. 8 1s a schematic representation of the inventive
network 1n a currently preferred embodiment which includes
a Stage-2 coupler as well as multiple Stage-1 couplers.

FIG. 9 1s a schematic representation of a network archi-
tecture which 1nvolves unidirectional fibers incorporates
passive components for both OTDR monitoring the ONU
monitoring, and can be 1mplemented on a monolithic silicon
optical bench platform.

FIG. 11 depicts an 1llustrative OTDR monitor time base,

exhibiting an edge-like feature which could indicate a break
in a fiber.

FIG. 12 1s a schematic representation of the inventive
network 1n an alternate embodiment adapted for OTDR
monitoring in which the bypass lines are coupled to the
distribution fibers via wavelength division multiplexers, and
OTDR monitoring 1s done via the primary fiber.

FIG. 13 1s a schematic representation of an OTDR moni-
tor and an electromechanical switch for connecting the
monitor to one of a multiplicity of PON lines.

FIG. 14 1s a schematic representation of the inventive
network 1n an alternate embodiment adapted for OTDR
monitoring 1n which the bypass lines are coupled to the
distribution fibers via 5-dB couplers or similar components,
and OTDR monitoring 1s done via a loopback fiber.

FIG. 15 1s a schematic representation of the inventive
network 1n an alternate embodiment adapted for OTDR
monitoring, which includes a Stage-2 coupler and multiple
Stage-1 couplers, and the same set of monitor wavelengths
1s assigned to each Stage-1 coupler.

FIG. 16 1s a schematic representation of the inventive
network 1n an alternate embodiment adapted for OTDR
monitoring, which includes a Stage-2 coupler and multiple
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Stage-1 couplers, and a different set of monitor wavelengths
1s assigned to each Stage-1 coupler.

FIG. 17 schematically depicts an illustrative PON,
according to the invention in one embodiment, which 1s
adapted to carry both broadcast services and services such as
“switched video” services which are transmitted on speciiic
channels to specific ONUSs.

FIG. 18 schematically depicts an illustrative splice enclo-
sure within which a silicon optical bench platform embody-
Ing passive components can be housed.

FIG. 19 depicts an illustrative OTDR trace

FIG. 20 schematically depicts a modification of the PON
of FIG. 17, 1n which each distribution fiber terminates in a
sub-distribution network.

FIG. 21 schematically depicts an optical communication
system, according to the invention in one embodiment,
which includes two unidirectional PONSs.

FIG. 22 schematically depicts a PON, according to the
invention 1n one embodiment, which 1s adapted to carry
narrowband, switched broadband, and broadcast broadband
fransmissions.

FIG. 23 schematically depicts an optical communication
system, according to the invention in one embodiment,
which includes two unidirectional PONSs, each adapted to
carry narrowband, switched broadband, and broadcast
broadband transmissions.

FIG. 24 schematically depicts a PON, according to the
invention 1n one embodiment, which 1s adapted to carry
switched video services, and 1s also adapted for in-service
monitoring on designated channels.

DETAILED DESCRIPTION

Turning again to FIG. 1, the inventive network in one
embodiment further includes a multimode fiber 100 which 1s
optically coupled at 1ts proximal end to monitor 70, and at
its distal end to one or more proximal ports of star coupler
60, exclusive of the port to which fiber 10 1s attached.
(Embodiments of the invention which include star couplers
are described for illustrative purposes. Alternate embodi-
ments of the invention which have the sane architectures as
those described, but which use splitters combiner and cou-
plers other than star couplers are readily envisioned.) Fiber
100 (as well as additional multimode fiber which function
analogously to fiber 100) is referred to herein as a “Stage-1
loopback fiber”. The proximal end of each of N bypass lines
90 1s connected to the loopback fiber by means of a coupler
95 suitable for combining the output of N single-mode fibers
into the multimode loopback fiber. A consequence, inbound
signals on the bypass lines are coupled imnto the loopback
fiber, and from the loopback fiber into the monitor.

A suitable single-mode-to-multimode coupler 1s conve-
niently described in terms of the single-mode fiber core
diameter a, core-to-cladding refractive-index difference A,
cladding refractive index n, and numerical aperture n.a. An
exemplary, commercially available multimode fiber has a
core diameter of 62.5 um and a numerical aperture of about
0.22. The coupler 1s formed, as shown 1n FIG. 2 by, 1n effect,
tapering down to insignificant size the cladding thickness
which separate the cores of N respective single-mode
wavegulding channels 102. The resulting waveguide his a
core diameter of Nxa and a numerical aperture of n.a. In
order to have efficient power coupling to the multimode
loopback fiber, the numerical aperture of the loopback fiber
should also be n.a., and the core diameter of the loopback

fiber should be Nxa.
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The coupler 1s exemplarily manufactured by fabricating
olass waveguides on a silicon substrate 103. Suitable dimen-
sions are a=4 um, A=0.014, and n.a.=0.22. Manufacture of
components on a S10B platform typically involves oxida-
fion of the surface of a single-crystal silicon substrate,
followed by phosphosilicate glass deposition, selective glass
removal to define the waveguides, smoothing of the
waveguides by heating, and deposition of a silica glass

cladding. These fabrication processes are described in U.S.
Pat. No. 4,902,086, 1ssued to C. H. Henry and R. A. Levy on

Feb. 20, 1990.

An alternative coupling strategy, depicted 1in FIG. 3, uses
fused fiber couplers 1nstead of S10OB components.
Exemplarily, single-mode fibers 105 are used having a=8 um
and n.a.=approx. 0.1. The fibers are etched down to an outer
diameter of about 40 um and then combined 1nto a ribbon
4x4 array 106 with a separation of about 120 um between
the outermost core regions. A lens 107, such as a graded
index rod lens, 1s used to 1mage the array onto the end of a
loopback fiber 108 having, ¢.¢., a core diameter of 62.5 um
and an outer diameter of 125 um.

Thus, turning back to FIG. 1, the loopback fiber i1s
optically coupled both to star coupler 60 and to each of the

bypass lines. As a result, a portion of each mbound trans-
mission from ONUs 40 recaches the monitor via the star

coupler, and a portion of each transmission (with the pos-
sible exception of one ONU, denoted “ONU1” in the figure)

reaches the monitor via a bypass line. Significantly, a known
time delay 1s associated with the transmission through each

of the bypass lines, relative to the corresponding transmis-
sion through the star coupler. (The delay corresponding to
ONUI1, as represented 1n the figure, may be regarded as a
zero delay.) Each delay 1s readily adjusted by means, e€.g., of
optical fiber delay lines 110. Optionally, one or more trans-
mission 1n the bypass lines can even be advanced relative to
the transmissions through the star coupler, by adding a delay
line between the star coupler and fiber 100.

It 1s well known that multimode fibers generally exhibait
oreater dispersion than single-mode fibers. This would mili-
tate against the use of a multimode fiber as a loopback fiber.
However, loopback fiber 100 is relatively short (typically, 5
km or less), and is readily provided with a modest
dispersion, e€.g., about 1-4 ns/km. At such values, a multi-
mode fiber 1s readily incorporated in the network without
masking the features of the monitor pulse train.
Furthermore, the use of a multi-mode fiber as a loopback
fiber 1s very advantageous because optical coupling of the
bypass lines to a multi-mode loopback fiber (but not to a
single-mode fiber) is readily achieved through a multimode
interface region such as coupler 95. If monitoring 1s carried
out at the central office, it 1s advantageous (for reasons of
economy) to carry the loopback fiber in the same cable as
primary fiber 10. (Multimode fibers are practical to use even
if the PON 1s upgraded to carry high bit-rate information
such as HD'TV or CATV from the central office to the ONUs.
Even 1n that case, the ONUSs will transmait back to the central
office only relatively low bit-rate imformation, which the
loopback fiber is designed to monitor.)

It should be noted in this regard that in theory, neglecting,
coupling losses, a fraction (N-1)/N of the total power in the
distal ports of NxN star coupler 60 can be collected by the
loopback fiber by using the N-1 proximal ports that are not
connected to the central office. An alternative embodiment,
which may be made as either a fused fiber or an S10B
component, 1s shown 1n FIG. 4. In that embodiment, sixteen
proximal ports 400 are coupled to 16 distal ports 410
through four sequential stages of 2x2 couplers 420, 430,

440, 450.
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A particular advantage of such an embodiment 1s that
coupling losses can be reduced in high-bandwidth signals,
which have a relatively low dynamic range. That 1s four of
the sixteen input fibers, carrying specified information (i.e.,
the fibers 470, denoted “CATV1-CATV4” in the figure) can
be coupled to the output fibers through only two of the four
coupler stages, thus substantially reducing coupling loss.
With respect to the four mput fibers 470, the couplers stages
440 and 450 constitute four 1x4 combiners.

All sixteen 1mnput ports of the constituent 2x2 couplers are
accessible at the proximal end of the component. A single
input port 460 connects the central office to all of the output
ports. As noted, four mput ports 470 connect four CATV
input signals through two coupler stages to the output fibers.
The remaining eleven proximal ports, 1.€., ports 480, are
available for monitoring by interconnection with a loopback

fiber.

The time delays 1n the bypass lines are useful for pas-
sively 1identitying faults 1n the network. That 1s, any of the
ONUs may fail. Such failures are typically manifested by
failure to transmit, by continuous (cw) rather than pulsed
transmission, by random pulsing at times not prescribed by
the protocol for that ONU, or by random pulsing in the guard
band. It 1s conventional to employ active means to 1dentify
the ONU which has failed. Such active means typically
involve complicated ONU transmitters which include a
back-face monitor pulse detector and a protocol for com-
municating problems back to the central office. It 1s also
typically required to shut down each ONU, 1n turn, 1n order
to search for the fault. By contact the inventive network can
be monitored for fault detection without interrupting service
transmission. Monitoring is done by monitor 70 (as well as
by analogous, additional monitors), which is typically
located at the central office. The diagnostic signals used for
ONU fault idenfification may be the ordinary transmissions
by the ONUs and are not dependent on the system electronic
protocol.

Each ONU transmission produces a main signal, which 1s
received by the monitor via star coupler 60, and a ghost
signal, which 1s received via a bypass line, after a time delay
which is associated with a respective one of ONUs 40. (Of
course a portion of each ONU transmission also goes to the
central office via primary fiber 10. That portion represents
the communication, as opposed to diagnostic, portion of the
transmission.) Both the main signal and the ghost signal
consist of trains of pulses the ghost pulses appear only on the
loopback fiber, and not on the primary fiber. By correlating
the main and ghost signals, it 1s usually possible to 1dentily
individual ONUSs. Accordingly, monitor 70 includes a signal
correlator which 1s able to identily ghost signals which
arrive at predetermined delays relative to the main signal.

If the ONUs are operating normally, both the main signal
and the ghost signal have high signal-to-noise ratios (S/N).
The at pare strong because multiple (typically, N-1) proxi-
mal ports of the star coupler feed mto the loopback fiber, and
thus a relatively large fraction of each ONU output fed mto
the star coupler 1s delivered to the loopback fiber. The ghost
pulses are strong because each delayed signal is delivered to
the loopback fiber with only coupling losses; 1.e., because
the delayed signal 1s not subdivided among multiple
channels, 1t 1s free of distribution losses. The intensity of the
oghost pulses may, 1n fact, exceed that of the pulses sent to the
central office via fiber 10. In some cases, 1t may be necessary
o attenuate the main pulses 1n order to optimize the detec-
fion capabilities of monitor 70. For example, it may be
desirable to limit the intensity of the main pulse to once or
twice the intensity of the ghost pulses. If such attenuation 1s
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desired, appropriate attenuation means are readily 1incorpo-
rated between the bypass lines and the loopback fiber, or
between the distribution fibers and their corresponding
bypass lines.

Shown 1n FIGS. § and 6 are portions of an exemplary time
base of monitor 70. Portions of pulse trains from two ONUSs,
denoted ONU1 and ONU2 are visible, in, respectively, FIG.
5 and FIG. 6, together with corresponding ghost pulses.
Shown 1n FIG. 7 1s the same time base, with the pulse trains

from the two ONUs overlapping. Correlations between main
and ghost signals are readily detectable even 1n case of such
overlapping of pulses.

In a currently preferred embodiment, depicted in FIG. 8,
a single central office serves multiple primary fibers 10—-10d.
(Multiplicities of four are shown in the figure for illustrative
purposes only. The actual numbers to be used 1n practice are
not limited by the depictions in the figures.) Bidirectional
communication between the primary fibers and the central
office takes place via secondary fiber 120. Fiber 120 1s also
a single-mode optical fiber. Star coupler 130, referred to
herein as a “Stage-2 star coupler”, 1s provided to effect the
optical coupling between the primary fibers and the second-
ary fiber. Each primary fiber 1s connected to a respective
distal port of star coupler 130, and fiber 120 1s connected to
one of the proximal ports. As shown 1n the figure, at each of
multiple distribution nodes, a primary fiber 1s optically
coupled to a multiplicity of distribution fibers (shown as
corresponding to ONU multiplicities 40a—40d, respectively,
in the figure) via a Stage-1 star coupler (shown as 60a—60d,
respectively, in the figure). A multimode, Stage-1 loopback
fiber (shown as 10a—10d, respectively, in the figure) is
connected to at least one proximal port of each Stage-1 star
coupler. Multiplicities of bypass lines (shown as 110a—110d,
respectively, in the figure) are provided to couple portions of
inbound transmissions from at least some of the distribution
lines associated with each node into the corresponding
Stage-1 loopback fiber. The arrangement of distribution
fibers, Stage-1 star coupler, primary fiber, bypass lines, and
Stage-1 loopback fiber corresponding to each node 1is
described by FIG. 1 and the related discussion.

An alternative architecture, shown in FIG. 9, may be used
when there is only unidirectional transmission (on a given
fiber) between the central office and the ONUs. In that case,
there are separate passive optical networks for inbound and
outbound communications. All of the optical splitters are
preferably fabricated on a single S10B chip, and correspond-
ing mbound and outbound fibers are situated i1n the same
cable. The ONU monitoring network 1s preferably housed
with network components linking outbound communication
fibers. The outbound network includes primary fiber 500
coupled to a proximal port of star coupler 510, and distri-
bution fibers 520 coupled to distal ports of star coupler 510.
The mbound network comprises primary fiber 330 coupled
to a proximal port of star coupler 540, and distribution fibers
550 coupled to distal ports of star coupler 540. In the
inbound network, 10-dB couplers 560 couple the distribu-
tion fibers to corresponding bypass lines, and the proximal
ports of star coupler 540 unoccupied by primary fiber 530
are coupled to a multimode loopback fiber.

Referring back to FIG. 8§, communication signals in a
bidirectional architecture pass to and from the central office
on secondary fiber 120. Diagnostic signals, however, are
transmitted to the central office on multimode fiber 140,
which 1s here referred to as a “Stage-2 loopback fiber.” The
proximal end of each of the Stage-1 loopback fiber (i.e.,
fibers 100a—100d of FIG. 8) is optically coupled to fiber 140.

For example, the proximal ends of four or even more
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625/125-um multimode fibers are readily fixed in a two-
dimensional array within a ferrule, and optically coupled,
via a lens, into a single fiber having dimensions of, e.g.,

62.5/125 um, 80/125 um, or 100/125 um. Alternatively, a
1x4 fused-fiber coupler 1s readily used to combine the

outputs of fibers 100a—100d.

In addition, a portion of the inbound transmissions on
each (possibly excluding one, as shown in the figure) of the
Stage-1 loopback fibers 1s diverted into the distal end of a
corresponding Stage-2 bypass line 150. Each Stage-2 bypass
line 1s a multimode fiber. The proximal ends of bypass lines
150 are optically coupled to fiber 140, ¢.g., at point 160,
exemplarily by a 1x6 fused fiber coupler.

A known transmissions on delay 1s associated with each
of the Stage-1 bypass lines, relative to transmissions that
reach the Stage-1 loopback fiber via the corresponding
Stage-1 star coupler. Similarly, a known transmission delay
1s associated with each of the Stage-2 bypass lines. As
discussed above, such delays are readily adjusted by
incorporating, ¢.g., a {iber optic delay line. By contrast, the
optical coupling of the Stage-1 loopback fibers into the
Stage-2 loopback fiber at, e.g., point 160 does not add
substantial relative delays between transmissions from the
respective Stage-1 loopback fiber.

The respective delays associated with, e.g., Stage-1
bypass lines 100a may be similar to, or even 1dentical with,
those associated with the other multiplicities of bypass lines.
In order to assure that each delayed diagnostic signal reaches
the monitor with a delay which 1s sufficiently unique to
distinguish, e¢.g., line 100a transmissions from, e.g., line

100b transmissions, the delays 1n lines 150 are added onto
the delays 1n lines 110a—110d.

Shown in FIG. 10 1s an exemplary monitor time base
Pulses from two distinct ONUs, denoted ONU21 (from
multiplicity 40b of FIG. 8) and ONU31 (from multiplicity
40c) are shown. Pulses 170 are the main pulses. The same
delay 1s introduced by each of the respective Stage-1 bypass
lines, and thus at that stage, the same delay D11 1s produced
between each main pulse 170 and ghost pulse 130. However,
distinct delays are produced by Stage-2 bypass lines 150.
Thus, the inbound transmission from line 100b 1s delayed by
an additional amount d1, producing, at the monitor, a singly
delayed ghost pulse 190 and a doubly delayed ghost pulse
200. Similarly, the imnbound transmission from line 100c 1s
delayed by d2, producing singly delayed ghost pulse 190
and doubly delayed ghost pulse 200'. At least the doubly
delayed pulses 200 and 200" are readily distinguished by
unique delay times D11+d1, and D11+d2, respectively.

The above-described embodiments are useful for identi-
fying faulty ONUs 1m an optical communication network.
However, faults may also occur 1n the optical fibers of the
network. For example, fibers may break and losses may
change due to environmental conditions.

One method for locating such faults 1s the use of optical
time-domain reflectometry (OTDR). This method takes
advantage of Rayleigh scattering i the optical network
Rayleigh scattering 1s an intrinsic loss effect that isotropi-
cally scatters a fraction of forward-propagating light over 4
steradians. In particular, some of the light 1s backscattered.
In OTDR, a portion of the backscattered light, which 1is
collected 1n the core of the fiber, produces 1nbound trans-
missions which are received at the central office and moni-
tored over time. Because backscatter occurs more or less
uniformly throughout the fibers of the network, each feature
in the outbound transmission gives rise to a continuous
smear of echoes, distributed at a continuous range of delays,
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cach delay corresponding to an optical path length between
the central office and the point where that echo originated. It
a fiber 1s broken, then echoes which would originate at
points distal the break are either substantially attenuated or
nonexistent. A corresponding edge-like feature appears on
the OTDR monitor time base, as shown, e.g., in FIG. 11.

With reference to FIGS. 12 and 13, the OTDR monitor
220 1s a single-port test instrument, comprising a transmitter
222 and a receiver 224, which 1s coupled into the optical
network through a coarse wavelength-division multiplexer
(WDM) 226 located at the central office. Backscattered
light, returning from the test fiber, 1s diverted to the OTDR
monitor through a beamsplitter or fused fiber coupler located
on the OTDR I/0O port. It 1s desirable to use the same OTDR
monitoring equipment for each separate network emanating
from the central office. Depicted mn FIG. 13 1s a 1xm
clectromechanical switch that may be used to switch the
OTDR 1/O port to any one of the coarse WDMs which
provide 1mnput to the m respective networks.

The optical path length from the central office to the break
1s readily deduced from the delay that corresponds to this
feature. Such a method 1s useful not only for locating fiber
faults, but also for detecting loss changes in fibers, and
monitoring losses at splices and connectors.

However, when multiple fibers fan out from a distribution
node 1n the network, 1t 1s 1mpossible, without further
refinements, to 1dentify which of the multiple distribution
fibers has a break distal the node. Such a refinement is
provided by out invention, 1n an alternate embodiment to be
described below.

With further reference to FIGS. 12 and 13, the invention
in one embodiment includes a primary fiber 10, a multiplic-
ity of distribution fibers 50, and a Stage-1 star coupler 60, all
interconnected substantially as described above. Also
included 1s a multiplicity of bypass lines 210, each optically
coupled at 1ts distal end to one of the distribution fibers and
optically coupled at its proximal end to the primary fiber.
From the central office, communication signals are trans-
mitted along fiber 10 at the signal frequency, and from a
variable-wavelength OTDR transmitter 222 (typically also
located at the central office), diagnostic signals are trans-
mitted along the same fiber at a multiplicity of monitor
wavelengths, all of which are different from the signal
wavelength.

The optical coupling between lines 10, 210, and 50 1s
arranged such that outbound transmissions at the signal
wavelength pass 1nto star coupler 60, but outbound monitor-
wavelength transmissions do not. Instead, a spectrally dis-
criminating component 230 diverts the monitor-wavelength
transmissions 1nto bypass lines 210. The monitor-
wavelength transmissions are further subdivided such that a
unique monitor wavelength, or wavelength range, 1is
assigned to each of the bypass lines and corresponding
distribution fibers. Such subdivision 1s exemplarily achieved
by a second spectrally discriminating component 240. Each
of components 230 and 240 1s, exemplarily, a wavelength-
division multiplexer (WDM). Relatively coarse wavelength
resolution would suffice for component 230, since the spac-
ing between the signal wavelength and the central monitor
wavelength can be made substantially larger than the spac-
ing between respective monitor wavelengths. Higher reso-
lution 1s then required of component 240, 1n order to resolve
the individual monitor wavelenghts. The distal end of each
bypass line 1s optically coupled to the corresponding distri-
bution fiber via another spectrally discriminating component
250, which 1s exemplarily yet another WDM. Components
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250 admit inbound transmissions at the monitor wave-
lengths to the bypass lines, but prevent such transmissions
from entering star coupler 60.

The arrangement described above permits each distribu-
tion fiber to be 1dentified by a unique wavelength or wave-
length range, while mitigating round-trip losses 1n the moni-
for transmissions by routing such transmissions around star
coupler 60. The OTDR transmitter includes, e.g., one or

more tunable lasers, or, alternatively, a series of discrete,
narrow-line lasers coupled to fiber 10 via WDM 226.

In an alternate embodiment, depicted 1n FIG. 14, compo-
nents 250 are not spectrally discriminating, but are,
exemplarily, 5-dB couplers. In order to maximize the
imnbound monitor transmission, that transmission 1s collected
from at least some, and preferably all, of the proximal ports
of star coupler 60 (exclusive of the port connected to fiber
10). Optically coupled to those ports 1s the distal end of
multimode loopback fiber 270. Optical coupling 1s provided
by, €.g., single-mode ribbon cable 280, which i1s connected
to the star coupler, and by single-to-multiple mode coupler
290, which optically couples the transmissions from the
multiple fibers of the ribbon cable into multimode fiber 270.
Fiber 270 carries the mnbound monitor transmissions to the
monitor via an optical filter 300, which removes the signal
wavelength from the transmissions.

In a preferred embodiment, there are multiple primary
fibers, depicted in FIG. 15 as fibers 10a—10d. (Four such
fibers are shown 1n the figure for illustrative purposes. The
actual number of primary fibers 1s not limited by the figure,
and, in fact, will more typically be sixteen.) The optical
arrangement of FIG. 12, including distribution fibers 350,
couplers 250, bypass lines 210, star coupler 60, and couplers
230 and 240 1s repeated once for each of the multiple
primary fibers. The proximal end of each primary fiber 1s
optically coupled to the distal end of star coupler 310.
Single-mode fiber 320, here referred to as a “secondary
fiber” 1s provided for bidirectional transmission of commu-
nication signals at the signal wavelength, and for at least
outbound transmission of diagnostic signals at multiple
monitor wavelengths. Secondary fiber 320 1s optically
coupled to one of the proximal ports of star coupler 310.
(Star coupler 310 is here referred to as a “Stage-2 star
coupler.”) Multimode fiber 330, here referred to as a
“Stage-2 loopback fiber,” 1s provided to carry inbound
monitor wavelength transmissions to the monitor. Fiber 330
1s optically coupled to at least one, and preferably all, of the
proximal ports of star coupler 310, exclusive of the port

coupled to fiber 320.

In the arrangement of FIG. 15§, the same multiplicity of
monitor wavelengths (denoted in the figure by A, ..., A,
for each multiplicity 50 of n distribution fibers) is at least
partially repeated for each multiplicity 50 of distribution
fiber. Thus, for example, monitor wavelength A, will be
distributed into one distribution fiber from primary fiber 10a,
and also 1nto a corresponding distribution fiber from primary
fiber 10b, etc. As a consequence of the redundant use of
monitor wavelengths, further means are required to distin-
ouish each distribution fiber from its counterparts that are
assoclated with the same monitor wavelength. Such means
are provided by the transmission delays associated with the
different lengths of the respective distribution fiber.

That 1s, the transmission delay between each distribution
fiber which carries a given monitor wavelength and the
monitor 1s readily determinable, and 1s, or 1s readily made,
sufficiently unique to be used for identifying the distribution
fiber. In order to 1mpose readily distinguishable delays, 1t 1s
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straightforward to add fiber optic delay lines to, €.g., any of
bypass lines 210. The width AT of OTDR-transmitted pulses

1s equivalent to the minimum round-trip propagation time
and propagation length AL. (For example, a AT of 100 ns
typically corresponds to a AL of about 10 meter). Thus, the
OTDR can be adapted to resolve loss changes within length
increments of 10 meters or more by making AT equal to 100
ns or a proportionally greater value.

The alternate embodiment of FIG. 16, like the embodi-
ment of FIG. 15, includes repeated optical arrangements of
the kind depicted 1in FIG. 12. However, loopback fiber 330

1s omitted and, instead, the mbound monitor-wavelength
fransmissions are sent to the central office on single-mode,
secondary fiber 320. As 1n the preceding embodiment,
signal-wavelength transmission are coupled via star coupler
310 between the primary and secondary fibers. However,
unlike the preceding example, the monitor-wavelength
transmissions are routed around the star coupler via a
multiplicity of bypass lines, one for each primary fiber. (In
the FIG. 50 the bypass lines are denoted 340a—340d. Four
bypass lines are depicted for 1llustrative purposes only; the
depiction 1n the figure 1s not intended to limit the number
that may be used. More typically, there will be sixteen
primary fibers and sixteen bypass line). Bypass lines
340a—340d are here referred to as “Stage-2 bypass lines.”

The optical coupling between bypass lines 340a—340d and
the primary and secondary fibers 1s similar to the optical
coupling described by FIG. 12 and the related discussion.
That 1s, the distal end of each bypass line 1s optically coupled
to the associated primary fiber via a spectrally discriminat-
ing component 350, exemplarily a WDM, which admits
inbound signal-wavelength transmissions to star coupler
310, but routes 1nbound monitor-wavelength transmissions
into the bypass line. Spectrally discriminating components
360 and 370 are provided to admit outbound signal-
wavelength transmissions to star coupler 310, but to route
outbound monitor-wavelength transmissions through the
bypass lines. Component 360 1s further provided 1n order to
subdivide the monitor-wavelength transmissions and distrib-
ute them into selected primary fibers according to wave-
length. Each of components 360 and 370 1s, exemplarily, a
wavelength-division multiplexer (WDM). Relatively coarse
wavelength resolution suffices for component 370, and
higher resolution 1s generally required of component 360.

According to the embodiment of FIG. 16, a set of distinct
monitor wavelengths 1s associated with each of the primary
fibers and the corresponding distribution fibers. Wavelength
sets corresponding to different primary fibers are disjoint;
that 1s, no two primary fibers have any associated monitor
wavelengths 1n common. Each wavelength set consists of at
least one wavelength, but will more typically consist of four
wavelengths. That 1s each primary fiber will typically be
assoclated with sixteen distribution fibers. The distribution
fibers will typically be divided into four groupings of four
fibers each. A unique monitor wavelength will be associated
with each such grouping. Thus, all four fibers within a
crouping will share the same monitor wavelength.

Because all four fibers within a grouping will typically
share the same monitor wavelength, additional means must
be provided for distinguishing the fibers within a grouping.
Transmission delays provide a ready solution to the prob-
lem. If inherent differences in transmission time are not
suflicient, fiber optic delay lines, for example, are readily
added to any of the Stage-1 bypass lines in order to provide
adequately distinguisable delays.

Referring back to FIG. 9, an OTDR monitoring network
1s readily made in which the optical fibers are used for
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unidirectional transmission only, and must therefore occur in
pairs of PONS for purposes of bidirectional transmission.
Moreover, such a network 1s readily integrated with an
ONU-monitoring network and the passive components of
such an integrated network are readily fabricated on, e.g., a
S10B chip.

With further reference to FIG. 9 transmissions at the
signal wavelength A_ outbound from the central office are
transmitted from primary fiber 500 through star coupler 510.
Inbound transmissions from the ONUs at A _ are transmitted
from star coupler 540 to primary fiber 530. Transmissions at
monitor wavelengths 2. (indicated by dashed arrows in
the figure) propagate bidirectionally in each PON. OTDR
transmission 1s toward the ONUS, and backscattered signals
from the fiber media return toward the central office. In an
exemplary diagnostic procedure, OTDR transmissions are
made one monitor wavelength at a time, and an electrome-
chanical switch 1s used to select the PON that 1s to be
monitored.

According to the network of FIG. 9, coarse WDMs 600

and 6350 respectively divert outbound monitor-wavelength
transmissions from primary fibers 500 and 530 into WDMs
610 and 630. WDMs 610 and 630 respectively distribute the
fransmissions, according to their respective monitor
wavelengths, into distribution fibers 520 via coarse WDMs
620, and into distribution fibers 550 via coarse WDMs 640.
Conversely, inbound WDM transmissions that have been

backscattered from the distribution fibers are coupled from
inbound distribution fibers 550 mnto WDM 630 via coarse

WDMs 640, and from outbound distribution fibers 520 1nto
WDM 610 via coarse WDMs 620. The respective single-
wavelength OTDR transmissions are combined by WDM

630 and coupled into 1nbound primary fiber 530 via coarse
WDM 650, and combined by WDM 610 and coupled 1nto

outbound primary fiber 500 via coarse WDM 600.

In one scenario contemplated by planners of optical
communication systems, a PON 1s 1nitially used for narrow-
band (e.g., for telephonic) communication, and is later
upped for broadband (e.g., CATV or HD'TV) transmission,
as well. As noted, an outbound signal mm a passive star
network 1s typically distributed to a group of ONUs by way
of a 1x16 splitter, or the equivalent. The distribution losses
which are mcurred 1n the splitter are generally tolerable for
purposes of narrow-band transmission, because the ONU
receivers are relatively sensitive. However, broadband
receivers are generally less sensitive, and 1n at least some
case, may not tolerate the distribution losses.

In one aspect, the mvention provides a solution to this
problem, and offers a convenient strategy for upgrading a
PON so that 1t can deliver broadband analog or digital
services between the CO and a group of ONUs, while also
retaining a capacity for performance monitoring of the
distribution fibers.

A PON having such an upgrade capability 1s readily made
using bidirectional fibers. Alternatively, a pair of PONs
having similar capability and consisting of an inbound and
an outbound PON, 1s also readily made using unidirectional
fibers. As noted below, 1t 1s advantageous to use a pair of
unidirectional PONs 1n order to obviate the losses associated
with the directional couplers (e.g., 3 dB couplers) which
would otherwise be needed at the input and output ends of
the network to separate the transmitted from the received
signals. However, for the sake of brevity, the following

discussion will be directed primarily to an exemplary, bidi-
rectional PON.

FIG. 12 and the associated discussion relate to a diagnos-
tic scheme 1n which OTDR 1nbound and outbound signals
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are carried by primary fiber 10 and distribution fibers 50, but
are shunted around star coupler 60. (More generally, com-
ponent 60 may be any appropriate 1xN splitter.) The OTDR
fransmissions occur at monitor wavelengths which are dis-
tinct from the signal wavelength. Component 230, exem-
plarily a coarse WDM, splits off outbound, and recombines
inbound, monitor transmissions. Component 240, exemplar-
1ly a dense WDM, separates outbound, and recombines
inbound, monitor transmissions according to respective
monitor wavelengths. Each of components 250, which are
exemplarily coarse WDMs, recombines outbound, and splits
oif inbound, monitor transmissions, relative to a respective
one of the distribution fibers.

It should be noted that in this regard, a “coarse WDM” 1s
a component for separating optical transmissions 1nto two
relatively wide wavelength channels. For example, one
channel might transmit wavelengths less than 1570 nm, and
the other channel might transmit wavelengths greater thin
1570 nm. Alternatively, one channel might transmit wave-
lengths 1in an intermediate range, such as 1430-1460 nm,
and the other channel might transmit telecommunication
wavelengths both above and below the intermediate range,
such as wavelengths near 1300 nm and wavelengths 1n the
range 1500-1600 nm. By contrast a “dense WDM” separates
transmissions into N relatively narrow wavelength channels,
N an integer equal to 2 or more, and typically equal to 16.

Thus an 16-channel dense WDM might have individual
channel widths of 0.5—4 nm.

An arrangement analogous to that of FIG. 12 1s readily
employed for adding a broadband capability to the PON. In
such an arrangement, shown in FIG. 17, wavelength-
division multiplexing can be used to transmit specified
signal channels to specific ONUSs, 1n order, for example, to
deliver requested video transmissions to subscribers. Such
channels are sometimes referred to as “video on demand”
channels, and the corresponding transmission Service 1S
sometimes referred to as a “switched video™ service, 1n order
to distinguish such channels and such service from the
situation where the same broadband signal 1s 1ndiscrimi-
nately transmitted to many ONUSs. The latter type of service
1s sometimes referred to as a “broadcast video” service.

With reference to FIG. 17, instead of (or in addition to)
“monitor-wavelength” transmissions, “broadband-
wavelength” transmissions are shunted around star coupler
60 by the coarse and dense WDMs and associated bypass
lines. Exemplarily, each of coarse WDMs 230 and 230
provides two channels: Ch. 1, having a pass band of
1280—1320 nm, which 1s transmitted through splitter 60; and
Ch. 2, having a passband of 1430-1460 nm, or 1570-1600
nm, which 1s diverted around the splitter. (The stated wave-
length bands are purely 1llustrative and are not intended to
limit the scope of the invention.) Dense WDM 240 exem-
plarily provides 16 channels, Ch. 1-Ch 16, with an inter-
channel spacing Al of 2 nm, and a combined passband
ranging from about 1430 nm to about 1460 nm+16AA. For
outbound, broadband transmission, one or more lasers at the
central office (CO) are tuned (or tunable) to transmit at one
or more of the broadband wavelengths assigned to respec-
tive ONUSs. For inbound, broadband transmissions, a laser at
cach ONU 1s tuned to transmit at the broadband wavelength
assigned to that ONU. At the central office, broadband
transmissions are coupled mto and out of primary fiber 10 by
way of dense WDM 655 and coarse WDM 660. For pur-
poses of bidirectional transmission, 3-dB directional cou-
plers 665 and 670 are provided, respectively, at the central
office and ONU termination points.

As discussed above 1n connection with FIG. 9, a silicon
optical bench platform which includes a star coupler and the
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WDM bypass feature described here 1s readily made. As
discussed, provision for ONU monitoring based on relative
time delays 1n received signals 1s also readily included. Such
a platform 1s readily packaged within, e.g., the standard
splice enclosure of FIG. 18. Such an enclosure typically
measures 36 cm longx8 cm highx20 cm deep. As shown 1n
FIG. 18, such an enclosure includes a splice tray 675, which
supports portions of outbound primary fibers 760, inbound
primary {libers 780, outbound distribution fibers 792,
inbound distribution fibers 794, bypass lines 90, and multi-
mode loopback fiber 100. Also supported are splices (not
shown) between those fibers and respective inbound and
outbound silicon optical bench platforms 680 and 685. The
bypass lines and loopback fiber extend into housing 690,
which contains fiber optic delay lines 110 (see FIG. 1).

According to an 1llustrative scenario, telecommunication
service 1s initially confined to narrow-band service (e.g., at
a data rate of 64 kBs) in, ¢.g., the 1280—1340 nm region. In
such an mmitial phase, the WDM bypass 1s used only for
OTDR monitoring 1n order to diagnose media loss 1n ser-
vice. Such use 1s particularly important during the initial
deployment phase to ensure the health of the network
portions lying distal splitter 60. For example, high resolution
OTDR traces, similar to the illustrative traces of FIG. 19,
may be used to 1solate faults and other sources of loss. For
illustrative purposes, FIG. 19 shows typical signature of
distribution loss in a 1x16 splitter (19.1), loss at a splice to
the splitter enclosure (19.2), losses at in interconnection
points in the field (19.3), marcobend losses along the cable,
such as might be cause by icing a conduit (19.4), and loss at

the ONU termination (19.5).

According to the illustrative scenario, broadband services
are provided 1n a laser phase. Because the WDM bypass 1s
already 1n place, the upgrade 1s made without interrupting
existing services, and the new channels are introduced
without any need to physically enter the splitter housing. By
traversing the WDM bypass instead of the (e.g.) 1x16
splitter, the broadband transmissions avoid, typically, about
16 dB of distribution and other spitter losses.

After broadband services are introduced, the use of the
WDM bypass for OTDR monitoring of media losses 1s
coniined to out-of-service periods. It may even be possible
to adapt wavelength-dependent communication lasers at the
CO as transmission sources for OTDR monitoring during
such out-of-service periods.

Shown 1 FIG. 20 1s a modification of the network of FIG.
17, 1n which each of the distribution fibers, distal WDMs
250, terminates not 1n an ONU, but in a four-way distribu-
tion network. Narrowband transmissions are distributed into
sub-distribution fibers 700 by 1x4 splitter 710, which 1s
implemented by using, e.g., a 4x4 star coupler. Coarse
WDM 720 shunts outbound, broadband transmissions
around the splitter, and (in a bidirectional network) recom-
bines inbound, broadband transmissions into the distribution
fiber. A terminal enclosure containing such a distribution
network 1s readily 1nstalled at, €.g., a curbside location, from
which sub-distribution fibers can be extended to, €.g., one or
more residential buildings. According to such a
modification, each channel of each of WDMs 250 1s seg-
mented into four sub-channels. This 1s readily achieved if,
for example, each of WDMs 250 has a channel width of 2
nm, scgmented by a respective one of curbside dense WDMs
740 1nto four channels, each of width 0.5 nm. Alternatively,
cach of WDMs 250 may have a channel width of 4 nm,
secgmented 1nto four 1-nm channels. Each of coarse WDMs
730 recombines outbound, sub-channel transmissions i1nto
the corresponding sub-distribution fiber, and (in a bidirec-
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tional network) diverts inbound, sub-channel transmissions
into WDM 740.

Shown 1n FIG. 21 1s a pair of unidirectional PONs adapted
to provide broadband service. At the central office, WDM
750 for combining outbound signals onto primary fiber 760,
and second WDM 770 for separating inbound signals from
primary fiber 780, are provided. OTDR receiver 800, which
1s switched between the inbound and outbound PONSs, 1s also
advantageously provided for diagnosing the respective
PONSs. Primary fibers 760 and 780 are conveniently housed
together 1n a single feeder cable 810. Skilled practioners will
recognize that the umidirectional networks of FIG. 21 are
readily extended to include the curbside, sub-distribution

networks of FIG. 20.

In addition to providing switched video, the networks of
FIGS. 17, 20, and 21 can be used to provide broadcast video
(or other broadband) service. In such use, the broadcast
video transmissions are distributed through bidirectional
splitter 60 or outbound splitter 510 (as well as curbside
splitters 710 if they are used) to all ONUs served by the
PON. If the broadcast service cannot tolerate 1/N splitter
losses, an erbium-doped fiber amplifier may be used to
compensate for splitter losses. With the benefit of such
amplification, 1t will be feasible for a single primary fiber to
simultaneously serve as many as 16, or even more, ONUs.

A PON adapted to carry narrowband, switched
broadband, and broadcast broadband transmissions 1S
depicted in FIG. 22. Coarse WDMs 820 and 830 separate the
broadband signals from the narrowband signals. As dis-
cussed above, coarse WDM 830 shunts switched broadband
signals around splitter 60. Such signals are exemplarily at
wavelengths of 1430-1460 nm, or, alternatively, wave-
lengths greater than 1570 nm. Course WDM 820 diverts
narrowband signals out of the primary fiber at a point
proximal WDM 830. Such signals are exemplarily at a
wavelength of 1300 nm. The narrowband signals are fed mnto
an input port of splitter 60. (As depicted in FIG. 22, such
port is the bottom port) The broadcast broadband signals,
which lie 1n the exemplary wavelength range 15301560
nm, are fed into a different input port of splitter 60. (As
depicted in the figure, such port is the top port). At a location
proximal the relevant imput port, the broadcast broadband
signals pass through fiber amplifier 840. Fiber amplifier 840
1s remotely pumped by 1480 nm light transmitted from the
central office.

In an alternative configuration, the fiber amplifier 1s
installed 1in the central office, and outbound, broadcast
broadband signals are already amplified by amplifier 840
when they are injected into the primary fiber. In such a
conflguration, the narrowband and the broadcast broadband
signals can travel the same path to splitter 60 and can enter
the splitter through the same input port.

An optical 1solator 1s desirably used 1n conjunction with
the fiber amplifier. Such an isolator would limit transmission
to the outbound direction. As depicted in simplified fashion
mm FIG. 23, 1in outbound, unidirectional PON 850 would
carry outbound transmissions, and a second, unidirectional
PON 860 would provide transmission in the inbound direc-
tion.

As noted, switched video sees, exemplarily at wave-
lengths greater than 1570 nm, are shunted around splitter 60.
The same wavelengths can also be used to provide an
out-of-service monitoring function. in order to provide
in-service monitoring, an additional WDM bypass 1s readily
provided around splitter 60 for designated monitor channels
lying, e.g., 1n the wavelength range 1430-1460 nm. Such a
bypass 1s shown 1n FIG. 24.
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In the WDM bypass of FIG. 24, coarse WDM 870 shunts
the monitor-wavelength transmissions around splitter 60,
and 1nto dense WDM 380. From WDM 380, each monitor

channel 1s fed 1nto a corresponding distribution fiber by one
of coarse WDMs §90.

The configurations of FIGS. 17 and 20-24 offer the
advantage that service upgrades are readily effected by
adding new services at new wavelengths, without any need

o 1nterrupt existing service or to physically alter already-
installed (feeder fiber) PON splitters.

EXAMPLE

FIG. 9 shows the architecture for a single S10B platform
capable of supporting a PON in which a umidirectional,
outbound, primary fiber 500 and a unmidirectional, 1nbound,
primary fiber 530 serve sixteen ONUs. (A simpler analog of
this architecture, using bidirectional fibers, 1s readily
apparent). Except for the delay lines, all passive components
needed for signal distribution, ONU monitoring, and OTDR
monitoring are integrated on a single silicon wafer, typically
12 cm 1n diameter. Such a chip 1s typically housed within an
enclosure situated in the field, e.g., at a curbside location.
Delay lines are typically formed as lengths of optical fiber
which are coupled to access points on the chip, because

spatial constraints militate against integrating them as
waveguides on the chip.

Designs of S10B passive devices, uselul 1n this context,
have been published. For example, a 19x19 star coupler has
been reported 1n C. Dragone, et al., “Efficient Multichannel
Integrated Optics Star Coupler on Silicon” IEEE Photo,
Tech. Lett. 1, (Aug. 1989) 241-243. Similarly, WDMs are
reported 1n C. Dragone, “An NxN Optical Multiplexer
Using a Planar Arrangement of Two Star Couplers,” IEEE
Photon. Tech. Lett. 3, (Sep. 1991) 312-415, and in C.
Dragone, et al., “Integrated Optics NxN Multiplexer on
Silicon,” IEEE Photon Tech. Lett. 3, (Oct. 1991) 896—899.

On the S10B chip, the spacing between waveguides 1s
typically 1n the range 0.25—1.0 mm. The radius of curvature
of waveguides 1s typically 5—-10 mm. Waveguide crossovers
can be made having very low crosstalk (i.e., less than —45
dB) and very low insertion loss (i.e., less than —0.05 dB) if
the waveguide crossover angle is greater than 15°.

The waveguide loss 1s typically 0.02 dB/cm. The WDM
channel spacing 1s typically 2 nm. The temperature shift A
of the WDMs is typically about 0.014 nm/°C. Such values
of AA assure good environmental performance under field
conditions. Moreover, active feedback can be employed at
the central office in order to tune the OTDR monitor
wavelengths to the centers of the WDM channels if the
backscattered signals suifer excessive loss due to detuning.

The monitor wavelengths 2. typically lie within non-
telecommunication bands such as 1430 nm—-1460 nm, or at
wavelengths greater than 1560 nm. The pulsed OTDR
transmitter is, exemplarily, a DBR (distributed Bragg
reflector) laser, having a tuning range of about 8—10 nm.

The peak pulse power of the laser can be 1ncreased by as
much as 11 dB, up to a maximum of about 150 mW, by
integrating 1t with a semiconductor optical amplifier. Non-
linear backscattering due to stimulated Brillouin effects
(SBS) will not pose a problem since the high optical power
1s concentrated 1n 1ndividual narrow pulses at relatively low
repetition-rates. The power threshold for SBS is
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where G=2x10"" cm/watt, A_g1s the core area, and L_,1s the
nonlinear effective length.

For example, at a 100-ns pulse width (which implies that
L =20 m) and with A€ﬁ=50.ﬂmz, P, i§ approximately 2.6
walftts. This threshold value i1s substantially larger than the
peak OTDR pulse power.

The optical loss budget has been calculated for a 1x16
PON as described above. The loss budget 1s summarized in
Table 1. By way of explanation, the losses tabulated in the
second and third columns of the table are the losses in excess
of the signal loss in a PON without a monitoring system.

TABLE 1

ONU
A SIG

ONU
A GHOST

OTDR

COMPONENT A SIG RT

1.0

Electromechanical
switch
Coarse WDM (OTDR

access)
Coarse WDM (coupler

bypass)

SiOB Dense (SiOB)
Coarse WDM (SiOB)
(OTDR access)

Coarse WDM (Fi-end
filter) (recvr pigtail
reflector)

10 dB coupler (SiOB)
(delay line access)

16 x 16 Star Coupler
16 SM —= 1 MM

(delay line interconnect)
2 x 1 MM fiber combiner
(connect loopback fiber)
Fiber loss

(Outside plant)

Splice loss

(Outside plant)

0.6 1.2

0.6 1.2

0.6

5.0
1.2

0.5

0.75 10.0

~15.0L
2.0

~15.00
5.0

3.0 3.0
8.0

11.2

TOTAL 1L.OSS (dB) 3.05 -5.65
DBR (Power = 10 mw)

DBR/w OA (Power =~ 150 mw)

0.6 28.8

(1)signal loss through 16 x 16 coupler = 15 dB resume MMF interconnect loss

~ 3 dB
(DONU MON A SIG bypasses 16 x 16 star coupler

I claim:

[1. An optical communication system which comprises:
first means for generating optical signals within a first
wavelength band; second means for generating optical sig-
nals lying within at least some of N mutually disjoint
wavelength sub-bands, N an integer greater than 1, the N
sub-bands collectively lying within a second wavelength
band disjoint from the first wavelength band; and at least one
passive optical network, to be referred to as a PON, for
conveying optical signals from the first and second gener-
ating means to N optical network units, to be referred to as
ONUs at terminal locations, the PON comprising;:

a) a primary fiber optically coupled to the first and second
generating means;

b) a plurality of distribution fibers each optically coupled
to a respective ONU or group of ONUSs;

c) means, to be referred to as a splitter, for passively
splitting at least some primary-fiber transmissions 1nto
the plurality of distribution fibers;

d) means for optically coupling first-wavelength-band
signals 1nto the primary fiber;
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¢) means for optically coupling second-wavelength-band
signals 1nto the primary fiber such that first-band and
seconded signals can be simultaneously coupled, and
such that two or more sub-band signals can be simul-
tancously coupled;

f) first wavelength-selective means to be referred to as a
first WDM, optically coupled to the primary fiber and
to the splitter, the first WDM adapted to divert second-
band signals such that the second-band signals are
prevented from entering the splitter from the primary
fiber, but first-band signals are permitted to enter the
splitter from the primary fiber;

g) bypass means for optically coupling second-band sign
a s diverted by the first WDM, mto the distribution
fibers without said second-band signals passing
through the splitter; and

h) second wavelength-selective means, to be referred to as
a second WDM, included 1n the bypass means, the
second WDM adapted to couple optical signals lying 1n
cach sub-band or predetermined group of sub-bands
exclusively into a distribution fiber associated with that
sub-band or group.]

2. [The system of claim 1, wherein the PON further
comprises, assoclated with at least one of the distribution
fibers, M sub-distribution fibers, M an integer greater than 1,
and the PON further comprises:] An optical communication
system which comprises: first means for generating optical
signals within a first wavelength band; second means for
generating opfical signals lying within at least some of N
mutually disjoint wavelength sub-bands, N an integer
greater than 1, the N sub-bands collectively lying within a
second wavelength band disjoint from the first wavelength
band; and at least one passive opitical network, to be
referred to as a PON, for conveying optical signals from the
first and second generating means to N optical network
units, to be referred to as ONUs, at terminal locations, the
PON comprising:

a) a primary fiber optically coupled to the first and second

generating means;

b) a plurality of distribution fibers, each optically coupled
o a respective ONU or group of ONUs;

c) means, to be referred to as a splitter, for passively
splitting at least some primary-fiber transmissions into
the plurality of distribution fibers;

d) means for optically coupling first-wavelength-band
signals tnto the primary fiber;

e) means for optically coupling second-wavelength-band
signals tnto the primary fiber such that first-band and
second-band signals can be simultaneously coupled,
and such that two or more sub-band signals can be
simultaneously coupled;

) first wavelength-selective means, to be referred to as a
first WDM, optically coupled to the primary fiber and
lo the splitter, the first WDM adapted to divert second-
band signals such that the second-band signals are
prevented from entering the splitter from the primary
fiber, but first-band signals are permitied to enter the
splitter from the primary fiber;

g) bypass means for optically coupling second-band
signals, diverted by the first WDM, inio the distribution
fibers without said second-band signals passing
through the splitter;

h) second wavelength-selective means, to be referred to as
a second WDM included in the bypass means, the
second WDM adapted to couple optical signals lying in
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each sub-band or predetermined group of sub-bands
exclusively into a distribution fiber associated with that
sub-band or group;

1) associated with at least one of the distribution fibers, M
sub-distribution fibers, M an integer greater than I;

[a] /) means to be referred to as a sub-splitter, for
passively splitting at least some transmissions from the
distribution fiber into the sub-distribution fibers;

[b] %) third wavelength-selective means, to be referred to
as a third WDM, for diverting second-band signals such
that the second-band signals are prevented from enter-
ing the sub-splitter from the distribution {fiber, but
first-band signals are permitted to enter the sub-splitter
from the distribution fiber;

[c] /) means, to be referred to as sub-bypass means, for
optically coupling second-band signals, diverted by the
third WDM, 1into the sub-distribution fibers without
said second-band signals passing through the sub-
splitter; and

[d] m) fourth wavelength-selective means, to be referred
to as a fourth WDM, included 1n the sub-bypass means,
the fourth WDM adapted to couple optical signals lying,
in each sub-band exclusively into a sub-distribution
fiber associated with that sub-band.

3. [The system of claim 1, wherein the PON for conveying,
optical signals from the generating means to the ONUSs, to
be referred to as an outbound PON, 1s adapted for unidirec-
tional transmission, and the system further comprises:] An
optical communication system which comprises: first means

for generating optic signals within a first wavelength band;

second means for generating optical signals lying within at
least some of N mutually disjoint wavelength sub-bands, N
an integer greater than 1, the N sub-bands collectively lying
within a second wavelength band disjoint from the first
wavelength band; and at least one passive optical network
adapted for unidirectional transmission, to be referred to as
an outbound PON, for conveying optical signals from the

first and second generating means to N opfical network

units, to be referred to as ONUs, at terminal locations, the
outbound PON comprising:

a) a primary fiber optically coupled to the first and second
generanng means;

b) a plurality of distribution fibers, each optically coupled
fo a respective ONU or group of ONUs;

c) means, to be referred to as a splitter, for passively
splitting at least some primary-fiber transmissions into
the plurality of distribution fibers;

d) means for optically coupling first-wavelength-band
signals tnto the primary fiber;

e) means for optically coupling second-wavelength-band
signals into the primary fiber such that first-band and
second-band signals can be simultaneously coupled,
and such that two or more sub-band signals can be
simultaneously coupled;

D first wavelength-selective means, to be referred to as a
first WDM, optically coupled to the primary fiber and
to the splitter, the first WDM adapted to divert second-
band signals such that the second-band signals are
prevented from entering the splitter from the primary
fiber, but first-band signals are permitied to enter the
splitter from the primary fiber;

g) bypass means for optically coupling second-band
signals, diverted by the first WDM, into the distribution
fibers without said second-band signals passing
through the splitier; and
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h) second wavelength-selective means, to be referred to as
a second WDM, included in the bypass means, the
second WDM adapted to couple optical signals lying in
each sub-band or predetermined group of sub-bands
exclusively into a distribution fiber associated with that
sub-band or group;

wherein the optical communication system further com-
prises.

[a] /) first means for detecting first-band signals and
second means for detecting second-band signals;

[b] /) an inbound PON for conveying optical signals from
the ONUs toward the first and second detecting means,
the 1nbound PON beimng adapted for unidirectional
transmission, and the inbound PON including an
inbound primary fiber;

[c] k) means for optically coupling first-wavelength-band
signals from the mmbound primary fiber into the first
detecting means; and

[d] /) means for optically coupling second-wavelength-
band signals from the mbound primary fiber mnto the
second detecting means such that first-band and
second-band signals can be simultaneously detected,
and such that two or more sub-band signals can be
simultaneously detected.

[4. The system of claim 1, further comprising:

a) third means for generating optical signals lying within
a third wavelength band disjoint from the first and
second wavelength bands; and

b) means for optically coupling third-band signals into the
primary fiber such that first-band, second-band, and
third-band signals can be simultaneously coupled.]

5. [The system of claim 4, further comprising:) An optical
communication system which comprises: first means for
generating optical signals within a first wavelength band;
second means for generating optical signals lying within at
least some of N mutually disjoint wavelength sub-bands, N
an integer greater than 1, the N sub-bands collectively lying
within a second wavelength band disjoint from the first
wavelength band; and at least one passive optical network,
to be referred to as a PON, for conveying optical signals
from the first and second generating means to N opitical
network units, to be referred to as ONUs, at terminal
locations, the PON comprising:

a) a primary fiber optically coupled to the first and second
generaring means;

b) a plurality of distribution fibers, each optically coupled
o a respective ONU or group, of ONUs;

c) means, to be referred to as a splitter, for passively
splitting at least some primary-fiber transmissions into
the plurality of distribution fibers;

d) means for optically coupling first-wavelength-band
signals into the primary fiber;

e) means for optically coupling second-wavelength-band
signals into the primary fiber such that first-band and
second-band signals can be simultaneously coupled,
and such that two or more sub-band signals can be
simultaneously coupled;

) first wavelength-selective means, to be referred to as a
first WDM, optically coupled to the primary fiber and
lo the splitter, the first WDM adapted to divert second-
band signals such that the second-band signals are
prevented from entering the splitter from the primary
fiber, but first-band signals are permitied to enter the
splitter from the primary fiber;

g) bypass means for optically coupling second-band
signals, diverted by the first WDM, inito the distribution
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fibers without said second-band signals passing
through the splitier; and

h) second wavelength-selective means, to be referred to as
a second WDM, included in the bypass means, the
second WDM adapted to couple optical signals lying in
each sub-band or predetermined group of sub-bands
exclusively into a distribution fiber associated with that
sub-band or group;

wherein the optical communication system further com-
prises.

[) third means for generating opftical signals lying within
a third wavelength band disjoint from the first and
second wavelength bands;

J) means for optically coupling third-band signals into the
primary fiber such that first-band, second-band, and

third-band signals can be simultaneously coupled;

[a] k) an optical fiber amplifier having an input end
optically coupled to the primary fiber and an output end
optically coupled to the splitter, the optical fiber ampli-
fier being adapted to amplity third-band signals; and

[b] /) wavelength-selective means for separating first-
band signals from third-band signals such that first-
band signals are optically coupled into the splitter
without passing through the optical amplifier.

6. The system of claim 5, wherein the first, second, and
third generating means are situated at a central office, the
amplifier 1s situated at a location remote from the central
office, and the system further comprises:

a) a source of electromagnetic radiation for pumpmg the
amplifier, said source situated at the central office, and

b) means for coupling radiation from the source into the

primary fiber.

7. A passive optical network (PON) having at least one
input port at a central location and a plurality of ouitput
ports, wherein: saitd PON is responsive to input opiical
signals in a first wavelength region for routing said first-
wavelength-region signals from the central location to
respective dividual output ports for reception at remote
locations according to particular wavelengths of said sig-
nals within the first wavelength region, and

the PON is responsive to input optical signals in a second
wavelength region disjoint from said first wavelength
region, for routing a portion of each of said second-
wavelength-region signals into each of the output ports
for reception at said remofte locations,

CHARACIERIZED IN THAT

the PON is responsive to input optical signals in a third
wavelength region for routing said third-wavelength-
region signals from the central location to the output
ports, and for returning backscattered portions of said
third-wavelength-region signals to a monitor at the
central location.

8. The passive optical network of claim 7, comprising: a
passive optical splitting element for distributing second-
wavelength-region signals into the output ports;, and a
passtve optical wavelength-dividing element for routing at
least first-wavelength-region signals to respective oulput
ports according to wavelength.

9. The passive optical network of claim 8, wherein said
passitve optical splitting element is effective for routing
third-wavelength-region signals, at least from the central
location to the remote locations, according to wavelength.

10. The passive optical network of claim 8, comprising a
further passive optical splitting element for routing third-
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wavelength-region signals, at least from the central location 12. The passive optical network of claim 11, where at least

fo respective remote locations, according to wavelength. one port at the central location is effective as both an input
11. The passive opiical network of claim 7, wherein said

PON is responsive to signals in at least one wavelength
region for routing said signals from input ports at the 5
respective remote locations to an output port at the central
location. I T T

port and an output port, and at least one port at each remoie
location is effective as both an input port and an output port.
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