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[57] ABSTRACT

In a method of controlling a multicomputer system
which includes a plurality of computers connected to a
common transfer bus, each of the plurality of computers
decides whether or not the adjacent computer is abnor-
mal, and the computer which has decided that the adja-
cent computer 1s abnormal cuts off this adjacent com-
puter from the transfer bus.

21 Claims, 9 Drawi:ig Sheets
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FIG. 12
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METHOD AND APPARATUS FOR DETECTING A
FAULTY COMPUTER IN A MULTICOMPUTER
SYSTEM

Matter enclosed in heavy brackets [ ] appears in the
original patent but forms no part of this reissue specifica-
tion; matter printed in italics indicates the additions made
by reissue,

BACKGROUND OF THE INVENTION

The present invention relates to a multicomputer
system including a plurality of computers connected to
a common transmission bus, and also to a transmission
control method therefor. More particularly, it relates to
a transmission control method in which when a certain
computer has been in trouble, it can be electrically
separated from the common transmission bus so that the
communication of information can be normally per-
formed among the remaining computers.

Heretofore, in a system in which a plurality of com-
puters are coupled by a transmission bus, it has been the
practice to connect the respective computers directly to
the transmission bus and to transmit and receive the
potential changes of the transmission bus as informa-
tion.

In such system, when one computer transmits data, it
occupies the transmission bus. Therefore, when a cer-
tain computer has been in trouble while occupying the
transmission bus, disadvantageously the other comput-
ers are prevented from using the transmission bus per-
manently, resulting in the whole system being disabled.

SUMMARY OF THE INVENTION

The present invention has been made in order to
solve the disadvantage of the prior art, and has for its
object to provide a transmission control method in
which even when a computer using a transmission line
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for data communication has caused a fault or trouble of 4

some kind, the fault is detected by another computer,
and the faulty computer is separated from the transmis-
sion bus, whereby the disabling of the whole system can
be prevented.

A feature of the present invention is that, in a mul-
ticomputer system having a plurality of computers,
there are provided a common transmission bus, gate
means connected between the respective computers and
the common transmission bus, and control lines for
connecting the respectively adjacent computers in such
a manner that a closed loop which includes the two
computers, the control line and the common transmis-
sion bus may be used for detecting any fault of the
computers.

Another feature of the present invention is that a fault
in the system is detected by sensing whether or not the
pertiod of time in which predetermined data delivered
from any destired first computer reaches a second com-
puter is longer than a predetermined time, and that
when the fault has been detected, a gate circuit is con-
trolled so as to prevent data from being delivered from
the first computer.

Still another feature of the present invention is that,
when any fault has been detected in the system, a faulty
computer is detected by check signals generated to flow
through a large number of closed loops each of which
consists of two adjacent computers, the common trans-
mission bus and the control line, and that the faulty
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computer i1s electrically separated from the common
transmission bus.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram showing the arrangement
of a multicomputer system according to the present
invention,

FIG. 2 1s a diagram showing the arrangement of one
computer module in FIG. 1,

FIG. 3 is a diagram showing the connection of a bus
connector in FIG. 1,

FIG. 4 is a diagram for explaining the operation of
the multicomputer system according to the present
invention,

FIG. 5 1s a diagram for explaining a timer in FIG. 1,

FIG. 6 1s a diagram for explaining a memory in FIG.
1,

FIG. 7 is a block diagram showing another embodi-
ment of the multicomputer system according to the
present invention,

FIG. 8 is a diagram showing the arrangement of one
computer module in FIG. 7,

FI1G. 9 1s a diagram showing the arrangements of bus
connectors in FIG. 7,

FI1G. 10 is a diagram for explaining the operation of
the embodiment shown in FIG. 7,

FIG. 11 is a diagram for explaining a timer in FIG. 7,
and

F1G. 12 is a diagram for explaining a memory in FIG.
7.

FIG. 13 1s a diagram showing the arrangement of the
line buffers.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

Hereunder, the present invention will be described in
detail in conjunction with various embodiments. FIG. 1
is a block diagram of the whole system of the first em-
bodiment. Computer moduies 1, 2 and 3 are intercon-
nected by bidirectional signal lines 1010, 2010 and 3010,
bus connectors (BC) 10, 20 and 30, and a transmission
bus 100. The adjacent computer modules are respec-
tively connected by bidirectoinal control lines n10, 120,
230 and 340 for transferring control signals. Further,
control lines 1020, 2020 and 3020 connect the respective
computer modules with the corresponding bus connec-
tors.

FIG. 2 shows the arrangement of the computer mod-
ule 1. The arrangements of the other modules 2 and 3
are the same. Referring to the figure, the computer
module 1 is comprised of a bus control processor (BCP)
1001, a memory 1003, a timer 1004, a processor 1002

- and a [biderectional] bidirectional transmission line
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1005. The bus control processor (BCP) 1001 controls
the transmission of data and senses and processes any
fault on the transmission bus. The aforementioned bus
control processor, per se, has been known. As shown in
FIG. 6, the memory 1003 has a status flag area 10031, a
transmission data area 10032, a transmission request
data area 10033, a reception data area 10034, timer value
areas 10035 and 10036, and a fault flag area 10037. As
shown in FIG. 5, the timer 1004 has areas 10041 and
10042 in which two timer values T and T are set.

TRANSMISSION AND RECEPTION OF DATA

Now, when the computer module 1 has data to be
transmitted, the processor (MPU) 1002 within this mod-
ule 1 informs the BCP 1001 of a transmission request
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3
through the internal bus 1005. Unless the bus 100 is
occupied, the BCP 1001 sets a transmission status as the
status flag in the memory area 10031 shown in FIG. 6.
Thereafter the BCP 1001 1ssues a data delivery instruc-
tion to the BC 10 through the control line 1020 so as to
bring this BC 10 into a status (to be described later) 1n
which data can be delivered from the module 1 onto the
bus 100. Subsequently, the BCP 1001 sends transmission
request data r| onto the bus 100 through the data line
1010 as well as the BP 10. On the other hand, the BCPs
of the computer modules 2 and 3 are set in statuses
capable of accepting data on the bus at all times, that s,
they have their status flags indicative of reception wait-
ing statuses. They receive the transmission request data
ri on the bus, and write it into memory areas 20034 and
30034 (which correspond to the memory area 10034 and
which are not shown) in the respective modules 2 and 3.
When transmission request data r; and ry’ have been
simultaneously delivered from a plurality of modules,
each module receives the superposed transmission re-
quest data ryand r{’, and each selects one of the modules
to be given the right of data transmission, according to
the priority decision algorithm. The prionty decision
algorithms of the respective BCPs are the same as each
other 50 that the same module can be selected to have
the transmission right. Of course, when the transmission
regquest data 1s delivered from only one module, this
module acquires the right of transmission. Such priority
decision processing for giving the transmission right to
one module, per se, has been known. On the other hand,

in a case where, when the module 1 has data to be trans-
mitted, the bus 100 i1s already being used by another
module and the status flag (FIG. 6) of the memory area
10031 is indicative of a reception status, the BCP 1001
stores the data to be transmitted into the memory area
10032 of the memory 1003 in order. When the use of the
bus 100 by the other module has ended, the status flag of
the memory area 10031 turns from the reception status
into the reception waiting status. Then, the BCP 1001
immediately delivers the transmission request data as in
the foregoing.

In no time, the BCPs of the module having delivered
the transmission request data and the module having
received the same set the fault monitor timers 10041,
The timer 10041 serves to monitor the function of the
module having acquired the transmission right, and will
be descnibed in detail later.

The BCP 1001 of the module having acquired the
transmission right reads out the transmission data in the
memory area 10032 successively and delivers it onto the
transmission bus 100 through the data line 1010 as well
as the BC 10. On the other hand, the BCPs 1001 of all
the other modules write the data sent from the data line
1010, into the reception data storage areas 10034 of the
memories 1003 through the BCs 10 and the transmission
bus 100. The BCP 1001 which has terminated the trans-
mission of the data sends an end flag data to the trans-
mission bus 100. The BCP 1001 which has terminated
the transmission of the data sends an end flag data to the
transmission bus 100. Simuitaneously the BCP 1001 sets
the status flag indicative of waiting for the data recep-
tion and informs the MPU 1002 of the end of the data
delivery. The MPU 1002 clears the stored data of the
memory area 10032.

In transmitting and receiving data, the BCP 1001
controls the BC 10 in FIG. 3 through the control lines
1020, as stated below. When the module 1 has been in
the reception waiting status, that is, when the status flag
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4

of the memory area 10031 has been set into the recep-
tion waiting status, the BCP 1001 brings gate circuits
106 and 107 in the BC 10 into nonconductive states
(hereinbelow, termed '“OFF states™) and gate circuits
103, 104, 105 and 108 into conductive states (hereinbe-
low, termed “ON states’”) through the control lines
1020, thereby to set the BC 10 into the status in which
the data on the transmission bus 100 can be accepted.
When the transmission status has been established, the
BCP 1001 turns ON the gate circuits 106 and 107 and
turns OFF the others. In addition, in case the status flag
of the memory area 10031 has been set into the recep-
tion status, the gates of the BC 10 are controlled as in
the reception waiting status. |

DETECTION OF FAULT

It 1s designed in advance that the module 1 having
gained the transmission right (hereinbelow referred to
as the transmitting module) terminates the data trans-
mission within a certain value T e 5et by the timer
10041. For this reason, the quantity of data in one trans-
mission 1s limited within a predetermined range, and
also the quantity of data of one message is set in advance
to become at most a predetermined amount. On the
other hand, when the other modules | (hereinunder
referred to as the receiving modules) have received no
end flag data from the transmitting module through the
transmission bus 100 within the predetermined time T,
max Set by the timer 10041, they automatically set in the
memory areas 10031 of their own memory the status
flags indicative of fault statuses and regard the transmit-
ting module 1 as having become disabled.

ELECTRICAL SEPARATION OF FAULTY
MODULE

The processing relating to the detected fault of the
transmitting module 1 1s described below. Referrning
now to FIG. 4, it is supposed that i=2, i.e., that the
transmitting module is the module 2, and that the mod-
ule 2 has become faulty. When the module 2 has termi-
nated its delivery of data on the transmission line due to
faulty condition, the other modules deem the transmis-
sion right of the module 2 to have been released and set
the status flags of their own memory into the reception
waiting statuses. Then, the other one of the modules can
get the transmission right and transmit data onto the
transission bus in the manner described before. Whether
or not the faulty module 2 continues to deliver data is
checked by the BCPs of the respective modules. How-
ever, when the module 2 has become disabled while
continuing to deliver data, the other modules cannot use
the bus 100 because the module 2 occupies the bus.
Therefore, when the value of the timer 10041 in FIG. 5
has become the predetermined value T ;ax, the BCP
1001 of the module 1 first provides signals to turn OFF
the gate circuits 103, 104, 106, 107 and 108 and to turn
ON only the gate circuit 108, through the control lines
1020. Thus, any data from the module 2 is prevented
from flowing through the transmission bus 100 toward
the module 1 and the moduile n. Thereafter, the BCP
1001 delivers a minor loop check signal nl (refer to
F1G. 4) through the control line n10 and simultaneously
sets the timer 10042 at a predetermined value T3 4.
The BCP of the module n having accepted the minor
loop check signal nl stores it into the memory area
n0034 and thereafter delivers signals to turn ON only
the gate circuit 107 of the BC n0 and to turn OFF the
others, through the control lines n020. Thereafter, the
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minor loop check signal nl issued by the module 1 and
stored in the memory area n0034 is sent to the BC 10
through the data line n010, the BC n0 and the transmis-
ston bus 100. The BC 10 has already been set so as to
accept data from the module n, so that the minor loop
check signal n1 makes a round to return to the module
1. The module 1 regards the adjacent module n as being
normal, on the ground that the minor loop check signal
nl has been returned from the module n before the
value of the timer 10042 becomes T3 max. Subsequently,
In order to check if the adjacent module 2 on the oppo-
site side is normal, the BCP 1001 of the module 1 issues
a minor loop check signal 12 similarly to the foregoing.
Since, in this case, the module 2 is in trouble, the minor
loop check signal 12 does not return to the module 1.
The module 1 regards the adjacent module 2 as being
disabled because the minor loop check signal 12 does
not return thereto within the perior of time T3 a4y set by
the timer 10042. Therefore, the BCP 1001 turns OFF
the gate circuits 104 and 108 so that any data from the
module 2 may not flow through the transmission bus
toward the module 1 and the module n. Besides, the
module 1 sets the fault flag indicative of the down con-
dition of the module 2 into the memory area 10037. In
the manner thus described, all the modules 1, 3, . . .
perform the minor loop check after the period of time
T1 max set by the timer 10041. Therefore, the module
which adjoins the module having been down can sense
the fault of the latter module and electrically separate
the latter module from the bus. The other modules
which are normal can continue the data communica-
tion.

RECOVERY OF FAULTY MODULE

When the module adjoining the faulty module has
thereafter received the minor loop check signal from
the module which had been in trouble, it changes a
status flag of the faulty module from the fault status into
the reception waiting status and resets the timer 10042.

When the module 2 has recovered from its faulty
condition, it delivers the minor loop check signals to
both the adjacent modules 1 and 3 through the respec-
tive control lines 120 and 230. The minor loop check
signals are processed within the modules 1 and 3 in the
same manner as in the foregoing. On the ground that the
minor loop check signals have been sent from the mod-
ule 2, the modules 1 and 3 regard the module 2 as having
recovered and reset the fault flag stored in the memory
area 10037 of the module 2. Then, they restore the gate
circuits of the BCs 10 and 30 into the normal states, stop
keeping the gate circuits 104 and 108 OFF at all times so
that the module 2 can transmit data into the transmis-
sion bus 100.

According to the present invention, the computers
connected to the transmission bus sense the faulty con-
dition of another computer which is transmitting the
data and electrically separate the faulty computer from
the transmission bus, whereby a disabling of the whole
system can be avoided.

FIG. 7 is the general block diagram for explaining the
second embodiment of the present invention. Computer
modules 1-4 are connected to double transmission buses
100 and 200 through bus connectors 11-14 and 21-24.
Between the bus connectors and the computer modules,
there are connected data lines 11010, 12010, 13010,
14010, 21010, 22010, 23010 and 24010 for the data trans-
mission, and control lines, 11020, 12020, 13020, 14020,
21020, 22020, 23020 and 24020 for passing control sig-
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6

nals. Between the respectively adjacent computer mod-
ules, there are connected control lines 1n10, 1120, 1230,
1340, 2n10, 2120, 2230 and 2340 which are used to ex-
change control signals between them.

The computer module 1 will be in a reception waiting
status upon closure of a power supply switch. The sta-
tus flags 100311 and 100312 of its internal memory 1003
are inttially set to indicate the reception waiting status
as shown in FIG. 12. When data to be transmitted has
been generated in the computer module 1 and has been
stored in a memory area 10032, an MEU 1002 shown in
FIG. 8 determines whether the data are to be delivered
through the transmission bus 100 or 200, and it sets a
transmitting direction flag 100321 for the data. Herein,
when the status flag 100311 (or 100312) is in the recep-
tion waiting status, the corresponding transmission bus
100 (or 200) can be used for data transmission. When
both flags are in the reception waiting status the MPU
1002 uses the transmission buses 100 and 200 alternately.

When the data to be transmitted has been generated
in the computer module 1, a BCP 1101 or 2101 sets the
status flag 100311 or 100312 indicative of a transmission
status. Then the computer module 1 delivers a transmis-
sion request signal onto either the transmission bus 100
or 200. The computer modules having accepted the
transmission request signal store the same into the areas
100331 or 100332 of their internal memories 1003. When
each module receives a plurality of the transmission
request signals, each determines only one computer
module to be given the transmission right in accordance
with a predetermined priority decision algorithm. Here,
since all the prionity decision routines in the respective
computer modules are the same, only one computer
modaule is selected to have the transmission right by the
respective modules. These processings are executed by
that bus control processor (BCP) 1101 or 2101 in the
computer module 1 which has accepted the transmis-
sion request signals. When the data to be transmitted has
been generated in the computer module 1 and has been
stored into the memory area 10032, the processor
(MPU) 1002 determines the use of either the transmis-
ston bus 100 or the transmission bus 200 for the data
transmission and sets the transmitting direction flag
100321 in correspondence with the data. Thereafter, the
MPU 1002 informs either BCP 1101 or BCP 2101 de-
pending upon the use of the transmission bus, of the
transmission request through the control line 1102 or
1202. Assuming now that the transmission bus 100 is
selected to be used and that the BCP 1101 has acquired
the transmission right through the priority decision
process stated before, the BCP 1101 informs the MPU
1002 of those results. The MPU 1002 transmits the pre-
determined data from the memory 1003 through the
BCP 1101 and the transfer bus 100. When all the prede-
termined data has been transmitted, the MPU transmits
termination data, and then sets the reception waiting
flag and erases the transmitted data 10032 as well as the
transmitting direction flag 100321.

When the BCP 1101 has not obtained the transmis-
sion right, it resets the data transmitting direction flag
100321. If another module has already had the transmis-
sion right and is using the transmission bus 100, the BCP
1101 sets the status flag 10041 for the transmission bus
100 into the mode of reception waiting and operates the
timer T 100411 shown in FIG. 11 so as to start counting
of the bus occupying period of time. The timer T,
100411 is reset when the end flag data has been re-
cetved. If the value of the timer T 100411 has become
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greater than a predetermined value T nqx before the
receipt of the end flag data, the BCP 1101 determines
that the BCP having gained the transmission right has
become disabled, and it resets the timer T; 100411.
Herein, however, the BCP 1101 does not know which
module has obtained the transmission right. Therefore,
the BCP 1101 sets the status flag 100311 indicative of
the fault. It sends minor loop check signals via the con-
trol lines 1n10 and 1120 to the adjacent modules n and
2 connected to the transmission bus 100, and sets a
minor loop check-monitor timer T> 100412, If the minor
loop check signal does not flow back from the BCP of
the adjacent module 2 within T3 e, the BCP 1101
deems the adjacent module 2 to have been disabled and
resets the minor loop check-monitor timer T; 100412.
When the minor loop check signal has returned, the
BCP 1101 deems the adjacent module 2 to be normal
and resets the minor loop check-monitoring timer T
100412. In addition, it changes the status flag 100311
into the reception waiting status. Here, if the module 2
which has been in trouble continues to deliver data, the
BCP 1101 having checked the fault of the adjacent
module 2 instructs the bus connector 11 to cut off the
transmission through the bus 100" (refer to FIG. 9)
toward the module 2, and it sets a fauilt flag 100371
(refer to FIG. 12) indicating that the direction toward
the module 2 is faulty.

Since the transmission through the transmission bus
100 toward the module 2 is cut off, the module 1 uses a
bypass when it receives data through the transmission
bus 100 leading to the module n, as described below.

When the BCP 1101 having set the fault flag 100371
indicating that the direction toward the module 2 is
down is supplied with the data from the transmission
bus 100’ leading to the module n, this BCP 1101 stores
the data into the area 10051 of a buffer 1005 for bypass
as shown in FIG. 13. When the data has been stored into
the buffer area 10051, the MPU 1002 sets a bypass trans-
mission request flag 100381.

When the bypass transmission request flag 100381 has
been set, the MPU 1002 instructs the BCP 2101 to trans-
mit onto the bus 200 the data of the buffer area 10051
which stores the data received through the transmission
bus 100. When the status flag 100312 for the transmis-
sion bus 200 indicates the reception waiting status, the
BCP 2101 changes it into a reception status. Thereafter,
the BCP operates the timer 1; 100421 and issues a trans-
mission request data so as to perform a senes of process-
ings for obtaining the right of transmission. The pro-
cessings are the same as in the normal mode. When the
BCP 2101 has gained the transmission rnight, the MPU
1002 executes the following control in order to deliver
through the transmission bus 200 the data which has
been received in the direction of the transmission bus
100 leading to the module n and which 1s stored in the
buffer area 10051. In sending the data toward the mod-
ule n, however, it need not be passed through the trans-
mission bus 200. The MPU 1002 instructs the BCP 2101
to transfer the data to the buffer area 10051. When the
BCP 2101 has been requested by the MPU 1002 to
transmit onto the transmission bus 200 the data stored in
the buffer area 10051 as received through the transmis-
sion bus 100, it checks the fault flag 100371. When the
BCP 2101 determines from the fauit flag 100371 that the
transmission toward the module n is impossible, it in-
structs the BC 21 to deliver the data only toward the
module 2 through the transmission bus 200. This is
realized in such a way that the BCP 2101 turns OFF
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8

gate circuits 216, 213 and 218 (in FIG. 9) through the
control line 21020. Thereafter, the BCP 2101 delivers
the data in the buffer area 10051 in the same manner as
in the normal mode. When all the data has been deliv-
ered, it delivers an end flag data, sets the status flag
100312 into the reception waiting status, returns the BC
21 into the normal status and resets the monitor timer
100421. In addition, the BCP 2101 informs the MPU
1002 of the termination of the data transmssion. The
MPU 1002 clears the stored data of the buffer area
10051. At this time, the MPU 1002 resets the bypass
transmission request flag 100381 when all the data in the
buffer area 10051 has been delivered. As long as the
bypass transmission request flag 1s held set and data
exists in the buffer area 10051, the MPU 1002 delivers
the data through the transmission bus 200 in the same
manner as described above. During the transmission of
the data from the BCP 2101, all the other BCPs con-
nected to the transmission bus 200 are monitoring any
fault with the respective monitor timers T|. The pro-
cessings performed in the modules for sensing the fault
are the same as in the foregoing. The processings per-
formed in the receiving BCPs are carried out irrespec-
tive of whether the data is bypassed or not.

From the foregoing, the transmuission using the by-
pass 100200 as shown tin FIG. 10 will become apparent.
Now, it can occur in each module that data is received
simultaneously from the two transmission buses 100 and
200 or that data is transmitted through one transmission
bus and received through the other. The control there-
for is as stated below.

When the transmission and reception are simulta-
neously executed through the transmission buses 100
and 200 respectively, the MPU 1002 applies a reception
permission signal and a transmission permission signal
to the BCPs 1101 and 2101 respectively on a time shar-
ing basis. Upon receiving the reception permission sig-
nal from the MPU 1002, the BCP 1101 turns ON gate
circuits 113, 114, 115 and 118 and turns OFF gate cir-
cuits 116 and 117 in the BC 11 of FIG. 9 through the
control lines 11020, and it turns OFF the gate circuits
113, 114, 115 and 118 after a predetermined time Ts.
Upon receiving the transmission permission signal, it
turns ON the gate circuits 116, 117, 113 and 114 and
turns OFF the gate circuits 115 and 118 in the BC 11
through the control lines 11020, and i1t turns OFF the
gate circuits 116 and 117 after the predetermined time
T3. The pertod To in which the MPU 1002 grants the
BCPs 1101 and 2101 the transmission or reception per-
mission is equal to the time interval during which the
delivery of data continues when the respective modules
deliver the same data, and the time T3 is selected in
advance 50 as to become:

IT1<Tyg

Thus, the respective modules can transmit and recetve
data by using the transmission buses on a time sharing
basis.

According to the present invention, it has become
possible to provide a control system and apparatus
which can sense any fault of the computers connected
to the double transmission buses. Each computer can
continue the data communication as in the normal mode
even when it does not know the statuses of all the other
computers.

We claim:

1. A multicomputer system comprising:
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(a) first and second computers, each of which in-
cludes a processor for controlling transmission and
reception of data, and a memory for storing data
received and to be transmitted:

(b) a common transmission bus;

(c) first and second bus connector means, which are
respectively connected to one of said first and sec-
ond computers and to said common transmission
bus and each of which includes gate means for
selectively passing a signal to the corresponding
computer from said common transmission bus and
a signal to be delivered from said corresponding
computer to said common transmission bus;

(d) means including at least one first connection line
for transmitting data or control signals and which
connects said first computer with said first bus
connector means;

(e) means including at least one second connection
line for transmitting data or control signals and
which connects said second computer with said
second bus connector means, said gate means in
each of said first and second bus connector means
being controlled by control signals which are ap-
plied from the respective computers to said bus
connector means through the respective first and
second connection lines, and data delivered from
said first computer being transmitted to said second
computer through said first connection line, said
first bus connector means, said common transmis-
sion bus, said second bus connector means and said
second connection line;

(f) a third connection line which connects said first
computer with said second computer; and

(2) means for transmitting a signal for checking the
operative condition of said first and second com-
puters along a closed loop which includes said first
computer, said third connection line, said second
computer, said second connection line, said second
bus connector means, said common transmission
bus, said first bus connector means and said first
connection line.

2. A multicomputer system according to claim 1,
wherein said memory of said each computer has an area
for storing a status flag, and said gate means of each bus
connector means is controlled by a control signal corre-
sponding to said status flag.

J. A multicomputer system according to claim 1,
wherein said memory of said each computer has an area
for storing a value corresponding to a predetermined
time period, said each computer further includes first

timer means for counting a determined lapse period of

time from the reception of a transmission request signal
from another computer, and means for sensing a fault in
the other computer on the basis of a comparison be-
tween an output of said first timer means and said value
corresponding to the predetermined time period.

4. A multicomputer system according to claim 1,
wherein said memory of each computer has an area for
storing a value corresponding to a predetermined time,
and each computer further includes first timer means
for counting a time interval from the time that predeter-
mined data is delivered onto said connection line to the
time that the data returns back to the same computer,
and means for controlling said gate means of each bus

10

15

20

25

30

35

45

50

35

connector so that, when an output of said timer means 65

has become greater than the value stored in said area of

said memory, no data may be delivered from the partic-
ular computer to said common data transmission bus.
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3. A multicomputer system according to claim 1,
wherein said memory of each computer has an area for
storing a value corresponding to a predetermined time,
and each computer further includes second timer means
for counting a time interval from the time that the signal
ts delivered to said third connection line of said closed
loop to the time that the signal returns back to the same
computer, and means for controlling said gate means of
said each bus connector so that, when an output of said
timer means has become greater than the value stored in
said area of said memory, no data may enter the particu-
lar computer from at least one direction of said common
data transmission bus.

6. A multicomputer system comprising:

(a) first and second data transmission buses:

(b) a plurality of computers, each of which includes
first and second processors for controlling trans-
mission and reception of data, and a memory for
storing data received and to be transmitted;

{c) a group of first bus connector means which are
connected respectively to said plurality of comput-
ers and to said first data transmission bus, and each
of which includes first gate means for controlling
passage of data to said first processor of one of said
computers from said first data transmission bus and
data to be delivered from said first processor to said
first data transmission bus:

(d) a group of second bus connector means which are
connected respectively to said plurality of comput-
ers and to said second data transmission bus, and
each of which includes second gate means for con-
trolling passage of data to said second processor of
one of said computers from said second data trans-
mission bus and data to be delivered from said
second processor to said second data transmission
bus;

(e) means including at least one first connection line
for transmitting said data or control signals and
which connects said first bus connector means with
said first processor of one of said computers;

(f) means including at least one second connection
line for transmitting said data or control signals and
which connects said second bus connector means
with said second processor of one of said comput-
ers;

(g) a plurality of third connection lines each of which
connects a respective first processor of one of said
computers with a first processor of another com-
puter;

(h) a plurality of fourth connection lines each of
which connects a respective second processor of
one of said computers with a second processor of
another computer; and

(1) means forming first and second closed loops for
checking the operative condition of a computer,
each first closed loop including the first processors
of two of said computers and the first bus connec-
tor means and third connection lines connected to
the respective processors, each second closed loop
including the second processors of two of said
computers and the second bus connector means
and fourth connection lines connected to the re-
spective processors.

7. A multicomputer system according to claim 6,
wherein said memory of each computer has an area for
storing a transfer direction flag, and means for control-
ling said first gate means or second gate means s0 as to
deliver data from the computer to said first data trans-
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mission bus or second data transmission bus in corre-
spondence with said flag.

8. A multicomputer system according to claim 6,
wherein said memory of said each computer has a data
buffer area, and data received through said first connec- 5
tion line is stored in said area and is thereafter delivered
from the computer through said second connection line.

9. In a multicomputer system including a plurality of
computers each of which has a processor for control-
ling transmission and reception of data and a memory
which stores data received and to be transmitted, a
common transmission bus, gate means which is con-
nected between each computer and said common trans-
mission bus, and a connection line which connects
Lthe]} respective adjacent computers; a transmission
control method comprising the steps of: counting in
each computer, a time interval in which predetermined
data delivered from [any desired one of said computers
reaches another } rthat computer returns from an adjacent
computer; controlling, in each computer, said gate means
when said time interval is greater than a predetermined
time, so that no data may be delivered from said [one]
adjacent computer to said common transmission bus:
delivering, in each computer, a fault check signal from
Lone of said computers] its own computer to the adja-
cent computer through said connection line; counting
in each computer, a time interval in which the delivered
fault check signal returns to [the original} its own
computer through the adjacent computer, said common
transmission bus and said gate means; and controlling, in
each computer, said gate means connected [between]}
to said common transmission bus [and the computer
which has delivered said fault check signal}, so as to be
in [the] ¢ cut off state when said time interval is
greater than a predetermined time.

10. A data transmission system comprising:

at least one transmission medium, and

a plurality of equipments which are connected to said

transmission medium and each of which has (A4) con-
nector means connected through said transmission
medium to other equipments and including ar least
one gate means for selectively passing a signal from
one of the equipments to another one and, (B) process-
ing means connected (o said connector means and
including (B1l) means for checking a condition of a
path including at least one of said other equipments
and said transmission medium connected thereto to
detect a fault in the path at any time independently of
operations of and in parallel with other equipments
and (B2) means responsive to said checking means for 50
controlling said gate means of said connector means
independently of other equipments so as to prevent
said signal from passing through at least one of said
gate means when a fault is detected as a result of the
checking by said checking means.

I1. A data rransmission system according to claim 10 in
which said gate means includes means for selectively re-
ceiving a signal from one of said other equipments and said
controlling means includes means for controliing said gate
means of said connector means 5o as to prevent said signal 60
from being received when a fault is detected as a result of
the checking by said checking means.

12. A data transmission system according to claim 10 or
11 wherein, a plurality of transmission mediums are con-
nected to each of said plurality of equipments and in which 65
said gate means includes means for selectively transmitting
data to said transmission mediums and said processing
means includes means for controlling said gate means so
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that, when the fault of a path including one of said plural-
ity of transmission medium is detected as a result of the
checking by said checking means, said signal is transmitted
to another one of said plurality of transmission mediums.

13. A data transmission system according to claim 10 in
which said means for checking delivers a loop check mes-
sage which passes a loop which comprises said one of other
equipments and said transmission medium connected
thereto and returns back to said means for checking.

14. A method of controlling a multicomputer system
having first and second computers, each of which includes
a processor for controlling transmission and reception of
data, and a memory for storing data received and to be
transmitted; a common transmission bus; first and second
bus connector means, which are respectively connected to
one of said first and second computers and to said common
transmission bus and each of which includes gate means

for selectively passing a signal to the corresponding com-
puter from said common transmission bus and a signal to

be delivered from said corresponding computer to said
common transmission bus; means including at least one

first connection line for transmitting data or control signals

and which connects said first computer to said first bus
connector means, at least one second connection line for
transmitting data or control signals and which connects
said second computer to said second bus connector means;
and a third connection line which connects said first com-

puter to said second computer; said method performed in

each computer independently comprising the steps of-
controlling said gate means in each of said first and
second bus connector means by applying control sig-
nals from the respective computers to said bus connec-
tor means through the respective first and second
connection lines;

transmitiing data delivered from said first computer to

said second computer through said first connection
line, said first bus connector means, said common
transmission bus, said second bus connector means
and said second connection line; and

transmitting a signal for checking the operative condi-

tion of said first and second computers along a closed
loop which includes said first computer, said third
connection line, said second computer, said second
connection line, said second bus connector means, said
common transmission bus, said first bus connector
means and said first connection line.

15. A method of controlling data transmission system
having at least one transmission medium, and a plurality
of equipments which are connected to said transmission
medium and each of which has (1) connector means con-
nected through said transmission medium to other equip-
ments and including at least one gate means and (2) con-
trol means for controlling operation of said gate means,
said method performed in each equipment at any time
independently of the operations of and in parallel with
other equipments including the steps of-

selectively passing a signal from one of the equipments to

another one in at least one direction thereof via said
transmission medium,

checking a path including at least one of said other

equipments and said transmission medium connected
thereto and producing a control signal when a fault is
detected; and

controlling said gate means of said connector means by

said control means in response to said control signal so
as to prevent said signal from passing through at least
one of said gate means when a fault is detected as a
result of said checking step.
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16. The method according to claim 15 in which said gate
means includes means for selectively receiving a signal
from one of said other equipments, and said controlling
step comprises controlling said gate means of said connec-
lor means so as to prevent said signal receiving by said gate
means when a fault is detected as a result of said checking
step.

17. A data transmission system according to claim 15 or
16 wherein, a plurality of transmission mediums are con-
nected to each of said plurality of equipments and in which
said gate means includes means for selectively transmitting
data to said transmission mediums, and wherein said con-
trolling step includes controlling said gate means so that,

J

10

when the fault of a path including one of said plurality of 15

transmission medium is detected as a result of the checking
step, said signal is transmitted to another one of said piu-
rality of transmission mediums.
18. A data transmission system according to claim 15 in
which said checking step includes sending a loop check
message which passes a loop which comprises said one of
the other equipments and said transmission medium con-
nected thereto.
19. The method according to claims 14 or 15, in which
respective steps in each equipment are performed in paral-
lel with those in other eguipment.
20. A method of controlling a multicomputer system
having a plurality of equipments, each of which includes a
computer and connecting means for transmission and
reception of data, and a transmission medium connecting
said equipments, said method comprising the following
steps performed in each computer means in each equip-
menlt’
transmitting a signal for transmission request through
said connecting means to said transmission medium;

recetving a signal for transmission request from at least
one of the other equipments through said connecting
means,

determining whether the computer has the right of data

transmission based on signals for transmission request
of its own equipment and from other equipment; and
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transmitting data through said connecting means to said
transmission medium when it has the right of data
transmission,

wherein each equipment operates independently to each
other and respective operations in each equipment are
performed in parallel with those in each other equip-
ment.

21. A multicomputer system comprising:

(a) first and second computers, each of which includes a
processor for controlling transmission and reception of
data;

(b) a transmission line;

(c) first and second connector means, which are respec-
tively connected to said first and second computers
and to said transmission line and each of which in-
cludes gate means, for selectively passing a signal to
the corresponding computer from said transmission
line and a signal to be delivered from said correspond-
ing computer to said transmission line;

(d) means including at least one first connection line for
transmitting data or control signals and which con-
nects said first computer with sartd first connector
means,

(e} means including at least one second connection line
Jfor transmitting data or control signals and which
connects said second computer with said second con-
nector means, said gate means in each of said first and
second connector means being controlled by signals
which are applied from the respective computers 1o
said connector means through the respective first and
second connection lines, and data delivered from said
Jirst computer being transmitted to said second com-
puter through said first connection line, said first bus
connector means, said transmission line, said second
bus connector means and said second connection line;
and

(/) means for transmitting a signal for checking the
condition of said first and second computers along a
route which includes said second computer, said sec-
ond connection line, said second connector means,
said transmission line, said first bus connector means,

said first connection line and said first computer.
x » * * L
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