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SPATIAL AND TEMPORAL ALIGNMENT OF
VIDEO SEQUENCES

CLAIM OF BENEFIT TO PRIOR
APPLICATIONS

This application 1s a continuation application of U.S.
patent application Ser. No. 13/013,802, filed Jan. 25, 2011,

published as U.S. Patent Publication 2011/0116767. U.S.
patent application Ser. No. 13/013,802 1s a divisional appli-

cation of U.S. patent application Ser. No. 11/266,101, filed
Nov. 2, 2005, 1ssued as U.S. Pat. No. 7,912,337, U.S. patent
application Ser. No. 13/013,802, published as U.S. Patent
Publication 2011/0116767 and U.S. patent application Ser.
No. 11/266,101, 1ssued as U.S. Pat. No. 7,912,337 are

incorporated herein by reference.

BACKGROUND OF THE INVENTION

High quality video photography and digital video pho-
tography equipments are increasingly accessible to a broad
range of businesses and individuals, from movie production
studios to average consumers. Many of these equipments are
not capable of recording wide angle video footages (i.e.,
panoramic video footages). Wide angle video footages are
advantageous over normal angle video footages because
they include more visual detail than normal video footages.
However, those equipments that are capable of recording
wide angle video footages are often very expensive. Thus,
the recording of wide angle video footage 1s economically
not practical for many users.

Therefore, there 1s a need 1n the art for a practical and
economical method for recording and/or producing wide
angle video footages. Ideally, such a method can be per-
tformed by a video editing application that can align two or
more video footages to produce a wide angle video footage,
even when the two or more recorded video sequences were
recorded at different positions, angles and/or have different
movements. Ideally, such a method would provide a method
that blends the recorded video footage into a seamless
panoramic video footage (1.e., the boundaries that overlap
cach recorded video footage are not seen).

Furthermore, many of the video and digital video equip-
ments have limited dynamic range when recording a video
footage. In other words, many of today’s video and digital
video equipments have limited range when recording the
contrast of scenes (1.e., range between the lightest highlight
and darkest shadow 1n the scene). Therefore, these equip-
ments do not record as much detail as those equipments with
higher dynamic range. However, high dynamic range equip-
ments cost substantially more than limited dynamic range
equipments. Thus, there 1s need 1n the art for a practical
method for increasing the dynamic range of recorded video
sequences.

BRIEF SUMMARY OF THE INVENTION

Some embodiments allow a video editor to spatially and
temporally align two or more video sequences 1nto a single
video sequence. As used in this application, a wvideo
sequence 1s a set of 1images (e.g., a set of video frames or
fields). A video sequence can be from any media, such as
broadcast media or recording media (e.g., camera, film,
DVD, etc.).

Some embodiments are implemented 1n a video editing
application that has a user selectable alignment operation,
which when selected aligns two or more video sequences. In
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2

some embodiments, the alignment operation identifies a set
of pixels 1n one 1mage (1.e., a “first” 1mage) of a first video
sequence and another 1mage (1.e., a “second” 1mage) of a
second video sequence. The alignment operation defines a
motion function that describes the motion of the set of pixels
between the first and second images. The operation then
defines an objective function based on the motion function.
The operation finds an optimal solution for the objective
function. Based on the objective function, the operation
identifies a transform, which 1t then applies to the first image
in order to align the first image with the second image.

In some embodiments, the operation defines the motion
function based on a motion model. Also, in some embodi-
ments, the operation specifies a set of constraints and then
finds an optimal solution for the objective function by
optimizing the objective function based on the set of con-
straints. In some embodiments, the set of constraints 1s based
on an optical flow constraint equation.

BRIEF DESCRIPTION OF THE DRAWINGS

The novel features of the invention are set forth in the
appended claims. However, for purpose of explanation,
several embodiments of the invention are set forth in the
following figures.

FIG. 1 illustrates a three stage process for creating a
motion function to transform a frame.

FIG. 2 illustrates an error distribution with outliers.

FIG. 3 illustrates a method for aligning frames 1n video
sequences.

FIG. 4 illustrates a frame 1n a {irst video sequence.

FIG. § illustrates a frame 1n a second video sequence.

FIG. 6 1llustrates a frame 1n the second video sequence
that 1s matched to a first frame 1n the first video sequence.

FIG. 7 1llustrates a frame 1n the second video sequence
that 1s matched to a second frame 1n the first video sequence.

FIG. 8 illustrates a frame produced from two aligned
frames from different video sequences.

FIG. 9 1llustrates a mask region used to exclude certain
pixels of the aligned frame.

FIG. 10 1llustrates a frame produced from a mask region
and two aligned frames from different video sequences.

FIG. 11 1illustrates a method for aligning two or more
images to produce a panoramic image.

FIG. 12 1llustrates a first image 1n a graphical user of a
video editing application.

FIG. 13 1llustrates a second 1mage 1n the graphical user of
the video editing application.

FIG. 14 illustrates a third image 1n the graphical user of
the video editing application.

FIG. 15 illustrates a panoramic image based on the 1images
of FIGS. 12-14.

FIG. 16 illustrates a panoramic image based on the 1images
of FIGS. 12-14, where the boundary lines between the
images are removed.

FIG. 17 illustrates a panoramic image based on the 1images
of FIGS. 12-14, where the boundary lines between the
images are removed and the i1llumination of the images 1s
matched.

FIG. 18 illustrates a panoramic image based on the images
of FIGS. 12-14, where the boundary lines between the
images are removed and the images are locked to a first
image.

FIG. 19 illustrates a panoramic image based on the 1images
of FIGS. 12-14, where the 1images are locked to a second
image.
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FIG. 20 1llustrates an example of distances used to com-
pute the weighted value of the pixels.

FI1G. 21 illustrates a method for producing a high dynamic
range 1mage from a set of 1images.

FIG. 22 illustrates an 1mage that 1s underexposed.

FIG. 23 illustrates an 1mage that 1s overexposed.

FIG. 24 1llustrates an aligned high dynamic range image.

FIG. 25 1llustrates a computer system that can implement
the methods described.

DETAILED DESCRIPTION OF TH.
INVENTION

(Ll

In the following description, numerous details are set
torth for purpose of explanation. However, one of ordinary
skill 1n the art will realize that the invention may be
practiced without the use of these specific details. In other
instances, well-known structures and devices are shown 1n
block diagram form in order not to obscure the description
of the mvention with unnecessary detail.

I. Spatial and Temporal Alignment

A. Overview

Some embodiments allow a video editor to spatially and
temporally align two or more video sequences 1nto a single
video sequence. As used in this application, a wvideo
sequence 15 a set of 1mages (e.g., a set of video frames or
fields). A video sequence can be from any media, such as
broadcast media or recording media (e.g., camera, film,
DVD, etc.).

Some embodiments are implemented 1n a video editing
application that has a user selectable alignment operation,
which when selected aligns two or more video sequences. In
some embodiments, the alignment operation 1dentifies a set
of pixels 1n one 1mage (1.e., a “lirst” 1mage) of a first video
sequence and another 1mage (1.e., a “second” 1mage) of a
second video sequence. The alignment operation defines a
motion function that describes the motion of the set of pixels
between the first and second images. The operation then
defines an objective function based on the motion function.
The operation finds an optimal solution for the objective
function. Based on the objective function, the operation
identifies a transform, which 1t then applies to the first image
in order to align the first image with the second image.

In some embodiments, the operation defines the motion
function based on a motion model. Also, 1n some embodi-
ments, the operation specifies a set of constraints and then
finds an optimal solution for the objective function by
optimizing the objective function based on the set of con-
straints. In some embodiments, the set of constraints 1s based
on an optical flow constraint equation.

To align several 1mages 1 a first video sequence with
several other 1mages in a second video sequence, some
embodiments first compare at least one particular 1image 1n
the first video sequence with several images in the second
video sequence. Each comparison entails identifying a
motion function that expresses the motion of a set of pixels
between the particular image in the first video sequence and
an 1mage 1n the second video sequence. Some embodiments
might examine different sets of pixels 1n the particular image
when these embodiments define different motion functions
between the particular 1image and different images in the
second video sequence.

For each or some of the defined motion functions, some
embodiments define an objective function, which they then
optimize. Based on the optimal solution of each particular
objective function, some embodiments then define a trans-
form operation, which they apply to the particular image 1n
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4

order to align the particular image to an 1mage 1n the second
video sequence. These embodiments then select the image in
the second video sequence to which they align the particular
image by identifying the transform operation that resulted 1n
the best alignment of the particular image to an 1image 1n the
second video sequence. These embodiments then align the
particular image 1n the first video sequence with the selected
image 1n the second video sequence by applying the corre-
sponding transform that these embodiments identified for
this pair ol 1mages. To align several images 1n a first video
sequence with several other images in a second video
sequence, some embodiments compare each particular
image 1n the first video sequence with several images 1n the
second video sequence.

The alignment operation will now be further described by
reference to FIGS. 1-10. In these figures, the alignment
operation 1s part of a video compositing application that
allows a video editor to perform the alignment operation on
video frames of two or more video sequences. FIG. 1
conceptually 1llustrates a three-stage process 100 that some
embodiments perform to align two or more video sequences.

In the first stage, the process 100 performs (at 105) a
classification operation that 1dentifies a set of pixels to track
between the video sequences. In some embodiments, the
process might define (at 1035) diflerent sets of pixels to track
for different pairs of frames 1n the different video sequences.
In other embodiments, the process might identify (at 105) a
set of pixels 1n each frame of one video sequence to track 1n
any other frame of another video sequence. In some embodi-
ments, the classification operation identifies only sets of
pixels that have a spatial frequency above a particular value
(e.g., high spatial frequency values).

In the second stage, the process 100 estimates (at 110) the
motion between the sets of pixels in one video sequence and
the sets of pixels in at least one other video sequence. To
identify the motion, the process 100, as described above,
identifies the motion and objective functions and optimizes
the objective functions in view ol constraints.

The motion between each pair of frames 1s expressed 1n
terms of a transform. In the third stage, the process 100
aligns (at 1135) the video sequences by applying the 1denti-
fied transforms to the frames of at least one video sequence
to align the video sequence with at least one other video
sequence.

B. Computing an Optimal Motion Function to Transform
Frame

As described above, the alignment operation uses a
motion function to transform a frame 1n a first video
sequence and aligns the transformed frame to another frame
in a second video sequence. In some embodiments, com-
puting the motion function includes three stages: (1) Pixel
Classification process, (2) Correspondence process, and (3)
Motion Function process.

1. Pixel Classification Process

As mentioned above, the alignment operation of some
embodiments automatically selects a set of pixels to track.
The pixels that are selected for tracking are pixels that might
be of interest 1n the frames of the video sequence. Not all
parts of each image contain useful and complete motion
information. Thus, these embodiments select only those
pixels 1n the image with high spatial frequency content.
Pixels that have high spatial frequency content include
pixels from corners or edges of objects 1n the image as
opposed to pixels from a static monochrome, or white,
background. Selecting only pixels with high spatial fre-
quency content (1.e., useful for performing motion estima-
tion), optimizes a pixel correspondence process that will be
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described next. Some embodiments can select a different set
of pixels for the motion analysis of each pair of frames.

2. Correspondence Process

During the correspondence process, an estimate ol a
motion flow between the set of pixels for each pair frames
in the video sequences 1s computed. The estimate of the
motion flow 1s computed by collecting constraints about
points (e.g., pixels) around each pixel 1n the set of pixels.
The correspondence process solves a mathematical expres-
sion using the collected constraints to compute an estimate
of the motion tlow between each set of pixels.

To define a set of constraints, some embodiments use the
classical optical tlow constraint equation:

trame, *u+frame, *v+frame =0 (equation 1)

where (u,v) are unknown components of the flow, and
subscripts X, y, and t indicate differentiation.

By using the optical flow constraint equation to collect
constraints of neighboring points and solve the resulting
over-constrained set of linear equations, some embodiments
exploit the information from a small neighborhood around
the examined pixel to determine pixel correspondence
between frames. The set of pixels applied to the constraint
equations was selected for each pixel’s optimum motion
estimation properties by the pixel classification process
above. Thus, the selected set of optimal pixels avoids the
classical ill-condition drawback that typically arises when
using local motion estimation techniques. The correspon-
dence process generates a motion flow to represent the tlow
field between each pair of frames 1n the video sequences.

3. Motion Function Process

For each pair of frames, some embodiments (1) define a
motion function that expresses the motion between the
frames 1n the video sequences, and (2) based on the motion
function, define an objective function that expresses the
difference between the two frames 1n the video sequences.
For each objective function, these embodiments then try to
find an optimal solution that waill fit the flow-field constraints
defined for that function.

In some embodiments, the motion function that expresses
the motion between two frames X and Y, can be expressed
as:

MX)=Mo(X)*Pa (equation 2)

Here, M(X) 1s the function that expresses the motion
between the frames X and Y, Mo(X) 1s the motion model
used for expressing the motion between the two frames in
the video sequences, and Pa represents the set of parameters
for the motion model, which, when defined, define the
motion function M(X). In other words, the motion model
Mo(X) 1s a generic model that can be used to represent a
variety of motions between two Irames. Equation 2 1s
optimized 1 some embodiments to identily an optimal
solution that provides the values of the parameter set Pa,
which, when applied to the motion model, defines the
motion function M(X).

In some embodiments, the motion model Mo(X) can be
represented by an m-by-n matrix, where m 1s the number of
dimensions and n 1s the number of coetlicients for the
polynomial. One nstance of the matrix Mo(x) and the vector
Pa are given below:

1 x y 000 x* xy v2 0 0 0
Mo(X) = , ,
0001 xy 0 0 0 x* xvy
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-continued

Pa =

12,

In the example above, the motion model has two rows to
indicate motion in the x-axis and motion 1n the y-axis.

As 1llustrated above, some embodiments may base the
parametric motion model on a two dimensional polynomaial
equation represented by a two-by-twelve matrix and twelve
corresponding vector coeflicients. These embodiments pro-
vide the advantage ol accurate motion model estimation
within a reasonable computation time. The motion estima-
tion model of other embodiments may be based on different
(e.g., multi) dimensional polynomial equations. However,
one of ordinary skill will recognize that polynomials having
additional dimensions may require tradeofls such as
increased processing time.

Some embodiments use the motion function defined for
cach particular pair of frames to define an objective function

for the particular pair of frames. The objective function 1s a
sum of the difference in the location of the identified set of
pixels between the two frames after one of them has been
motion compensated based on the motion function. This
objective function expresses an error between a motion-
compensation frame (M(X)) 1n the pair and the other frame
(Y) 1n the pair. By minmimizing this residual-error objective
function, some embodiments 1dentify a set of parameters Pa
that best expresses the motion between frames X and Y.
Through the proper selection of the set of pixels that are
analyzed and the reduction of the set of pixels that adversely
aflect the optimization of the objective function, some
embodiments reduce the consideration of content motion
between the pair of frames.

Equation 3 1llustrates an example of the objective function
R of some embodiments, which 1s a weighted sum of the
difference between each pair of corresponding pixels (P,
P, ;) 1n a pair of successive frames after one pixel (P ;) in
the pair has been motion compensated by using 1ts corre-
sponding motion function.

Num P

R = Z (C; = E}),

i=1

(equation 3)

where E; = (Py; — (Mo(Px ;) « Pa))’

In this equation, 1 1s a number that identifies a particular
pixel, Num_P 1s the number of pixels 1n the set of pixels
being examined, and C, 1s a weighting factor used to value
the importance of the particular pixel 1 1 the motion
analysis.

Some embodiments try to optimize the objective function
of Equation (3) through two levels of 1terations. In the first
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level of iterations, the alignment operation explores various
different possible camera movements (1.e., various different
sets of parameter values Pa) to try to identily a set of
parameter values that minimize the objective function R,
while meeting the set of defined optical flow constraints.
In the second level of 1iterations, the alignment operation
changes one or more weighting factors C, and then repeats
the first level of iterations for the new weighting factions.
The second level of iterations 1s performed to reduce the
allect of outhier pixels that improperly interfere with the
optimization of the objective function R. In other words, the
first level of iterations 1s a first optimization loop that 1s

embedded 1 a second optimization loop, which i1s the
second level of 1terations.

For 1ts second level of iterations, the alignment operation
uses a weighted least squares fit approach to adjust the
weighted coeflicients Ci1. In some embodiments, the weights
of all coeflicients initially have a value of one, and are
re-adjusted with each 1teration pursuant to the adjustments
illustrated 1n Equation 4 below.

if (Ei<1) (equation 4)

C(1-E#Y
- Fi

Ct

else
Ci=0

The motion model estimation process of these embodi-
ments accepts or rejects each pixel based on its error (1.e., its
parametric motion estimation) by adjusting the error coet-
ficient weightings over the course of several iterations. The
motion estimation process ends its iterative optimization
process when the desired residual error R 1s reached or after
a predetermined number of iterations. The 1terative nature of
the motion model estimation process and the accurate esti-
mation of the error coetlicients (C,) allow the process to
accurately estimate the motion in pixels between images
even 1n the presence of outlier points that deviate signifi-
cantly in the error distribution (e.g., even 1n the presence of
object motion 1n the video sequence).

For mstance, FIG. 2 illustrates the concept behind a
weilghted least square {it approach to eliminating outliers
from a set of analysis point. In this distribution, the majority
of the analysis pixels group approximately along the least
square 11t line 203, while some analysis pixels are far from
this line, and these pixels are the outliers pixels (e.g., pixels
associated with content motion between the two frames).
FIG. 2 1s only a conceptual illustration, as the least squares
fit analysis 1s performed on more than one dimensions (e.g.,
on twelve dimensions associated with the twelve parameter
values).

As further described below, the motion analysis of the first
stage eliminates or reduces the influence of “outlier” pixels
in the set of pixels that interfere with the motion analysis.
Such outlier pixels have motion that if accounted for in the
analysis would interfere with the motion analysis. In other
words, the motion of these outlier pixels differs significantly
from the motion of the other pixels in the selected pixel set.
This differing motion might be due to the fact that the outlier
pixels are part of objects that are moving 1n the scene(s)
capture by the video sequence (1.e., of objects that have a
desired movement 1n the sequence and that are not due to
undesired camera movement). Outlier pixels might also be
due to 1llumination changes. Previous video editing tools 1n
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the art assumed fixed lighting conditions. However, new
cameras have automatic exposure and other features that
allect the parameter values, such as 1llumination or lighting.

Thus, the first stage of some embodiments for motion
estimation 1s robust, meaning that these embodiments dis-
tinguish between moving objects and 1llumination changes
in the video sequence. Also, some embodiments allow the
user to specily mask regions 1n order to exclude certain
image areas from the transformation.

II. Alignment of Multiple Video Sequences

FIG. 3 illustrates a method 300 that some embodiments
perform to spatially and temporally align two wvideo
sequences 1nto a single video sequence. In some embodi-
ments, the method 300 i1s used to combine two wvideo
sequences to produce a panoramic video sequence (1.e., wide
angle video sequence).

As shown 1n this figure, the method 300 selects (at 305)
a particular frame 1n the first video sequence. The method
300 selects (at 310) a frame 1n the second video sequence.
The method 300 identifies (at 315) a set of pixels in the
selected frames of the first and second video frames. Spe-
cifically, the method 300 1dentifies (at 315) a set of pixels 1n
the frame 1n the second video sequence that best matches a
set of pixels in the particular frame 1n the first video
sequence. In some embodiments, the method 300 1dentifies
(at 315) a set of pixels in the selected frames that has a
spatial frequency content above a particular value (e.g., high
spatial frequency content value).

The method 300 defines (at 320) a motion function based
a motion model. To find an optimal motion function, the
method 300 defines (at 325) an objective function based on
the motion function. In some embodiments, the objective
function 1s a weighted sum of the diflerence between each
pair of corresponding pixels 1 a pair of frames after one
pixel 1n the pair has been compensated by using 1ts corre-
sponding motion function (e.g., equation 2). Next, the
method 300 finds (at 330) an optimal solution for the
objective function on a set of constraints. In some embodi-
ments, the optimal solution for the objective function 1s
found by optimizing the objective function through several
levels of iterations, such as the one described 1in Section.
[.B.3. Once the optimal solution 1s found (at 330), the
method 300 1dentifies (at 335) an optimal motion function
between the particular pair of frames based on the optimal
solution for the objective function.

Next, the method 300 determines (at 340) whether there
1s another frame in the second video sequence. If so, the
method 300 proceeds to select (at 310) another frame 1n the
second video sequence. In some embodiments, the steps
310-335 are 1iteratively performed until all the frames in the
second video sequence have been selected. Therefore, the
method 300 iteratively 1dentifies a particular optimal motion
function for each particular pair of frames in the video
sequences.

If the method 300 determines (at 340) there 1s no other
frame 1n the second video sequence, for the particular frame
in the first video sequence, the method 300 selects (at 345)
an optimal motion function that has the lowest objective
function value from the set of identified motion function. In
other words, the method 300 selects (at 345) the motion
function that produces the lowest error between each pair of
corresponding pixels 1n the frames of the first and second
video sequences.

The method 300 defines (at 350) a transform based on the
selected motion function for the particular frame 1n the first
video sequence. Next, the method 300 applies (at 355) the
defined transform to the particular frame in the first video
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sequence to align the particular frame to a corresponding
frame 1n the second video sequence. The corresponding
frame 1n the second video sequence 1s based on the pair of
frames that defined the selected (at 345) motion function.
For example, 11 the selected motion function was computed
from the second frame in the first video sequence and the
fifth frame 1n the second video sequence, then the trans-
formed second frame 1n the first video sequence would be
aligned to the fifth frame 1n the second video sequence.

After aligning the pair of frames (by applying the trans-
form), the method 300 determines (at 360) whether there 1s
another frame 1n the first video sequence. If so, the method
300 proceeds to 305 to select another frame 1n the first video
sequence. If not, the method 300 ends. In some embodi-
ments, several iterations of the above method 300 are
performed until all the frames 1n the first and second video
sequences are selected.

In some embodiments, some or all of the steps of selecting
an optimal motion function, defining a transform, and apply-
ing the transform to align the frames are performed after the
motion functions have been computed for all possible pairs
of frames 1n the first and second video sequences. In other
words, some or all the steps at 345, 350 and/or 335 are
performed after determining (at 360) there are no other
frames 1n the first video sequence. In such instances, a list of
possible pairs of frames 1s generated, along with 1ts corre-
sponding motion function and objective function value.
From this list, the method 300 (1) selects a corresponding
motion function for each frame in the first video sequence
based on the objective function value, (2) defines a trans-
form for each frame 1n the first video sequence based on the
corresponding motion function, and (3) applies the trans-
form to the particular frame to align the particular frame to
its corresponding frame 1n the second video sequence.

In some embodiments a particular transform 1s defined for
cach pair of corresponding frames, while other embodiments
define one universal transform for all pairs of associated
frames. Moreover, some embodiments compute motion
functions for several pairs of frames between the first and
second video sequences to determine which particular pair
of frames should be the first pair of frames. Some embodi-
ments then sequentially associate subsequent frames in the
first and second sequences based on the determined first pair
of frames. Thus for example, 11 the fourth frame of the first
video sequence 1s associated to the ninth frame of the second
video sequence, the fifth frame of the first video sequence 1s
associated to the tenth frame of the second video sequence,
and so on and so forth. In such instances, a particular
transform 1s used for each pair of frames, where the trans-
form 1s based on the motion function for that particular pair
of frames. In some 1nstances, one universal transform may
be used for all pairs of frames, where the universal transform
1s based on the motion function of the first pair of frames.

Having described a method for spatially and temporally
aligning video sequences, an implementation of the method
in a video editing application will now be described. FIGS.
4-10 1llustrates a graphical user interface of a video editing
application that can perform the method 300. FIG. 4 1llus-
trates a first frame 405 1n a first video sequence. FIG. 5
illustrates a first frame 505 1n a second video sequence. The
frames 405 and 505 show a similar scene, except that some
of the objects (e.g., person, background) in the frames are
not 1n the same position.

FIG. 6 illustrates a frame 605 in the second wvideo
sequences that best matches the first frame 405 of the video
sequence. In some embodiments, this particular frame 605
from a set of frames 1n the second video sequences best
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matches the first frame 405 because the particular frame 605
has the lowest objective function value. FIG. 7 illustrates
another frame 705 from the set of frames 1n the second video
sequence that best matches a second frame 1n the first video
sequence. FIG. 8 1llustrates a frame 805 based on frames 810
and 813 1n the first and second video sequences. As shown
in this figure, the frame 810 from the first video sequence 1s
aligned to the frame 8135 from the second video sequence to
produce a composited frame 805.

As shown 1n FIG. 8, the composited frame 805 has an
uneven boundary. The uneven boundary occurs because the
frames do not completely overlap each other. Some embodi-
ments specily a mask region to remove the uneven bound-
ary, such as the mask region 905 shown i FIG. 9. In some
embodiments, the mask regions exclude certain frame areas
from the motion function transformation. Thus, certain
pixels 1n the frames are not transformed. FIG. 10 illustrates
the composited frame 805 after the mask region 905 1s
specified.

The above alignment operation describes spatially and
temporally aligning two video sequences. However, the
alignment operation can also be used to align more than two
video sequences. Furthermore, the above alignment opera-
tion can be used to align images that are not part of a video
sequence.

III. Alignment of Images to Produce a Panoramic Image

FIG. 11 1illustrates a method 1100 for aligning several
images to produce a panoramic i1mage (1.e., wide angle
image). Specifically, the method 1100 will be described by
reference to FIGS. 12 to 19, which illustrate a graphical
interface of a video application editor that can perform the
method 1100 for producing a panoramic 1mage from three
different 1mages.

As shown 1n FIG. 11, the method 1100 classifies (at 1105)
a set of pixels 1n a first image. As mentioned above, during
this pixel classification process (at 1103), the method 1100
selects a set of pixels 1n each 1mage of the set of 1mages for
tracking. In some embodiments, the 1dentified set of pixels
only includes pixels with high spatial values.

After the pixel classification process 1s performed (at
1105), the method 1100 i1dentifies (at 1110) constraints for
the 1dentified set of pixels. In some embodiments, the
constraints are i1dentified by using a classical optical tlow
constraints equation.

Next, the method 1100 idenftifies (at 1115) a motion
function for each pair of 1images in the set of 1mages by
optimizing an objective function for each pair of images.
Each motion function 1s based on a motion model, such as
one described 1n Section 1.B.3. The motion function for a
particular pair of 1mages expresses a motion difference
between the particular pair of 1mages. Thus, when the set of
images includes three images 1205-1215, some embodi-
ments 1dentity a motion function for the set of pixels in the
first and second 1mages 1205 and 1210, the first and third
images 1205 and 1215, and the second and third images
1210 and 1215.

To 1dentity the motion function for a particular pair of
images, the method 1100 optimizes (at 1115) an objective
function based on the set of constraints that was previously
identified (at 1110). In some embodiments, identifying the
motion function includes identifying the parameters of the
motion function.

Next, the method 1100 defines (at 1120) a transform for
a particular 1image based on the parameters of the motion
functions that were 1dentified (at 1115) for a particular pair
of 1images that includes the particular 1image. During some
embodiments, the method 1100 (at 11135) first determines
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which image from the set of 1images 1s the locked image. In
some embodiments, the locked image is the reference 1mage
that other 1mages will be aligned to during the alignment
process, which will be described next. Once the locked
image 1s determined, the method 1100 defines a transiorm
for each particular image 1n the set of 1mages based on the
identified motion function corresponding to the particular
image and the locked image.

After the transform has been defined (at 1120), the method
1100 applies (at 1125) the defined transform to align a
particular 1mage to another image and ends. In some
embodiments, the method 1100 applies (at 1125) a particular
transiform to each particular 1mage to align each particular
image to the locked image.

FIG. 15 illustrates a panoramic image that was produced
based on the three 1mages of FIGS. 12-14. As shown 1n this
figure, the second 1mage 1210 1s the locked 1mage. As such,
the first image 12035 and the third image 1215 are defined
transforms based on their respective motion function with
the second image 1210. The defined transforms are then
applied on their respective 1mages 1205 and 125 to align the
first and third images 1205 and 1215 with the second 1image
1210. As further shown 1in this figure, the boundary lines
where the first, second and third 1mages meet are shown.

FIG. 16 1llustrates the same panoramic image as in FIG.
15, except that the boundary lines in the panoramic 1image
has been removed through the use of a blend operation. In
some embodiments, the blend operation 1s an operation that
determines regions in the panoramic image that contain
overlapping images. Some embodiments blend these over-
lapping regions by taking a weighted value of the pixels
relative to each pixel’s distance from the boundary lines.
Some embodiments use the following equation to take the
weighted value of the pixels:

B (D1$P1+D2$P2)
(D) + Ds)

equation S
p (eq )

In this equation, P, and P, are the pixel values at a
particular location 1n the first and second images, D, and D,
are each pixel’s respective distances from the boundary
lines. FIG. 20 illustrates an example of distances used to
compute the weighted value of the pixels. As shown in this
figure, the first and second pixels of frames 2005 and 2210
are both located at location 2015. The first distance d1 1is
measured from the location 2015 to the left boundary of the
first frame 2005. The second distance d2 1s measured from
the location 2015 to the right boundary of the second frame
2010. However, diflerent embodiments may use different
distances. For instance, some embodiments may use the
distance to the upper or lower boundaries of the frames or
combinations of distances to the upper, lower, left, and/or
right boundaries.

Some embodiments also perform an i1llumination match-
ing operation on the panoramic image 1n lieu of, conjunction
or addition to blending 1images to remove boundary lines 1n
a panoramic 1mage, thus creating a secamless panoramic
image. FIG. 17 illustrates a panoramic image after blending
and 1llumination matching operations have been performed.
As shown in this figure, the boundary lines have been
removed, and the illumination of the pixels around the
overlapping regions have been matched.

As mentioned above, some embodiments align a set of
images to a locked image. The locked image can be any
image 1n a set of images. FIG. 18 illustrates a panoramic
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image where the first image 1205 1s locked, and the second
and third images 1210-12135 are transformed and aligned to
the first locked 1image 1205. FIG. 19 illustrates a panoramic
image where the second 1image 1210 1s locked, and the first
and third images 12035 and 1215 are transformed and aligned
to the second locked 1mage 1210.

While the method of aligning a set of 1images to produce
a panoramic 1mage has been described with reference to
numerous steps that are performed 1n a particular order, one
of ordinary skill 1n the art will recognize that some of the
above mentioned steps can be performed 1n a different order.
For example, in some embodiments, the method 1100 deter-
mines which image in the set of images 1s the locked 1mage
betore 1dentifying (at 1110) a motion function for each pair
of 1images. In such instances, the method only identifies a
motion function for each pair of 1images that includes the
locked 1mage, and not all pairs of 1mages in the set of
1mages.

IV. High Dynamic Range Images

In addition to producing panoramic images from a set of
images, some embodiments provide a method for producing
high dynamic range images. A dynamic range 1s the range
between the lightest highlight and darkest shadow in the
image. In some embodiments, a dynamic range of an image
1s the contrast between the lightest and darkest region 1n the
image. In some embodiments, a dynamic range 1s the range
of luminance of an 1mage.

FIG. 21 illustrates a method 2100 for producing such a
high dynamic range image. The method 2100 will be
described 1n reference to FIGS. 22-24, which 1illustrates the
graphical user interface of a video editing application that 1s
capable of producing high dynamic range images.

As shown 1 FIG. 21, the method 2100 aligns (at 2105)
first and second 1mages. In some embodiments, the method
2100 aligns (at 21035) the first and second 1mages by trans-
forming one of the 1mages by applying a motion function,
such as the one described above.

The method 2100 selects (at 2110) the image that 1s
underexposed. FIG. 22 illustrates an image 22035 that 1s
underexposed. As shown 1n this figure, some of the regions
and objects (e.g., trees, rocks, stream) 1n the 1image 2205 are
too dark, while other regions (e.g., sky, clouds) have the
right amount of exposure. In contrast, F1G. 23 illustrates an
image 2210 that 1s overexposed (i.e., too much 1llumina-
tion). As shown 1n this figure, the sky has little or no detail,
whereas the trees, rocks and stream are shown with detail.

After selecting (at 2110) the underexposed image, the
method 2100 computes (at 2115) a monochrome, low pass
version of the underexposed image. In other words, the
method 2100 computes (at 2115) a blurred single color
version (e.g., black, white) of the underexposed image. The
image 1s blurred because the low pass filter blocks out the
high spatial frequency (e.g., detailed) components of the

underexposed 1mage. In some embodiments, the low pass
filter 1s a Gaussian filter.

The method 2100 blends (at 2120) the first and second
image by using the computed monochrome, low pass ver-
sion of the underexposed image as a mask. FIG. 24 1llus-
trates a high dynamic range image 22135 of the first and
second 1mages 2205 and 2210. As shown 1n this figure,
certain regions in 1mage 2210 that had no details, such as the
clouds, are now shown with detail. In some embodiments,
the exposure level of the high dynamic range 1image can be
adjusted by changing a blend factor that weights the pixel
values of the first and second 1mages.
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V. Computer System

FIG. 25 conceptually 1illustrates a computer system with
which one embodiment of the invention 1s implemented.
Computer system 2300 includes a bus 2505, a processor
2510, a system memory 25135, a read-only memory 2520, a
permanent storage device 23525, input devices 2530, and
output devices 2535. The bus 2505 collectively represents
all system, peripheral, and chipset buses that communica-
tively connect the numerous internal devices of the com-
puter system 2500. For instance, the bus 2505 communica-
tively connects the processor 2510 with the read-only
memory 2520, the system memory 25135, and the permanent
storage device 2525.

From these various memory units, the processor 2510
retrieves 1nstructions to execute and data to process 1n order
to execute the processes of the mvention. The read-only-
memory (ROM) 2520 stores static data and 1nstructions that
are needed by the processor 2510 and other modules of the
computer system.

The permanent storage device 2525, on the other hand, 1s
read-and-write memory device. This device 1s a non-volatile
memory unit that stores instruction and data even when the
computer system 2500 1s ofl. Some embodiments of the
invention use a mass-storage device (such as a magnetic or
optical disk and 1ts corresponding disk drive) as the perma-
nent storage device 2525.

Other embodiments use a removable storage device (such
as a floppy disk or Zip® disk, and its corresponding disk
drive) as the permanent storage device. Like the permanent
storage device 2525, the system memory 2515 1s a read-
and-write memory device. However, unlike storage device
2525, the system memory 1s a volatile read-and-write
memory, such as a random access memory. The system
memory stores some of the instructions and data that the
processor needs at runtime. In some embodiments, the
invention’s processes are stored in the system memory 2515,
the permanent storage device 2525, and/or the read-only
memory 2520.

The bus 23505 also connects to the mput and output
devices 2530 and 2535. The mput devices enable the user to
communicate information and select commands to the com-
puter system. The mput devices 2530 include alphanumeric
keyboards and cursor-controllers. The output devices 2535
display 1mages generated by the computer system. For
instance, these devices display the GUI of a video editing
application that incorporates the invention. The output
devices include printers and display devices, such as cathode
ray tubes (CRT) or liquid crystal displays (LCD).

Finally, as shown i FIG. 25, bus 2505 also couples
computer 2500 to a network 25635 through a network adapter
(not shown). In this manner, the computer can be a part of
a network of computers (such as a local area network
(“LAN”), a wide area network (“WAN™), or an Intranet) or
a network of networks (such as the Internet). Any or all of
the components of computer system 2500 may be used in
conjunction with the invention. However, one of ordinary
skill 1 the art would appreciate that any other system
configuration may also be used i1n conjunction with the
present mvention.

While the mvention has been described with reference to
numerous specific details, one of ordinary skill 1n the art wall
recognize that the invention can be embodied i1n other
specific forms without departing from the spirit of the
invention. For instance, some embodiments are imple-
mented 1 one or more separate modules, while other
embodiments are implemented as part of a video editing
application (e.g., Shake® provided by Apple Computer,
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Inc.). Furthermore, the mask region 1s described during the
alignment of video sequences. However, the mask regions
can also be used during the creation ofl panoramic 1images
and/or high dynamic range images. Thus, one of ordinary
skill 1n the art will understand that the imnvention 1s not to be
limited by the foregoing illustrative details, but rather 1s to
be defined by the appended claims.

What 1s claimed 1s:

1. A method of generating a high dynamic range image,
the method comprising:

aligning an underexposed first image and a second 1mage;

generating a blurred single color image by applying a low

pass filter to the underexposed first image to block out
high spatial frequency components of the underex-
posed first 1image; and

blending the first and second images by using the blurred

single color 1mage as a mask to generate a high
dynamic range image.

2. The method of claim 1 further comprising:

defining a blend factor that weights pixel values of the

first and second 1mages; and

adjusting an exposure level of the high dynamic range

image by changing the blend factor.

3. The method of claim 1, wherein the low pass filter 1s a
Gaussian {ilter.

4. The method of claim 1 further comprising:

defining a set of transform operations based on a difler-

ence between the underexposed first image and the
second 1mage,

wherein the aligning comprises applying the set of trans-

form operations to one of the first and second 1mages.

5. The method of claim 4, wherein defining the set of
transform operations comprises:

defining a set of motion functions, each motion function

for expressing a motion between the underexposed first
image and the second image;

defining a set of objective functions based on the set of

motion functions;

optimizing the set of objective functions to compute a set

of optimal motion functions;

and defining the set of transform operations based on the

set of optimal motion functions.

6. The method of claim S, wherein each objective function
in the set of objective functions expresses a diflerence
between the first and second 1mages.

7. The method of claim 5, wherein optimizing the set of
objective functions comprises minimizing the set of objec-
tive Tunctions based on a set of constraints.

8. The method of claim 1 further comprising specitying a
mask region to remove an uneven boundary when the first
and second 1mages do not completely overlap after aligning
the first and second 1mages.

9. The method of claim 8, wherein the mask region
excludes a plurality of pixels of the first image from gen-
eration of the monochrome 1mage.

10. The method of claim 1, wherein the second 1mage 1s
an overexposed 1mage.

11. The method of claim 1, wherein the dynamic range 1s
a range between a lightest region and a darkest region of an
image.

12. A non-transitory machine readable medium storing a
computer program for generating a high dynamic range
image, the computer program executable by a processor, the
computer program comprising sets of istructions for:

aligning an underexposed first image and a second image

by applying a set of transform operations defined based
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on a difference between the underexposed first image
and the second image to one of the first and second
1mages;
generating a blurred single color image by applying a low
pass filter to the underexposed first image to block out
high spatial frequency components of the underex-
posed first 1image; and
blending the first and second 1mages by using the blurred
single color image as a mask to generate a high
dynamic range image.
13. The non-transitory machine readable medium of claim
12, the program further comprising sets of instructions for:
defimng a blend factor that weights pixel values of the
first and second i1mages; and adjusting an exposure
level of the high dynamic range 1image by changing the
blend factor.
14. The non-transitory machine readable medium of claim
12, wherein the low pass filter 1s a Gaussian filter.
15. The non-transitory machine readable medium of claim
12, the program turther comprising sets of instructions for:
defiming a set of motion functions, each motion function
for expressing a motion between the underexposed first
image and the second image;
defining a set of objective functions based on the set of
motion functions; and
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optimizing the set of objective functions to compute a set
of optimal motion functions,
wherein the set of transform operations are defined
based on the set of optimal motion functions.

16. The non-transitory machine readable medium of claim
15, wherein each objective function in the set of objective
functions expresses a diflerence between the first and second
1mages.

17. The non-transitory machine readable medium of claim
15, wherein the set of instructions for optimizing the set of
objective functions comprises a set of istructions for mini-
mizing the set of objective functions based on a set of
constraints.

18. The non-transitory machine readable medium of claim
12, the program further comprising a set of mnstructions for
specilying a mask region to remove an uneven boundary
when the first and second 1mages do not completely overlap
after aligning the first and second images.

19. The non-transitory machine readable medium of claim
18, wherein the mask region excludes a plurality of pixels of
the first image from generation of the monochrome 1mage.

20. The non-transitory machine readable medium of claim
12, wherein the second 1mage 1s an overexposed 1mage.

G ex x = e
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