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(57) ABSTRACT

Aspects disclosed herein include avoiding deadlocks in
processor-based systems employing retry and in-order-re-
sponse non-retry bus coherency protocols. In this regard, an
interface bridge circuit 1s commumnicatively coupled to a first
core device that implements a retry bus coherency protocol,
and a second core device that implements an in-order-
response non-retry bus coherency protocol. The interface
bridge circuit receives a snoop command from the first core
device, and forwards the snoop command to the second core
device. While the snoop command 1s pending, the interface
bridge circuit detects a potential deadlock condition between
the first core device and the second core device. In response
to detecting the potential deadlock condition, the interface
bridge circuit 1s configured to send a retry response to the
first core device. This enables the first core device to
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continue processing, thereby eliminating the potential dead-
lock condition.
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AVOIDING DEADLOCKS IN
PROCESSOR-BASED SYSTEMS
EMPLOYING RETRY AND
IN-ORDER-RESPONSE NON-RETRY BUS
COHERENCY PROTOCOLS

BACKGROUND

I. Field of the Disclosure

The technology of the disclosure relates generally to
snoop-based cache coherency 1n processor-based systems,
and, 1n particular, to avoiding potential deadlock conditions
among devices employing different bus coherency proto-
cols.

II. Background

Many conventional processor-based systems, such as Sys-
tem-on-Chips (SoCs) based on the ARM architecture, may
include multiple core devices (e.g., central processing units
(CPUs), graphics processing units (GPUs), processor clus-
ters, and/or hardware accelerators, as non-limiting
examples), each of which may access shared data and
maintain its own cache of the shared data. To ensure that the
cache of each core device within a processor-based system
contains the most up-to-date version of the shared data, the
core devices may implement bus coherency protocols for
maintaining cache coherency among the caches. One class
ol bus coherency protocols 1s based on a mechanism known
as “snooping.” Using snooping, each core device monitors a
bus to detect all read and write requests that originate from
other core devices and that involve data that 1s shared among
the core devices. If a core device detects (or “snoops™) a read
request for which 1t has the most up-to-date data, the core
device may provide the requested data to a requesting core
device. 11 the core device snoops a write transaction on the
bus, the core device may invalidate 1ts local copy of the
written data within 1ts cache. In this manner, a consistent
view of the shared data may be provided to all of the core
devices within the processor-based system.

To provide additional functionality, processor-based sys-
tems may support a mix of bus coherency protocols. For
example, a processor-based system may include ARM core
devices that implement a particular bus coherency protocol
(e.g., the Advanced Extensible Interface (AXI) Coherency
Extensions (ACE) bus coherency protocol) alongside pro-
prictary core devices employing in-house proprietary bus
coherency protocols. A proprietary bus coherency protocol
may provide added features and requirements to enable
higher performance and ability to handle a larger number of
bus agents. One such requirement may dictate that a core
device that receives a snoop command must provide a snoop
response in a timely fashion (1.e., there should exist no
dependency between a snoop response and one of the core
device’s own outbound requests, such as a write operation).
The proprietary bus coherency protocol may satisty this
requirement by implementing a retry capability, enabling the
core device to send a retry response to a snoop command 11
the core device cannot service the snoop command for any
reason. Such proprietary bus coherency protocols may be
referred to herein as “retry bus coherency protocols.”

However, some protocols such as the ACE protocol are
relatively simple non-retry protocols that process outgoing,
responses in order (also referred to herein as “in-order-
response non-retry bus coherency protocols”). As a result,
for a core device implementing an in-order-response non-
retry bus coherency protocol, a dependency may exist
between a snoop command to an address, and a write
operation to that same address. A processor-based system
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2

that employs both a retry bus coherency protocol and an
in-order-response non-retry bus coherency protocol 1n the

same coherency domain thus may experience a deadlock of
requests. Accordingly, 1t 1s desirable to provide a deadlock
avoidance mechanism that is eflicient in terms of area and
power consumption, and that does not involve internal
changes to existing bus coherency protocols or core devices.

SUMMARY OF THE DISCLOSURE

Aspects disclosed herein include avoiding deadlocks 1n
processor-based systems employing retry and in-order-re-
sponse non-retry bus coherency protocols. In this regard, 1n
one aspect, an interface bridge circuit 1s provided (e.g., as
part of a processor-based system). The interface bridge
circuit 1s communicatively coupled to a first core device that
implements a retry bus coherency protocol such as a pro-
prietary protocol, as a non-limiting example. The interface
bridge circuit 1s also commumcatively coupled to a second
core device that implements an 1n-order-response non-retry
protocol (e.g., the Advanced Extensible Interface (AXI)
Coherency Extensions (ACE) bus coherency protocol, as a
non-limiting example). The interface bridge circuit 1s con-
figured to receive a snoop command from the first core
device, and forward the snoop command to the second core
device. While the snoop command 1s pending (1.e., belore a
snoop response 1s received from the second core device), the
interface bridge circuit detects a potential deadlock condi-
tion between the first core device and the second core
device. In some aspects, detecting the potential deadlock
condition may include detecting an address collision
between the snoop command and a subsequent write opera-
tion sent by the second core device, and/or detecting an
expiration of a countdown timer that 1s activated when the
snoop command waits for a snoop response. In response to
detecting the potential deadlock condition, the interface
bridge circuit 1s configured to send a retry response to the
first core device. This enables the first core device to
continue processing, thereby eliminating the potential dead-
lock condition. In this manner, the interface bridge circuit
resolves the potential deadlock condition as soon as it 1s
detected, while maintaining compatibility with existing bus
coherency protocols and core devices and involving no
modifications to existing busses.

In another aspect, an interface bridge circuit 1s provided.
The interface bridge circuit 1s communicatively coupled to
a first core device implementing a retry bus coherency
protocol, and a second core device implementing an in-
order-response non-retry bus coherency protocol. The inter-
face bridge circuit 1s configured to receive a snoop command
from the first core device, and forward the snoop command
to the second core device. The interface bridge circuit 1s
turther configured to detect a potential deadlock condition
between the first core device and the second core device
while the snoop command 1s pending. The interface bridge
circuit 1s also configured to, responsive to detecting the
potential deadlock condition, send a retry response to the
first core device.

In another aspect, a processor-based system 1s provided.
The processor-based system comprises a first core device
implementing a retry bus coherency protocol, and a second
core device implementing an in-order-response non-retry
bus coherency protocol. The processor-based system further
comprises an 1nterface bridge circuit communicatively
coupled to the first core device and the second core device.
The 1nterface bridge circuit 1s configured to receive a snoop
command from the first core device, and forward the snoop
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command to the second core device. The interface bridge
circuit 1s further configured to detect a potential deadlock
condition between the first core device and the second core
device while the snoop command 1s pending. The 1nterface
bridge circuit 1s also configured to, responsive to detecting
the potential deadlock condition, send a retry response to the
first core device.

In another aspect, an interface bridge circuit 1s provided.
The interface bridge circuit comprises a means for receiving
a snoop command from a first core device implementing a
retry bus coherency protocol. The interface bridge circuit
turther comprises a means for forwarding the snoop com-
mand to a second core device implementing an in-order-
response non-retry bus coherency protocol. The interface
bridge circuit also comprises a means for detecting a poten-
tial deadlock condition between the first core device and the
second core device while the snoop command 1s pending.
The interface bridge circuit additionally comprises a means
for sending a retry response to the first core device respon-
sive to detecting the potential deadlock condition.

In another aspect, a method for avoiding deadlocks
among IP cores of processor-based systems 1s provided. The
method comprises receiving, by an interface bridge circuit of
a processor-based system, a snoop command from a {first
core device implementing a retry bus coherency protocol.
The method further comprises forwarding the snoop com-
mand to a second core device implementing an in-order-
response non-retry bus coherency protocol. The method also
comprises detecting a potential deadlock condition between
the first core device and the second core device while the
snoop command 1s pending. The method additionally com-
prises responsive to detecting the potential deadlock condi-
tion, sending a retry response to the first core device.

BRIEF DESCRIPTION OF THE FIGURES

FIG. 1 1s a block diagram of an exemplary processor-
based system 1n which deadlocks may arise between a first
core device implementing a retry bus coherency protocol,
and a second core device implementing an 1n-order-response
non-retry bus coherency protocol;

FIG. 2 1s a block diagram 1llustrating exemplary commu-
nications tlows between the first core device and the second
core device 1n FIG. 1 that may result in a deadlock condition;

FIG. 3 1s a block diagram of an exemplary processor-
based system providing an interface bridge circuit for avoid-
ing deadlocks between a first core device implementing a
retry bus coherency protocol, and a second core device
implementing an m-order-response non-retry bus coherency
protocol;

FIGS. 4A and 4B are block diagrams illustrating exem-
plary communications flows among the interface bridge
circuit and the core devices of FIG. 3 for avoiding deadlocks
between the core devices:

FIGS. 5A and 5B are flowcharts illustrating exemplary
operations of the interface bridge circuit of FIG. 3 {for
avoiding deadlocks between the core devices; and

FIG. 6 1s a block diagram of an exemplary processor-
based system that can include the interface bridge circuit of

FIG. 3.

DETAILED DESCRIPTION

With reference now to the drawing figures, several exem-
plary aspects of the present disclosure are described. The
word “exemplary” 1s used herein to mean “serving as an
example, instance, or illustration.” Any aspect described
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herein as “exemplary” 1s not necessarily to be construed as
preferred or advantageous over other aspects.

Aspects disclosed herein include avoiding deadlocks 1n
processor-based systems employing retry and in-order-re-
sponse non-retry bus coherency protocols. Before describing
operations for avoiding deadlocks among cores devices that
implement retry and in-order-response non-retry bus coher-
ency protocols, exemplary circumstances under which a
deadlock condition may arise among such core devices are
discussed. In this regard, FIGS. 1 and 2 are provided. FIG.
1 1llustrates an exemplary processor-based system 1n which
deadlocks may arise between core devices, while FIG. 2
shows exemplary communications tlows between the core
devices that may give rise to a deadlock condition.

In FIG. 1, an exemplary processor-based system 100 1n
which deadlocks may arise includes a core device 102 and
a core device 104. In some aspects, each of the core devices
102, 104 may comprise a central processing unit (CPU), a
graphics processing umt (GPU), a processor cluster, and/or
a hardware accelerator, as non-limiting examples. The core
devices 102, 104 of the processor-based system 100 include
corresponding caches 106, 108, which enable shared data
(not shown) to be stored locally for quicker access by the
core devices 102, 104.

The core devices 102, 104 of FIG. 1 are communicatively
coupled to each other via busses 110 and 111 and a bridge
112. In this manner, each of the core devices 102, 104 may
snoop read requests (not shown) sent by other core devices,
and may provide snoop responses and/or intervention data.
Each of the caches 106, 108 may store local copies of shared
data, which can be read and/or modified by any of the core
devices 102, 104. Thus, to ensure that the shared data stored
in the caches 106, 108 1s viewed 1n a consistent manner by
the core devices 102, 104, each of the core devices 102, 104
implements a snoop-based bus coherency protocol. In the
example of FIG. 1, the core device 102 implements a retry
bus coherency protocol, such as a proprietary bus coherency
protocol. The core device 104 implements an 1n-order-
response non-retry bus coherency protocol (e.g., the
Advanced Extensible Intertace (AXI) Coherency Extensions
(ACE) bus coherency protocol, as a non-limiting example).
In aspects in which the core device 104 implements the ACE
protocol, the core device 104 may provide an address write
(AW) channel 114, a coherency response (CR) channel 116,
and an address coherency (AC) channel 118. The address
write channel 114 may be used by the core device 104 to
send write commands. The coherency response channel 116
may be used by the core device 104 to answer snoop
requests, while the address coherency channel 118 may be
used by the core device 104 to send snoop requests.

Referring now to FIG. 2, a deadlock condition between
the core device 102 and the core device 104 may arise as a
result of the exemplary communications flows illustrated
herein. In FIG. 2, the core device 102 sends a snoop
command (“SNOOP CMD”) 200 having a memory address
A to the core device 104 via the bridge 112. Betore the core
device 104 processes the snoop command 200, the core
device 104 asynchronously sends a write command
(“WRITE CMD™) 202, also having the memory address A,
to the core device 102 via the bridge 112. Because of the
dependency requirements of the mn-order-response non-retry
bus coherency protocol implemented by the core device 104,
the core device 104 will not generate a snoop response 204
to the snoop command 200 until processing of the write
command 202 has completed, as indicated by element 206.
However, because the core device 102 detects that the
memory address A of the write command 202 1s the same as
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the still-pending snoop command 200 (i1.e., an address
hazard), the core device 102 will not process the write
command 202 until the snoop response 204 to the snoop
command 200 1s received, as indicated by element 208.
Thus, a deadlock condition occurs as each of the core
devices 102, 104 1s waiting on the other to complete an
operation before proceeding. In some aspects, a deadlock
may also occur 1f the write command 202 1s “stuck™ in an
internal butler (not shown) behind other commands that are
being processed by the core device 104.

Accordingly, to avoid deadlocks between core devices
employing retry and in-order-response non-retry bus coher-
ency protocols, an interface bridge circuit 1s provided as an
interconnect between the core devices. In this regard, FIG.
3 illustrates an exemplary processor-based system 300
including an 1interface bridge circuit 302. The processor-
based system 300 may encompass any one of known digital
logic elements, semiconductor circuits, processing cores,
and/or memory structures, among other elements, or com-
binations thereof. Aspects described herein are not restricted
to any particular arrangement of elements, and the disclosed
techniques may be easily extended to various structures and
layouts on semiconductor dies or packages.

The interface bridge circuit 302 1s commumnicatively
coupled to a core device 304 and a core device 306 via
busses 308 and 309. Fach of the core devices 304, 306 may
comprise a CPU, a GPU, a processor cluster, and/or a
hardware accelerator, as non-limiting examples. It 1s to be
understood that, 1n some aspects, the processor-based sys-
tem 300 may contain more core devices than illustrated in
FIG. 3, and the interconnections therebetween may vary
from the connections shown i FIG. 3.

The core devices 304, 306 provide corresponding caches
310, 312 for storing local copies of shared data (not shown).
Because the caches 310, 312 may store local copies of
shared data which can be read and/or modified by any of the
core devices 304, 306, each of the core devices 304, 306
implements a snoop-based bus coherency protocol to ensure
that a consistent view of the shared data 1s presented to the
core devices 304, 306. In FIG. 3, the core device 304
implements a retry bus coherency protocol (such as a
proprietary bus coherency protocol), while the core device
306 implements an in-order-response non-retry bus coher-
ency protocol (e.g., the ACE protocol, as a non-limiting
example). According to aspects in which the core device 306
implements the ACE protocol, the core device 306 may
provide an address write (AW) channel 314, a coherency
response (CR) channel 316, and an address coherency (AC)
channel 318, each having the same functionality as the
corresponding elements of FIGS. 1 and 2.

The interface bridge circuit 302 1s configured to detect a
potential deadlock condition between the core devices 304,
306 resulting from the differing requirements of the retry bus
coherency protocol used by the core device 304 and the
in-order-response non-retry bus coherency protocol used by
the core device 306. In some aspects, the interface bridge
circuit 302 may detect a potential deadlock condition by
detecting an address collision between a write command
(not shown) issued by the core device 304 and a snoop
command (not shown) 1ssued by the core device 306. Some
aspects may provide that the interface bridge circuit 302
may detect the potential deadlock condition by detecting that
a countdown timer 320, activated by the interface bridge
circuit 302 when a snoop command from the core device 304
waits for a snoop response, has expired. The countdown
timer 320 may be reset by the interface bridge circuit 302
upon recerving a snoop response (not shown) from the core
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device 306 corresponding to the pending snoop command
from the core device 304. The countdown timer 320 may use
a preset timer value 1n some aspects, while according to
some aspects the countdown timer 320 1s a programmable
countdown timer that uses a programmatically-set timer
value.

In response to detecting the potential deadlock condition
(e.g., by detecting an address collision or an expiration of the
countdown timer 320), the interface bridge circuit 302 1s
configured to send a retry response to the core device 304,
as discussed 1n greater detail with respect to FIGS. 4A and
4B. In this manner, the core device 304 1s able to continue
processing, thereby eliminating the potential deadlock con-
dition. As a non-limiting example, when a retry response 1s
sent to the core device 304 as a result of an address collision
between the snoop command and the write command, the
core device 304 and/or the bus 308 may be able to resolve
the dependency on the pending snoop command, and may
proceed with processing the write command. Once the write
command 1s completed by the core device 304, the core
device 306 may then be free to respond to the original snoop
command, thus avoiding the potential deadlock condition.
Similarly, in aspects 1n which a retry response 1s sent to the
core device 304 as a result of the expiration of the count-
down timer 320, the core device 304 1s able to continue
processing while the core device 306 completes its in-
progress operations.

FIGS. 4A and 4B are provided to illustrate exemplary
communications flows among the interface bridge circuit
302 and the core devices 304, 306 of FIG. 3 for avoiding
deadlocks between the core devices 304, 306. Elements of
FIG. 3 are referenced 1n describing FIGS. 4A and 4B for the
sake of clarity. Additionally, the bus 308 of FIG. 3 1s omitted
from FIGS. 4A and 4B.

In FIG. 4A, a snoop command (“SNOOP CMD”) 400 to
a memory address A 1s sent from the core device 304 to the
interface bridge circuit 302, which forwards the snoop
command 400 to the core device 306. In some aspects, the
core device 306 may send a write command (“WRITE
CMD”) 402 to the same memory address A to the interface
bridge circuit 302. In such aspects, the interface bridge
circuit 302 may determine that an address hazard exists
between the snoop command 400 and the write command
402, and accordingly may determine that a potential dead-
lock condition exists between the core devices 304, 306.
Some aspects may provide that the countdown timer 320 1s
activated when the interface bridge circuit 302 recerves the
snoop command 400 and begins 1ts wait for a snoop
response (not shown) to the snoop command 400. The
potential deadlock condition 1s detected when the interface
bridge circuit 302 detects that the countdown timer 320 has
expired before the snoop response 1s received from the core
device 306. This potential deadlock condition may occur 1n
circumstances in which the write command 402 1s “stuck™
behind other commands (not shown) being processed by the
core device 306. Upon detecting the potential deadlock
condition between the core devices 304, 306, the interface
bridge circuit 302 sends a retry response 404 to the core
device 304. In this manner, the core device 304 1s able to
continue processing, thus eliminating the potential deadlock
condition.

As seen 1 FIG. 4B, 1n some aspects the interface bridge
circuit 302 may receive a snoop response 406 from the core
device 306 corresponding to the snoop command 400 from
the core device 304. If the snoop response 406 1s received by
the iterface bridge circuit 302 before the countdown timer
320 has expired, the countdown timer 320 may be reset. The
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snoop response 406 may be received after the potential
deadlock condition has been detected and the retry response
404 has been sent to the core device 304. It the core device
304 retries the same snoop command 400 in the meantime,
the retried snoop command 400 will be handled 1n the same
fashion as the original snoop command 400 i1 the original
snoop command 400 has not been completed by the inter-
tace bridge circuit 302. If the snoop response 406 contains
modified data 408 (1.e., “dirty” data), the modified data 408
may be provided to the core device 304 as a response to the
snoop command 400. The core device 304 may then perform
a writeback operation (not shown) using the modified data
408. However, 1f the snoop response 406 does not contain
the modified data 408, the interface bridge circuit 302 may
discard the snoop response 406.

To 1llustrate exemplary operations of the interface bridge
circuit 302 of FIG. 3 for avoiding deadlocks between the
first core device 304 and the second core device 306, FIGS.
5A and 5B are provided. Elements of FIGS. 3, 4A, and 4B
are referenced in describing FIGS. 5A and 5B for the sake
of clanity. In FIG. 5A, operations begin with the interface
bridge circuit 302 of the processor-based system 300 receiv-
ing a snoop command 400 from the first core device 304
implementing a retry bus coherency protocol (block 500). In
this regard, the interface bridge circuit 302 may be referred
to herein as “a means for receiving a snoop command from
a first core device implementing a retry bus coherency
protocol.” In some aspects, the retry bus coherency protocol
implemented by the first core device 304 may comprise a
proprietary bus protocol that supports retry responses to
snoop commands.

In aspects in which the interface bridge circuit 302
provides the countdown timer 320 for detecting a potential
deadlock condition, the interface bridge circuit 302 may
activate the countdown timer 320 responsive to the interface
bridge circuit 302 receiving the snoop command 400 from
the first core device 304 and beginning 1ts wait for a snoop
response 406 to the snoop command 400 (block 502).
Accordingly, the interface bridge circuit 302 may be referred
to herein as “a means for activating a countdown timer
responsive to the snoop command from the first core device
waiting for a snoop response.” The interface bridge circuit
302 then forwards the snoop command 400 to the second
core device 306 of the processor-based system 300 imple-
menting an 1n-order-response non-retry bus coherency pro-
tocol (block 504). The interface bridge circuit 302 thus may
be referred to herein as “a means for forwarding the snoop
command to a second core device implementing an 1n-order-
response non-retry bus coherency protocol.” According to
some aspects, the in-order-response non-retry bus coherency
protocol implemented by the second core device 306 may
comprise the ACE bus coherency protocol.

The interface bridge circuit 302 next detects a potential
deadlock condition between the first core device 304 and the
second core device 306 while the snoop command 400 1s
pending (block 506). In this regard, the interface bridge
circuit 302 may be referred to heremn as “a means for
detecting a potential deadlock condition between the first
core device and the second core device while the snoop
command 1s pending.” In some aspects, operations of block
506 for detecting the potential deadlock condition may
comprise the mterface bridge circuit 302 receiving the write
command 402 from the second core device 306 while the
snoop command 400 1s pending (block 508). Accordingly,
the interface bridge circuit 302 may be referred to herein as
“a means for receiving a write command from the second
core device while the snoop command 1s pending.” The
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interface bridge circuit 302 may then detect an address
collision between the write command 402 and the snoop
command 400 (block 510). The interface bridge circuit 302
thus may be referred to herein as “a means for detecting an
address collision between the write command and the snoop
command.” Some aspects may provide that operations of
block 506 for detecting the potential deadlock condition may
comprise the interface bridge circuit 302 detecting that the
countdown timer 320 has expired (block 512). In this regard.,
the interface bridge circuit 302 may be referred to herein as
“a means for detecting that the countdown timer has
expired.”

In response to detecting the potential deadlock condition,
the interface bridge circuit 302 sends a retry response 404 to
the first core device 304 (block 514). Accordingly, the
interface bridge circuit 302 may be referred to herein as “a
means for sending a retry response to the first core device
responsive to detecting the potential deadlock condition.”
By sending the retry response 404 to the first core device
304, the interface bridge circuit 302 enables the first core
device 304 to continue processing, thus eliminating the
potential deadlock condition between the first core device
304 and the second core device 306. In some aspects,
processing may then resume at block 516 of FIG. 5B.

Referring now to FIG. 5B, the interface bridge circuit 302
according to some aspects may receive a snoop response 406
from the second core device 306 (block 516). The interface
bridge circuit 302 thus may be referred to herein as “a means
for rece1ving a snoop response from the second core device.”
Upon recerving the snoop response 406 from the second
core device 306, the interface bridge circuit 302 may reset
the countdown timer 320 (block 518). In this regard, the
interface bridge circuit 302 may be referred to herein as “a
means for resetting the countdown timer responsive to
receiving the snoop response from the second core device.”
In some aspects, the snoop response 406 may be received
alter the potential deadlock condition has been detected and
the retry response 404 has been sent to the first core device
304. If the first core device 304 retries the same snoop
command 400 in the meantime, the retried snoop command
400 will be handled 1n the same fashion as the original snoop
command 400 if the original snoop command 400 has not
been completed by the intertace bridge circuit 302.

The interface bridge circuit 302 may then determine
whether the snoop response 406 comprises modified data
408 that was provided by the second core device 306 (block
520). Accordingly, the iterface bridge circuit 302 may be
referred to herein as “a means for determining whether the
snoop response comprises modified data provided by the
second core device.” If the interface bridge circuit 302
determines at decision block 520 that the snoop response
406 comprises the modified data 408, the interface bridge
circuit 302 may send the modified data 408 to the first core
device 304 for a writeback operation (block 522). The
interface bridge circuit 302 thus may be referred to herein as
“a means for, responsive to determining that the snoop
response comprises modified data provided by the second
core device, sending the modified data to the first core
device for a writeback operation.” However, if the interface
bridge circuit 302 determines at decision block 520 that the
snoop response 406 does not comprise the modified data
408, the interface bridge circuit 302 may discard the snoop
response 406 (block 524). In this regard, the interface bridge
circuit 302 may be referred to herein as “a means for,
responsive to determining that the snoop response does not
comprise the modified data provided by the second core
device, discarding the snoop response.”
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Avoiding deadlocks 1n processor-based systems employ-
ing retry and in-order-response non-retry bus coherency
protocols according to aspects disclosed herein may be
provided 1n or integrated into any processor-based device.
Examples, without limitation, include a set top box, an
entertainment unit, a navigation device, a communications
device, a fixed location data unit, a mobile location data unait,
a mobile phone, a cellular phone, a smart phone, a tablet, a
phablet, a computer, a portable computer, a desktop com-
puter, a personal digital assistant (PDA), a monitor, a
computer momtor, a television, a tuner, a radio, a satellite
radio, a music player, a digital music player, a portable
music player, a digital video player, a video player, a digital
video disc (DVD) player, a portable digital video player, and
an automobile.

In this regard, FIG. 6 illustrates an example of a proces-
sor-based system 600 that can employ the interface bridge
circuit (IBC) 302 illustrated in FI1G. 3. In thus example, the
processor-based system 600 may correspond to the proces-

sor-based system 300 of FIG. 3. The processor-based system
600 includes one or more CPUs 602(0)-602(X), each includ-

ing one or more processors 604(0)-604(X). The CPU(s)
602(0)-602(X) may correspond to the core devices 102 and
104, respectively. The CPU(s) 602(0)-602(X) may have
cache memory 606(0)-606(X) coupled to the processor(s)
604(0)-604(X) for rapid access to temporarily stored data.
The CPU(s) 602(0)-602(X) are coupled to a system bus 608
and can intercouple master and slave devices included 1n the
processor-based system 600. As 1s well known, the CPU(s)
602(0)-602(X) communicates with these other devices by
exchanging address, control, and data information over the
system bus 608. For example, the CPU(s) 602(0)-602(X)
can communicate bus transaction requests to a memory
controller 610 as an example of a slave device.

Other master and slave devices can be connected to the
system bus 608. As illustrated 1n FIG. 6, these devices can
include a memory system 612, one or more mput devices
614, one or more output devices 616, one or more network
interface devices 618, and one or more display controllers
620, as examples. The mput device(s) 614 can include any
type of input device, including but not limited to input keys,
switches, voice processors, etc. The output device(s) 616 can
include any type of output device, including, but not limited
to, audio, video, other visual indicators, etc. The network
interface device(s) 618 can be any devices configured to
allow exchange of data to and from a network 622. The
network 622 can be any type of network, including, but not
limited to, a wired or wireless network, a private or public
network, a local area network (LAN), a wireless local area
network (WLAN), a wide area network (WAN), a BLU-
ETOOTH™ network, and the Internet. The network inter-
tace device(s) 618 can be configured to support any type of
communications protocol desired. The memory system 612
can include one or more memory units 624(0-N).

The CPU(s) 602 may also be configured to access the
display controller(s) 620 over the system bus 608 to control
information sent to one or more displays 626. The display
controller(s) 620 sends information to the display(s) 626 to
be displayed via one or more video processors 628, which
process the information to be displayed nto a format suit-
able for the display(s) 626. The display(s) 626 can include
any type of display, including, but not limited to, a cathode
ray tube (CRT), a liquid crystal display (LCD), a plasma
display, etc.

Those of skill 1n the art will further appreciate that aspects
described herein may be employed 1n any circuit, hardware
component, itegrated circuit (IC), or IC chip, as examples.
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Memory disclosed herein may be any type and size of
memory and may be configured to store any type of infor-
mation desired. To clearly illustrate this interchangeabaility,
various 1llustrative components, blocks, modules, circuits,
and steps have been described above generally 1in terms of
their Tunctionality. How such functionality 1s implemented
depends upon the particular application, design choices,
and/or design constraints imposed on the overall system.
Skilled artisans may implement the described functionality
in varying ways lfor each particular application, but such
implementation decisions should not be interpreted as caus-
ing a departure from the scope of the present disclosure.
The various illustrative logical blocks, modules, and
circuits described in connection with the aspects disclosed
herein may be implemented or performed with a processor,
a Digital Signal Processor (DSP), an Application Specific
Integrated Circuit (ASIC), a Field Programmable Gate Array
(FPGA) or other programmable logic device, discrete gate or
transistor logic, discrete hardware components, or any com-
bination thereot designed to perform the functions described
herein. A processor may be a microprocessor, but in the
alternative, the processor may be any conventional proces-
sor, controller, microcontroller, or state machine. A proces-
sor may also be implemented as a combination of computing
devices (e.g., a combination of a DSP and a microprocessor,
a plurality of microprocessors, one or more miCroprocessors
in conjunction with a DSP core, or any other such configu-
ration).
It 1s also noted that the operational steps described 1n any
of the exemplary aspects herein are described to provide
examples and discussion. The operations described may be
performed in numerous different sequences other than the
illustrated sequences. Furthermore, operations described 1n a
single operational step may actually be performed in a
number of different steps. Additionally, one or more opera-
tional steps discussed i1n the exemplary aspects may be
combined. It 1s to be understood that the operational steps
illustrated 1n the flowchart diagrams may be subject to
numerous different modifications as will be readily apparent
to one of skill 1in the art. Those of skill in the art will also
understand that information and signals may be represented
using any of a variety of diflerent technologies and tech-
niques. For example, data, instructions, commands, infor-
mation, signals, bits, symbols, and chips that may be refer-
enced throughout the above description may be represented
by voltages, currents, electromagnetic waves, magnetic
fields or particles, optical fields or particles, or any combi-
nation thereof.
The previous description of the disclosure 1s provided to
enable any person skilled 1in the art to make or use the
disclosure. Various modifications to the disclosure will be
readily apparent to those skilled in the art, and the generic
principles defined herein may be applied to other variations
without departing from the spirit or scope of the disclosure.
Thus, the disclosure 1s not intended to be limited to the
examples and designs described herein, but 1s to be accorded
the widest scope consistent with the principles and novel
features disclosed herein.
What 1s claimed 1s:
1. A method for avoiding deadlocks among cores of
processor-based systems, comprising:
recerving, by an interface bridge circuit of a processor-
based system, a snoop command from a first core
device implementing a retry bus coherency protocol;

forwarding the snoop command to a second core device
implementing an in-order-response non-retry bus
coherency protocol;
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detecting a potential deadlock condition between the first
core device and the second core device while the snoop
command 1s pending; and

responsive to detecting the potential deadlock condition,

sending a retry response to the first core device.

2. The method of claim 1, wherein detecting the potential
deadlock condition between the first core device and the
second core device comprises:

receiving a write command from the second core device

while the snoop command is pending; and

detecting an address collision between the write command

and the snoop command.
3. The method of claim 1, further comprising;:
activating a countdown timer responsive to the interface
bridge circuit recerving the snoop command from the
first core device and waiting for a snoop response; and

resetting the countdown timer responsive to receiving the
snoop response from the second core device;

wherein detecting the potential deadlock condition

between the first core device and the second core
device comprises detecting that the countdown timer
has expired.
4. The method of claim 3, wherein the countdown timer
comprises a programmable countdown timer.
5. The method of claim 1, further comprising:
receiving a snoop response ifrom the second core device;
determining whether the snoop response comprises modi-
fied data provided by the second core device;

responsive to determining that the snoop response com-
prises the modified data provided by the second core
device, sending the modified data to the first core
device for a writeback operation; and

responsive to determining that the snoop response does

not comprise the modified data provided by the second
core device, discarding the snoop response.

6. The method of claim 1, wherein the 1n-order-response
non-retry bus coherency protocol comprises an Advanced
Extensible Interface (AXI) Coherency Extensions (ACE)
bus coherency protocol.

7. An 1nterface bridge circuit configured to:

receive a snoop command from a first core device imple-

menting a retry bus coherency protocol;

forward the snoop command to a second core device

implementing an in-order-response non-retry bus
coherency protocol;

detect a potential deadlock condition between the first

core device and the second core device while the snoop
command 1s pending; and

responsive to detecting the potential deadlock condition,

send a retry response to the first core device.

8. The interface bridge circuit of claim 7, configured to
detect the potential deadlock condition between the first core
device and the second core device by:

receiving a write command from the second core device

while the snoop command 1s pending; and

detecting an address collision between the write command

and the snoop command.

9. The interface bridge circuit of claim 7, comprising a
countdown timer;

the interface bridge circuit further configured to:

activate the countdown timer responsive to the inter-
face bridge circuit receiving the snoop command
from the first core device and waiting for a snoop
response; and

reset the countdown timer responsive to recerving the
snoop response ifrom the second core device;
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wherein the mtertace bridge circuit 1s configured to detect
the potential deadlock condition between the first core
device and the second core device by detecting that the
countdown timer has expired.
10. The interface bridge circuit of claim 9, wherein the
countdown timer comprises a programmable countdown
timer.
11. The interface bridge circuit of claim 7, further con-
figured to:
recerve a snoop response from the second core device;
determine whether the snoop response comprises modi-
fied data provided by the second core device;

responsive to determining that the snoop response com-
prises the modified data provided by the second core
device, send the modified data to the first core device
for a writeback operation; and

responsive to determining that the snoop response does

not comprised the modified data provided by the sec-
ond core device, discard the snoop response.

12. The interface bridge circuit of claim 7, wherein the
in-order-response non-retry bus coherency protocol com-
prises an Advanced Extensible Interface (AXI) Coherency
Extensions (ACE) bus coherency protocol.

13. The interface bridge circuit of claim 7 integrated into
an integrated circuit (I1C).

14. The interface bridge circuit of claim 7 integrated into
a device selected from the group consisting of: a set top box;
an entertainment unit; a navigation device; a communica-
tions device; a fixed location data unit; a mobile location
data unit; a mobile phone; a cellular phone; a smart phone;
a tablet; a phablet; a computer; a portable computer; a
desktop computer; a personal digital assistant (PDA); a
monitor; a computer monitor; a television; a tuner; a radio;
a satellite radio; a music player; a digital music player; a
portable music player; a digital video player; a video player;
a digital video disc (DVD) player; a portable digital video
player; and an automobile.

15. A processor-based system comprising:

a first core device implementing a retry bus coherency

protocol;

a second core device implementing an 1n-order-response

non-retry bus coherency protocol; and

an interface bridge circuit communicatively coupled to

the first core device and the second core device;

wherein the interface bridge circuit 1s configured to:

receive a snoop command from the first core device;

forward the snoop command to the second core device;

detect a potential deadlock condition between the first
core device and the second core device while the
snoop command 1s pending; and

responsive to detecting the potential deadlock condi-
tion, send a retry response to the first core device.

16. An iterface bridge circuit comprising;:

a means for receiving a snoop command from a {irst core

device implementing a retry bus coherency protocol;

a means for forwarding the snoop command to a second

core device implementing an in-order-response non-
retry bus coherency protocol;

a means for detecting a potential deadlock condition

between the first core device and the second core

device while the snoop command 1s pending; and

a means for sending a retry response to the first core
device responsive to detecting the potential deadlock
condition.
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17. The interface bridge circuit of claim 16, wherein the 19. The interface bridge circuit of claim 18, wherein the
means for detecting the potential deadlock condition countdown timer comprises a programmable countdown
between the first core device and the second core device timet.
COMprises: 20. The interface bridge circuit of claim 16, further

5 comprising;
a means for recerving a snoop response from the second
core device;

a means for recerving a write command from the second
core device while the snoop command 1s pending; and

a means for detecting an address collision between the a means for determining whether the snoop response
write command and the snoop command. comprises modified data provided by the second core

18. The mtertace bridge circuit of claim 16, further . device;
comprising: a means for, responsive to determining that the snoop

response comprises the modified data provided by the
second core device, sending the modified data to the
first core device for a writeback operation; and

a means for, responsive to determining that the snoop

a means for activating a countdown timer responsive to
the interface bridge circuit receiving the snoop com-
mand from the first core device and waiting for a snoop

response; and 15 response does not comprise the modified data provided
a means for resetting the countdown timer responsive to by the second core device, discarding the snoop

receiving the snoop response from the second core response.

device; 21. The interface bridge circuit of claim 16, wherein the

in-order-response non-retry bus coherency protocol com-
20 prises an Advanced Extensible Interface (AXI) Coherency
Extensions (ACE) bus coherency protocol.

wherein the means for detecting the potential deadlock
condition between the first core device and the second
core device comprises a means for detecting that the
countdown timer has expired. I I
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