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1

AUTOMATED MANAGEMENT OF NATURAL
LANGUAGE QUERIES IN ENTERPRISE
BUSINESS INTELLIGENCE ANALYTICS

TECHNICAL FIELD

This disclosure relates to business intelligence systems,
and more particularly, to business intelligence analytics
systems.

BACKGROUND

Enterprise software systems are typically sophisticated,
large-scale systems that support many, e.g., hundreds or
thousands, of concurrent users. Examples of enterprise soft-
ware systems include financial planning systems, budget
planning systems, order management systems, inventory
management systems, sales force management systems,
business ntelligence tools, enterprise reporting tools, proj-
ect and resource management systems, and other enterprise
soltware systems.

Many enterprise performance management and business
planning applications require a large base of users to enter
data that the software then accumulates into higher level
areas ol responsibility 1n the organization. Moreover, once
data has been entered, 1t must be retrieved to be utilized. The
system may perform mathematical calculations on the data,
combining data submitted by many users. Using the results
of these calculations, the system may generate reports for
review by higher management. Often these complex systems
make use of multidimensional data sources that organize and
manipulate the tremendous volume of data using data struc-
tures referred to as data cubes. Each data cube, for example,
includes a plurality of hierarchical dimensions having levels
and members for storing the multidimensional data.

Business intelligence (BI) systems may include analytics
systems that may provide insights into collections of enter-
prise data. An analytics system may be used to explore data,
determine cause and eflect relationships among data, for-
mulate predictions based on existing data, and support
decision-making, for example. An analytics system may
include a variety of tools and capabilities for visualizing,
analyzing, and exploring enterprise data.

SUMMARY

In one aspect of the mvention, a method includes per-
forming natural language processing and semantic process-
ing on a natural language query to identily data sets relevant
to the natural language query. The method further includes
grouping the data sets into one or more query domains based
at least 1n part on one or more relationships among the data
sets. The method further includes prioritizing the query
domain sets. The method further includes loading one or
more of the query domain sets 1n an order based on the
prioritizing of the query domain sets.

In another aspect, a computer program product includes a
computer-readable storage medium having program code
embodied therewith. The program code 1s executable by a
computing device to perform natural language processing
and semantic processing on a natural language query to
identify data sets relevant to the natural language query. The
program code 1s further executable by a computing device to
group the data sets mto one or more query domains based at
least 1n part on one or more relationships among the data
sets. The program code 1s further executable by a computing
device to prioritize the query domain sets. The program code
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2

1s Turther executable by a computing device to load one or
more ol the query domain sets 1 an order based on the
prioritizing of the query domain sets.

In another aspect, a computer system includes one or
more processors, one or more computer-readable memories,
and one or more computer-readable, tangible storage
devices. The computer system further includes program
instructions, stored on at least one of the one or more storage
devices for execution by at least one of the one or more
processors via at least one of the one or more memories, to
perform natural language processing and semantic process-
ing on a natural language query to identily data sets relevant
to the natural language query. The computer system further
includes program 1instructions, stored on at least one of the
one or more storage devices for execution by at least one of
the one or more processors via at least one of the one or more
memories, to group the data sets mto one or more query
domains based at least 1n part on one or more relationships
among the data sets. The computer system further includes
program 1nstructions, stored on at least one of the one or
more storage devices for execution by at least one of the one
or more processors via at least one of the one or more
memories, to prioritize the query domain sets. The computer
system further includes program instructions, stored on at
least one of the one or more storage devices for execution by
at least one of the one or more processors via at least one of
the one or more memories, to load one or more of the query
domain sets 1n an order based on the prioritizing of the query
domain sets.

The details of one or more embodiments of the invention
are set forth in the accompanying drawings and the descrip-
tion below. Other features, objects, and advantages of the
invention will be apparent from the description and draw-
ings, and from the claims.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 shows a block diagram illustrating an example
enterprise software system that may perform natural lan-
guage query management, in one aspect of this disclosure.

FIG. 2 shows a conceptual block diagram illustrating 1n
further detail portions of one embodiment of enterprise
business 1ntelligence (BI) computing environment that
includes a BI analytics system comprising a natural lan-
guage query management system as part of an enterprise Bl
computing system, 1n one aspect of this disclosure.

FIG. 3 shows a conceptual diagram of an example enter-
prise computing environment including a natural language
query management system that enables structured queries
and managed retrieval of enterprise data using natural lan-
guage mputs 1 a Bl client application, 1n an aspect of this
disclosure.

FIG. 4 depicts a data collection that includes a number of
data tables as they may be mitially identified as part of a
query execution process by a natural language query man-
agement system among data stores, 1n an aspect of this
disclosure.

FIG. 5 depicts data collection with query-relevant data
tables and with primary ontological concept identifications
for each table determined by natural language query man-

agement system, 1n an aspect of this disclosure.

FIG. 6 shows a data collection that includes a number of
data tables as they may be mitially identified as part of a
different example query execution process by a natural
language query management system among data stores, 1n
an aspect of this disclosure.
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FIG. 7 depicts another example data collection from a
database configured 1n a schema that does not have any data

table with only one-to-many cardinality with other data
tables, 1n another example of this disclosure.

FIG. 8 shows a screenshot of an example Bl analytics
application user interface (Ul) including an example natural
language query management Ul enabled by a natural lan-
guage query management system to show guidance, feed-
back, and user-enabled filtering options for a natural lan-
guage query, as well as mitial outputs responsive to the
natural language query, in one aspect of the disclosure.

FIG. 9 depicts a flowchart of an example process that a
natural language query management system, executing on
one or more computing devices (e.g., servers, computers,
processors, etc.), may perform, 1n one aspect of this disclo-
sure.

FIG. 10 1s a block diagram of a computing device that
may be used to implement a natural language query man-
agement system, 1n one aspect of this disclosure.

DETAILED DESCRIPTION

Various examples are disclosed herein for a business
intelligence (BI) analytics system that enables natural lan-
guage queries and performs automated partitioning, filter-
ing, and management of the queries and the responsive
retrieval of data from enterprise data sources. Bl analytics
systems typically include large, enterprise-scale BI applica-
tions that require substantial upiront work by database
experts to get up and running before client applications are
customized to the particular business and 1ts Bl reporting
requirements, and ready for business users to use. For
example, the enterprise’s database experts may build a Bl
sematic model that describes enterprise data stores 1n busi-
ness terms and conforms to current Bl reporting require-
ments required by various business users, and which may
change over time. The database experts may also be required
to build the BI semantic model to deal with ambiguous table
joins and common SQL traps such as “chasm™ and “fan”
traps. The BI semantic model may enable the BI client
application to be used by business users to visualize and
perform analytics on enterprise data. The business users may
also regularly give feedback to the BI technical stail on new
changes 1 BI reporting requirements, and wait for the
technical stafl to modify the enterprise Bl semantic model or
other parts of the BI applications to conform to the new
changes or reporting requirements. The initial preparation
and subsequent ongoing modifications of the Bl applications
tend to be time-consuming and expensive.

In various examples of this disclosure, a system may
instead enable business users who are knowledgeable 1n
their specific business and 1ts metrics but have little or no
knowledge of database design or query languages such as
SQL, to pose queries 1n natural language, that result in the
system retrieving and presenting data from the enterprise’s
data sources based on the natural language queries. Imple-
mentations of this disclosure may thus enable business users
to query enterprise data sources simply with natural lan-
guage queries, and receive data responsive to the natural
language queries in a Bl client application for data explo-
ration and analytics. Implementations of this disclosure may
also perform automated technical management of the data
queries and retrievals “under the hood” to compensate for
lack of fine-grained query construction in the natural lan-
guage queries compared with queries constructed in a data-
base query language such as SQL. For example, an imple-
mentation of this disclosure may provide business user-
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friendly guidance and feedback on data management, apply
automatic partitioning and filtering to executed queries
based on a natural language query input, and perform
intelligent management of upload times and segmentation
and ranked prioritization of uploaded portions of large
bodies of enterprise data responsive to the queries, as further
described below.

FIG. 1 shows a block diagram illustrating an example
enterprise soltware system that may perform natural lan-
guage query management, 1n one aspect of this disclosure.
FIG. 1 1llustrates an example context in which a natural
language query management system 22 of this disclosure
may be implemented and used. FIG. 1 1s a block diagram
illustrating an example enterprise 4 having a computing
environment 10 1 which a plurality of users 12A-12N
within enterprise 4 (collectively, “enterprise users 127 or
“users 12”7) may interact with an enterprise business intel-
ligence (BI) system 14 that includes a natural language
query management system 22, as described further below. In
the system shown in FIG. 1, enterprise business intelligence
system 14 1s communicatively coupled to a number of client
computing devices 16 A-16N (collectively, “client comput-
ing devices 16” or “computing devices 16”) by an enterprise
network 18. Users 12 interact with their respective comput-
ing devices 16 to access enterprise business intelligence
system 14. Users 12, computing devices 16, enterprise
network 18, and enterprise business intelligence system 14
may all be either 1n a single facility or widely dispersed in
two or more separate locations anywhere 1n the world, 1n
different examples.

For exemplary purposes, various examples of the tech-
niques of this disclosure may be readily applied to various
soltware systems, including enterprise business intelligence
systems or other large-scale enterprise soltware systems.
Examples of enterprise software systems include enterprise
financial or budget planning systems, order management
systems, mventory management systems, sales force man-
agement systems, business intelligence tools, enterprise
reporting tools, project and resource management systems,
and other enterprise software systems.

In this example, enterprise Bl system 14 includes servers
that run BI dashboard web applications and may provide
business analytics software. A user 12 may use a BI portal
on a client computing device 16 to view and manipulate
information such as business intelligence reports (“Bl
reports”) and other collections and visualizations of data via
their respective computing devices 16. This may include
data from any of a wide variety of sources, including from
multidimensional data structures and relational databases
within enterprise 4, as well as data from a variety of external
sources that may be accessible over public network 15,
including external client computing devices 17A-17N (col-
lectively, “external client computing devices 177 or “com-
puting devices 17”7) used by external users 13A-13N (“exter-
nal users 13”). In some examples, enterprise 4 may thus
make natural language query management system 22 avail-
able to any of enterprise users 12 or external users 13.

Users 12, 13 may use a variety of different types of
computing devices 16, 17 to interact with enterprise busi-
ness intelligence system 14 and access data visualization
tools and other resources via enterprise network 18. For
example, an enterprise user 12 may interact with enterprise
business intelligence system 14 and run a business intelli-
gence (BI) portal (e.g., a business intelligence dashboard,
etc.) using a laptop computer, a desktop computer, or the
like, which may run a web browser. Alternatively, an enter-
prise user may use a smartphone, tablet computer, or similar
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device, running a business intelligence dashboard in a web
browser, a dedicated mobile application, or other means for
interacting with enterprise business intelligence system 14.
An external user 13 may also access natural language query
management system 22 via a smartphone, tablet computer,
or similar device, running a business 1ntelligence dashboard
in a web browser, a dedicated mobile application, or other
means for iteracting with certain externally surfaced func-
tions of enterprise business intelligence system 14.

Enterprise network 18 and public network 15 may rep-
resent any communication networks, and may include a
packet-based digital network such as a private enterprise
intranet or a public network like the Internet. In this manner,
computing environment 10 can readily scale to suit large
enterprises. Enterprise users 12 may directly access enter-
prise business intelligence system 14 via a local area net-
work, or may remotely access enterprise business intelli-
gence system 14 via a virtual private network, remote
dial-up, or similar remote access communication mecha-
nism.

FIG. 2 shows a conceptual block diagram 1llustrating in
turther detail portions of one embodiment of enterprise
business intelligence (BI) computing environment 10 that
includes a BI analytics system 28 comprising natural lan-
guage query management system 22 as part of an enterprise
BI computing system 14, in one aspect of this disclosure. In
this example implementation, a single client computing
device 16 A 1s shown for purposes of example and includes
a Bl portal 24 and one or more client-side enterprise
soltware applications 26 that may utilize and manipulate
data, including to view analytics tools and data visualiza-
tions with Bl portal 24. Bl portal 24 may be rendered within
a general web browser application, within a locally hosted
application or mobile application, or other user interface. Bl
portal 24 may be generated or rendered using any combi-
nation of application software and data local to the comput-
ing device i1t’s being generated on, and/or remotely hosted 1n
one or more application servers or other remote resources.

BI portal 24 may include a BI analytics application user
interface (UI) 27 that may interact with an enterprise Bl
analytics system 28 implemented on enterprise Bl system
14, where BI analytics system 28 includes natural language
query management system 22. Bl analytics system 28 con-
figured with natural language query management system 22
may perform automated management of natural language
queries ol enterprise data, as further described below. Natu-
ral language query management system 22 may thereby
enable Bl analytics system 28 and/or BI analytics applica-
tion Ul 27 to implement a natural language query manage-
ment user iterface (UI) 39 on client computing device 16 A,
as further described below.

BI portal 24 may enable a user to enter queries in natural
language rather than, e.g., in the form of structured queries
in a query language such as SQL. Natural language query
management Ul 39 may also present guidance and feedback
to the user to assist the user 1n understanding sizes and load
times of data sets responsive to a natural language query, and
in filtering and prioritizing partitioned segments of data
responsive to a natural language query, as further described
below. Natural language query management Ul 39 of BI
portal 24 may then present visualizations or representations
of data based on enterprise data retrieved and loaded from
enterprise data stores 38 via natural language query man-
agement system 22.

FIG. 2 depicts additional detail for enterprise business
intelligence system 14 and how 1t may be accessed via
interaction with a BI portal 24 for depicting and providing
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visualizations of business data. BI portal 24 may provide
visualizations of data that represents, provides data from, or
links to any of a variety of types of resource, such as a Bl
report, a software application, a database, a spreadsheet, a
data structure, a flat file, Extensible Markup Language
(“XML”) data, a comma separated values (CSV) file, a data
stream, unorganized text or data, or other type of file or
resource. Bl portal 24 may also provide visualizations of
data based on natural language queries and follow-up fil-
tering or prioritizing implemented by natural language query
management system 22.

Natural language query management system 22 may be
hosted among enterprise applications 25, as in the example
depicted 1n FIG. 2, or may be hosted elsewhere, including on
a client computing device 16A/17A (which may be a client
computing device 16A internal to enterprise computing
environment 10 or a client computing device 17 A external to
enterprise computing environment 10 in different examples),
or distributed among various computing resources in enter-
prise business intelligence system 14, in some examples.
Natural language query management system 22 may be
implemented as or take the form of a stand-alone applica-
tion, a portion or add-on of a larger application, a library of
application code, a collection of multiple applications and/or
portions ol applications, or other forms, and may be
executed by any one or more servers, client computing
devices, processors or processing units, or other types of
computing devices.

As depicted mn FIG. 2, enterprise business intelligence
system 14 1s implemented in accordance with a three-tier
architecture: (1) one or more web servers 14 A that provide
web applications 23 with user interface functions, including
a server-side Bl portal application 21; (2) one or more
application servers 14B that provide an operating environ-
ment for enterprise software applications 25 and a data
access service 20; and (3) database servers 14C that provide
one or more data sources 38A, 388, ..., 38N (*data sources
38”). Enterprise software applications 235 may include natu-
ral language query management system 22 as one of enter-
prise soitware applications 25 or as a portion or portions of
one or more of enterprise software applications 25.

The data sources 38 may include two-dimensional data-
bases and/or multidimensional databases or data cubes. The
data sources may be implemented using a variety of vendor
platforms, and may be distributed throughout the enterprise.
As one example, the data sources 38 may be multidimen-
sional databases configured for Online Analytical Process-
ing (OLAP). As another example, the data sources 38 may
be multidimensional databases configured to receive and
execute Multidimensional Expression (MDX) queries of
some arbitrary level of complexity. As yet another example,
the data sources 38 may be two-dimensional relational
databases configured to receirve and execute SQL queries,
also with an arbitrary level of complexity. Data sources 38
may also include one or more sets of cross sectional data, for
example.

Multidimensional data structures are “multidimensional”
in that each multidimensional data element 1s defined by a
plurality of different object types, where each object 1s
associated with a different dimension. The enterprise appli-
cations 26 on client computing device 16A may 1ssue
business queries to enterprise business intelligence system
14 to build reports. Enterprise business intelligence system
14 includes a data access service 20 that provides a logical
interface to the data sources 38. Client computing device
16 A may transmit query requests through enterprise network
18 to data access service 20. Data access service 20 may, for
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example, execute on the application servers intermediate to
the enterprise software applications 25 and the underlying
data sources in database servers 14C. Data access service 20
retrieves a query result set from the underlying data sources,
in accordance with query specifications. Data access service
20 may intercept or receive queries, €.2., by way of an API
presented to enterprise applications 26. Data access service
20 may then return this result set to enterprise applications
26 as BI reports, other Bl objects, and/or other sources of
data that are made accessible to Bl portal 24 on client
computing device 16 A. These may include graphical repre-
sentations of data responsive to natural language queries
entered and modified via natural language query manage-
ment system 22.

As described above and further below, natural language
query management system 22 may be implemented in one or
more computing devices, and may involve one or more
applications or other software modules that may be executed
on one or more processors. Example embodiments of the
present disclosure may illustratively be described 1n terms of
the example of natural language query management system
22 1n various examples described below.

FIG. 3 shows a conceptual diagram of an example enter-
prise computing environment 300 including natural lan-
guage query management system 22 that enables structured
queries and managed retrieval of enterprise data using
natural language mputs 1n a BI client application, in an
aspect of this disclosure. A business user 12A may (e.g., by
spoken word or keyboard 1nput) pose a question 1n natural
language, such as “What are our sales by geography and
products over time,” 1nto natural language query manage-
ment Ul 39 i BI analytics Ul application 27. Natural
language query management Ul 39 may communicate the
natural language query 31 to natural language query man-
agement system 22. Natural language query management
system 22 may perform processing of the natural language
query 31 with a natural language processing (NLP) system
32 and a semantic processing system 34.

NLP system 32 may parse natural language query 31 into
a machine-readable representation of the query. Semantic
processing system 34 may use or incorporate a semantic
model based on a semantic model construction system 36,
and which may provide rich associations with the data in
data stores 38 for the enterprise and its structures and
functions, as may be referenced 1n natural language queries.
Natural language query management system 22 may thus
identily columns and tables of data in data stores 38 that are
relevant to the given natural language query 31. These
identified query-relevant data sets 40 1dentified by natural
language query management system 22 from among data
stores 38 may be referred to as context columns and context
tables, or more generally as context objects or simply data
sets.

Natural language query management system 22 may then
turther process or index the context objects of query-
relevant data sets 40 by applying a data grouping system 42
to group together data tables that are referenced by the
context objects. Data grouping system 42 may perform
automated grouping of tables by following the relationships
between the tables and using the cardinality of the relation-
ship ends to determine direction. Data grouping system 42
may group the tables mto “query domains” where each
query domain contains a potential “fact table” or table with
a highest cardinality, and a collection of attribute tables
which are tables related to the fact table in a many-to-one
cardinality.
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Natural language query management system 22 also
includes a loading strategizing system 44. Loading strat-
cgizing system 44 may process each of one or more data
query domains processed by data grouping system 42 to
determine distinct value counts or estimated sizes of the data
query domains, determine estimated total load times of the
query domains, determine possible hierarchies 1n the data 1n
the query domains, and derive a reasonable data chunking or
segmenting strategy to enable loading the data of the query
domains incrementally to the client device natural language
query management Ul 39, with the most relevant chunk or
segment ol data first, and subsequent segments of data in
descending order of determined relevance.

Loading strategizing system 44 may have operable access
to additional features that may contribute to enabling load-
ing strategizing system 44 to detect hierarchical relation-
ships 1n the data query domains, such as a concept ontology
library 46 and a lexical correlation detection system 48.
Ontology library 46 and a lexical correlation detection
system 48 may also be available to semantic model con-
struction system 36 (relationship not shown i FIG. 3) to
contribute to building or updating a semantic model acces-
sible to semantic processing system 34 for semantically
parsing natural language queries. Natural language process-
ing system 32, semantic processing system 34, data group-
ing system 42, loading strategizing system 44, and other
features depicted in FIG. 3 may each be or include software
components, applications, modules, libraries, or other orga-
nized portions of executable instruction software code, or
any other type ol component that implements the functions
ascribed thereto, 1n various examples.

Loading strategizing system 44 may thus begin delivering
data responsive to the natural language query 31 to the
natural language query management Ul 39. Loading strat-
egizing system 44 may also deliver guidance, teedback, and
data filtering options to natural language query management
UT 39, such as an estimated total size of data 1dentified as
being responsive to the natural language query, an estimated
total load time of data i1dentified as being responsive to the
natural language query, and filter options on one or more
identified hierarchical data query definitions, enabling the
user to narrow the scope of the query and thus reduce the
load time for the data the user deems most important.
Various aspects of the example of FIG. 3 are further
described below with reference to the subsequent figures.

FIG. 4 depicts a data collection 38X that includes a
number of data tables 131, 132, 133, 134, 135, 136, 137
(“‘data tables 131-137”) as they may be mitially identified as
part of a query execution process by natural language query
management system 22 among data stores 38. In particular,
natural language query management system 22 may identify
data tables 131-137 as relevant to an NLP and semantically
processed form of the natural language query, “What are our
sales by geography and products over time.” Natural lan-
guage query management system 22 may identify data tables
131-137 either by name (e.g., by lexical correlation of
column headers or table names in the data tables with parsed
terms 1n the natural language query) or by ontological
concept (e.g., general ontological concepts such as time or
geography, or business-related ontological concepts that
may be specifically defined for the particular enterprise such
as products or employees, and which may not have an exact

lexical match i1n the column headers or table names of data
tables 131-137). Data collection 38X may be a total collec-
tion of all available data columns or tables found to be
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relevant to the natural language query. This set of tables and
columns matching the query criteria may also be referred to
as “context objects”.

Data tables 131-137 may be from relational databases and
other data sources implemented i a star schema that
includes tables and columns or, generally speaking, entities
and attributes. Data tables 131-137 have many relationships
to each other, such as by either exported key relationships or
other ways depending on the data source implementation or
vendor. The relationships shown in FIG. 4 are all join
relationships depicted 1n cross-feet notation. In some cases
more than one relationship may exist between the same
tables, and circular relationships exist among some sets of
the tables. The actual relationships that apply when execut-
ing a particular natural language query (analogous to a SQL
statement) may depend on the context of the query.

In order to determine what relations are needed to execute
a query that references columns from tables 131, 132, 133,
and 135, there are several possible join relationship paths
from which natural language query management system 22
may select. In order to decide which joins to use, natural
language query management system 22 may evaluate how
the data columns will be used. For example, natural lan-
guage query management system 22 may evaluate which
columns represent facts and which represent attributes, and
may evaluate whether the data can be represented as a
hierarchy.

FIG. § depicts data collection 38X with query-relevant
data tables 131-137 and with primary ontological concept
identifications for each table determined by natural language
query management system 22. Tables 131, 132, and 133 are
identified with the concepts of “products,” “sales,” and
“branch locations,” respectively, while tables 134-137 all
primarily match the concept of “time.” Natural language
query management system 22 may determine that all of
these tables thus match one of the concepts in the natural
language query. Natural language query management sys-
tem 22 may also determine a context in which each of the
tables may be used based on the structure of relationships
among the concepts 1n the natural language query, or how
the natural language query was worded.

In particular, natural language query management system
22 may determine by parsing the natural language query 31
that “sales™ 1s a “fact” or measure, and that products, branch
location, and time are attributes of that fact. Natural lan-
guage query management system 22 may further determine
based on database design principle that facts are likely to
have many-to-one relationships to attributes. Natural lan-
guage query management system 22 may thus determine or
coniirm that table 135 1s the appropniate time table to apply
to the sales table 132, and that the one-to-many relationships
that sales table 132 has with time table 1335, products table
131, and branch locations table 133 are the most relevant
relationships to use for data responsive to the natural lan-
guage query 31. Natural language query management sys-
tem 22 may be configured to i1dentily one-to-many relation-
ships with the applicable fact table, 1n this case the sales
table 132, as the applicable cardinality to indicate applica-
bility for the query results. Natural language query manage-
ment system 22 may also be configured to select tables only
in one direction from the applicable fact table and thus to
avoid cross-joins or double counting in the tables used for
the results for the natural language query.

Once natural language query management system 22 has
identified the applicable tables, columns and relationships
that are indicated to potentially lead to relevant data respon-
sive to the natural language query, natural language query
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management system 22 may be configured to store refer-
ences or indexes to those tables, columns, and relationships
in one or more query result indexes that may be referred to
as “query domains.” The total potentially relevant results
identified by natural language query management system 22
among enterprise data sources 38 may typically often
include more than one query domain.

In some cases, natural language query management sys-
tem 22 may 1dentity more than one likely relevant fact table,
as opposed to just the one 1dentified relevant fact table of the
“sales” table 132 in the example of FIGS. 4 and 5. An
example with multiple likely relevant fact tables 1s shown 1n
FIG. 6.

FIG. 6 shows a data collection 38Y that includes a number
of data tables 141, 142, 143, 144, 145, 146, 147 (“‘data tables
141-147”) as they may be mitially identified as part of a
different example query execution process by natural lan-
guage query management system 22 among data stores 38,
responsive to a diflerent natural language query in which a
user merely recites, “show me products over time.” In this
example, natural language query management system 22
may determine from the relationship cardinalities, or the
one-to-many relationships among data tables 141-147, that
there 1s more than one fact table, and that sales table 141 and
inventory table 147 are both fact tables. In other words, sales
table 141 1s 1n one-to-many relationships (respectively) with
cach of tables 142-14S5, and inventory table 147 1s 1n
one-to-many relationships (respectively) with each of tables
144-146, while no other tables have a one-to-many relation-
ship (respectively) with either of sales table 141 or inventory
table 147.

Natural language query management system 22 may also
determine that none of the only two concepts identified 1n
the natural language query (via NLP and semantic process-
ing) correspond with any of the extant fact tables as defined
by the relationship cardinalities. Natural language query
management system 22 may instead determine that each of
the only two concepts identified in the natural language
query are 1n many-to-one relationship (respectively) with
each of the fact tables 1n data collection 38Y, 1.e., sales table
141 and inventory table 147. In this situation, natural
language query management system 22 may seek to identity
fact tables relevant to the concepts identified from the
natural language query, and identily and index query
domains applicable to those fact tables. In this case, natural
language query management system 22 may identify the
sales table 141 and the inventory table 147 as the fact tables
relevant to the product table 144 and the time table 143 that
match the concepts identified from the natural language
query, and then determine all the tables with which each of
the two fact tables has one-to-many (respectively) cardinal-
ity relationships, as the span of respective query domains to
be defined to correspond to the fact tables. In this example,
natural language query management system 22 may 1dentify
sales table 141 as having one-to-many relationships with
tables 142-145, and inventory table 147 as having one-to-
many relationships with tables 144-146. Thus, natural lan-
guage query management system 22 may identily tables
141-145 as belonging to a sales query domain 151 that
natural language query management system 22 may deter-
mine corresponds to sales table 141, and natural language
query management system 22 may i1dentity tables 144-147
as belonging to an imventory query domain 152 that natural
language query management system 22 may determine
corresponds to mventory table 147.

FIG. 7 depicts another example data collection 387 from
a database configured 1n a schema that does not have any
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data table with only one-to-many cardinality with other data
tables, in another example. In this case, natural language
query management system 22 may not be able to rely on
identifyving a data table with only one-to-many cardinality
with other data tables as an applicable fact table. Some
databases may further not clearly indicate cardinality rela-
tionships between data tables, and or include clearly iden-
tifiable fact tables or fact columns. In such instances, natural
language query management system 22 may evaluate and
use other indications of applicable data and applicable query
domains.

For instance, in this example, a user may enter a natural
language query, “How many product lines are colored blue.”
Natural language query management system 22 may use
semantic processing based on either or both of lexical
matches or ontological concept matches between 1dentified
query terms and column or table headers or names, and
thereby 1dentify data column 161 with the header “product
(color)” from a table entitled “product” as a match to the
query concept of color, and identify data table 162 named
“product line (name)” as matching the concept of “product
line” from the natural language query.

Natural language query management system 22 may also
secondarily seek and give heightened consideration to tables
or columns with shortest paths between them, and with
relationships in only one direction, and not circular; natural
language query management system 22 may determine, as
confirmatory evidence of applicable responsiveness to the
natural language query, that table 162 and column 161 have
a direct relationship, and no circular relationships with a
continuous flow of one-to-many relationships around the
circuit (e.g., product line table 162 only has many-to-one
cardinality with other tables or columns). Natural language
query management system 22 may thus identify data column
161 and data table 162 as the applicable context objects for
the query domain in this example, relying on semantic
matching and only secondarily on factors based on cardi-
nalities with related tables.

In various examples including those described above,
once natural language query management system 22 has
identified or immdexed potentially relevant data into one or
more query domains, natural language query management
system 22 may implement loading strategizing system 44
and determine a strategy for loading the data to client
computing device 16 A and natural language query manage-
ment Ul 39. Loading strategizing system 44 may evaluate
the total size of the data encompassed by the one or more
query domains, determine whether to divide the natural
language query into several smaller queries narrowed by
specific hierarchically ordered filters, and prioritize an order
in which to execute the narrowed, segmented queries based
on the 1mtial query. By doing so, natural language query
management system 22 may avoid executing a single query
(e.g., a SQL query) on all the data encompassed by all the
one or more query domains identified as relevant to the
natural language query, which may in some cases mvolve
excessively long load times, and may be far more data than
the business user realizes or would have use for. Natural
language query management system 22 may also use the
information and parameters determined by loading strategiz-
ing system 44 to surface guidance, feedback, and user-
cnabled filtering options 1n natural language query manage-
ment Ul 39, as shown 1in FIG. 8.

Thus, 1n some examples, grouping the data sets into one
or more query domains may be based at least in part on one
or more relationships among the data sets. This may include
identifying two or more data sets with lexical or ontological
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correlation with parsed query terms from the natural lan-
guage query. In some examples, grouping the data sets into
one or more query domains based at least 1n part on one or
more relationships among the data sets may include 1denti-
tying a data set that has one-to-many cardinality with one or
more other data sets, and no many-to-one cardinality with
any data set. The identified data set that has one-to-many
cardinality with one or more other data sets and no many-
to-one cardinality with any data set may be identified as a
fact table. In some examples, grouping the data sets into one
or more query domains based at least 1n part on one or more
relationships among the data sets may further include 1den-
tifying one or more data sets having a direct many-to-one
cardinality relationship with the fact table. In some
examples, grouping the data sets into one or more query
domains based at least 1n part on one or more relationships
among the data sets may include 1dentifying a data set that
has one-to-many cardinality with one or more other data
sets, and no many-to-one cardinality with any data set.
FIG. 8 shows a screenshot of an example Bl analytics
application user interface (UIl) 27 including an example
natural language query management Ul 39 enabled by
natural language query management system 22 to show
guidance, feedback, and user-enabled filtering options for a
natural language query, as well as 1nitial outputs responsive
to the natural language query, 1n one aspect of the disclosure.
Bl analytics application UI 27 1s rendered on a client
computing device 16 A/17A as in FIGS. 1 and 2. BI analytics
application Ul 27 may include example user input fields 40
cnabling a user to enter a natural language query, such as
“o1ve me all sales for this year by product and branch
location,” and recerve the guidance, feedback, and user filter
options 48 as shown (also including a representation of
parsed natural language query 40), and outputs responsive to
the natural language query. As also shown, the user may see
that the estimated amount of data and load time based on the
initial query 1s more than the user wants, and the user may
select filter options from one of several drop-down filter
menus to manually filter the query by country, enabling a
narrower set of results more relevant to the user’s needs.
Natural language query management system 22 may also
have already performed some filtering and prioritizing prior
to presenting the natural language query management sys-
tem output 49 and the query guidance, feedback, and user
filter options 48 as shown 1n FIG. 8. For example, while the
initial natural language query (e.g., as discussed above with
reference to FIGS. 3-5) indicated data over time without any
constraint on the span of time, natural language query
management system 22 (e.g., loading strategizing system
44) may determine that the unbounded time constraint
would specily all available data covering potentially several
decades, and may instead determine to restrict the span of
time substantially, such as by applying a time filter to only
specily the current year (20135), as depicted 1n parsed query
40. This may reflect that a business user 1s unlikely to have
use for the data for all available time, that retrieving the data
for all available time would require excessive loading time
(e.g., many hours), and that a business user may be likely not
to have considered these implications of specilying a query
for an unconstrained set of data covering all available time.
Natural language query management system 22 may also
include user-friendly drop-down menus for moditying the
time filters as part of query feedback and filter options 48.
In other examples, natural language query management
system 22 may not filter out all data for other times besides
the current year, but may filter for only the past three years,
and may prioritize for the current year to be first, and then
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foregoing years 1n descending order of prioritization, reflect-
ing that the most current data 1s likely to be of highest
priority to the business user.

As another example of natural language query manage-

ment system 22 performing initial pre-emptive filtering of 5

the query based on prioritizing the data, natural language
query management system 22 may also determine that the
initial query specifies location but without constraint, and
that thus would specity a likely excessive amount of data
compared to the user’s business needs 1n a way the business
user 1s unlikely to have anticipated. Natural language query
management system 22 may thus also automatically apply
an 1mtial geographic location filter or at least an iitial
geographic prioritization, which natural language query
management system 22 may base on the business user’s
location, or on business ontology information related to the
particular business user, such as mformation that the user 1s
responsible for sales in Canada. Natural language query
management system 22 may thus either apply an nitial
geographic filter to the query to specily loading only data
associated with the original natural language query terms 1n
Canada, or natural language query management system 22
may apply a prioritizing of beginning to load the Canada-
specific data first. Natural language query management
system 22 (e.g., loading strategizing system 44 thereol) may
also apply additional filtering and/or prioritizing based on
various criteria or {iltering and prioritizing logic rules or
patterns based on the user’s past queries or based on
machine learning techniques applied across many users in
the enterprise. For example, loading strategizing system 44
may determine from business ontology or human resources
information that the user i1s based 1n Ottawa and primarily
handles sales in Ontario, and may prioritize loading data for
locations 1n Ontario.

FI1G. 9 depicts a tlowchart of an example process 900 that
natural language query management system 22, executing
on one or more computing devices (e.g., servers, computers,
processors, etc.), may perform, 1n one aspect of this disclo-
sure. Process 900 may include performing, with one or more
processing devices, natural language processing and seman-
tic processing on a natural language query to identify data
sets relevant to the natural language query (902). Process
900 may further include grouping, with the one or more
processing devices, the data sets into one or more query
domains based at least 1n part on one or more relationships
among the data sets (904). Process 900 may further include
prioritizing, with the one or more processing devices, the
query domain sets (906). Process 900 may further include
loading, with the one or more processing devices, one or
more of the query domain sets 1 an order based on the
prioritizing of the query domain sets (908). Various imple-
mentations of process 900 may also include any of the
processes described above.

FIG. 10 15 a block diagram of a computing device 80 that
may be used to implement an natural language query man-
agement system 22, 1 one aspect of this disclosure. Com-
puting device 80 may be a server such as one of web servers
14A or application servers 14B as depicted in FIG. 2.
Computing device 80 may also be any server for providing
an enterprise business intelligence application in various
examples, including a virtual server that may be run from or
incorporate any number of computing devices. A computing
device may operate as all or part of a real or virtual server,
and may be or incorporate a workstation, server, mainframe
computer, notebook or laptop computer, desktop computer,
tablet, smartphone, feature phone, or other programmable
data processing apparatus of any kind. Other implementa-
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tions of a computing device 80 may include a computer
having capabilities or formats other than or beyond those
described herein.

In the 1llustrative example of FIG. 10, computing device
80 includes communications fabric 82, which provides
communications between processor unit 84, memory 86,
persistent data storage 88, communications unit 90, and
input/output (I/0) unit 92. Communications fabric 82 may
include a dedicated system bus, a general system bus,
multiple buses arranged 1n hierarchical form, any other type
of bus, bus network, switch fabric, or other interconnection
technology. Communications fabric 82 supports transter of
data, commands, and other information between various
subsystems of computing device 80.

Processor unit 84 may be a programmable central pro-
cessing unit (CPU) configured for executing programmed
mstructions stored in memory 86. In another illustrative
example, processor unit 84 may be implemented using one
or more heterogeneous processor systems in which a main
processor 1s present with secondary processors on a single
chip. In yet another illustrative example, processor umt 84
may be a symmetric multi-processor system containing,
multiple processors of the same type. Processor unit 84 may
be a reduced instruction set computing (RISC) micropro-
cessor such as a PowerPC® processor from IBM® Corpo-
ration, an x86 compatible processor such as a Pentium®
processor from Intel® Corporation, an Athlon® processor
from Advanced Micro Devices® Corporation, or any other
suitable processor. In various examples, processor unit 84
may include a multi-core processor, such as a dual core or
quad core processor, for example. Processor unit 84 may
include multiple processing chips on one die, and/or mul-
tiple dies on one package or substrate, for example. Proces-
sor unit 84 may also include one or more levels of integrated
cache memory, for example. In various examples, processor
unit 84 may comprise one or more CPUs distributed across
one or more locations.

Data storage 96 includes memory 86 and persistent data
storage 88, which are 1n communication with processor unit
84 through communications fabric 82. Memory 86 can
include a random access semiconductor memory (RAM) for
storing application data, 1.e., computer program data, for
processing. While memory 86 1s depicted conceptually as a
single monolithic entity, 1n various examples, memory 86
may be arranged in a hierarchy of caches and in other
memory devices, 1n a single physical location, or distributed
across a plurality of physical systems in various forms.
While memory 86 1s depicted physically separated from
processor unit 84 and other elements of computing device
80, memory 86 may refer equivalently to any intermediate
or cache memory at any location throughout computing
device 80, including cache memory proximate to or inte-
grated with processor unit 84 or individual cores of proces-
sor unit 84.

Persistent data storage 88 may include one or more hard
disc drives, solid state drives, flash drives, rewritable optical
disc drives, magnetic tape drives, or any combination of
these or other data storage media. Persistent data storage 88
may store computer-executable instructions or computer-
readable program code for an operating system, application
files comprising program code, data structures or data files,
and any other type of data. These computer-executable
instructions may be loaded from persistent data storage 88
into memory 86 to be read and executed by processor unit
84 or other processors. Data storage 96 may also include any
other hardware elements capable of storing information,
such as, for example and without limitation, data, program
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code 1n functional form, and/or other suitable information,
cither on a temporary basis and/or a permanent basis.

Persistent data storage 88 and memory 86 are examples of
physical, tangible, non-transitory computer-readable data
storage devices. Data storage 96 may include any of various
forms of volatile memory that may require being periodi-
cally electrically refreshed to maintain data in memory,
while those skilled 1n the art will recognize that this also
constitutes an example of a physical, tangible, non-transitory
computer-readable data storage device. Executable instruc-
tions may be stored on a non-transitory medium when
program code 1s loaded, stored, relayed, bullered, or cached
on a non-transitory physical medium or device, including 1f
only for only a short duration or only 1n a volatile memory
format.

Processor unit 84 can also be suitably programmed to
read, load, and execute computer-executable nstructions or
computer-readable program code for a natural language
query management system 22, as described 1n greater detail
above. This program code may be stored on memory 86,
persistent data storage 88, or elsewhere 1n computing device
80. This program code may also take the form of program
code 104 stored on computer-readable medium 102 com-
prised 1 computer program product 100, and may be
transierred or communicated, through any of a variety of
local or remote means, from computer program product 100
to computing device 80 to be enabled to be executed by
processor unit 84, as further explained below.

The operating system may provide functions such as
device interface management, memory management, and
multiple task management. The operating system can be a
Unix based operating system such as the AIX® operating
system from IBM® Corporation, a non-Unix based operat-
ing system such as the Windows® family of operating
systems Irom Microsolt® Corporation, a network operating
system such as JavaOS® from Oracle® Corporation, or any
other suitable operating system. Processor unit 84 can be
suitably programmed to read, load, and execute instructions
of the operating system.

Communications unit 90, 1in this example, provides for
communications with other computing or communications
systems or devices. Communications unit 90 may provide
communications through the use of physical and/or wireless
communications links. Communications umt 90 may
include a network interface card for mterfacing with a LAN
16, an Ethernet adapter, a Token Ring adapter, a modem for
connecting to a transmission system such as a telephone line,
or any other type of communication interface. Communica-
tions unit 90 can be used for operationally connecting many
types of peripheral computing devices to computing device
80, such as printers, bus adapters, and other computers.
Communications unit 90 may be implemented as an expan-
sion card or be built into a motherboard, for example.

The mput/output unit 92 can support devices suited for
input and output of data with other devices that may be
connected to computing device 80, such as keyboard, a
mouse or other pointer, a touchscreen interface, an interface
for a printer or any other peripheral device, a removable
magnetic or optical disc drive (including CD-ROM, DVD-
ROM, or Blu-Ray), a universal serial bus (USB) receptacle,
or any other type of input and/or output device. Input/output
unit 92 may also include any type of interface for video
output 1n any type of video output protocol and any type of
monitor or other video display technology, in various
examples. It will be understood that some of these examples
may overlap with each other, or with example components
of communications unit 90 or data storage 96. Input/output

10

15

20

25

30

35

40

45

50

55

60

65

16

unmit 92 may also include appropriate device drivers for any
type of external device, or such device drnivers may reside
clsewhere on computing device 80 as appropnate.

Computing device 80 also includes a display adapter 94 1n
this 1llustrative example, which provides one or more con-
nections for one or more display devices, such as display
device 98, which may include any of a vaniety of types of
display devices. It will be understood that some of these
examples may overlap with example components of com-
munications unit 90 or mmput/output unit 92. Input/output
unit 92 may also include appropriate device drivers for any
type of external device, or such device drivers may reside
clsewhere on computing device 80 as appropriate. Display
adapter 94 may include one or more video cards, one or
more graphics processing units (GPUs), one or more video-
capable connection ports, or any other type of data connector
capable of communicating video data, 1n various examples.
Display device 98 may be any kind of video display device,
such as a monitor, a television, or a projector, 1 various
examples.

Input/output unit 92 may include a drive, socket, or outlet
for receiving computer program product 100, which com-
prises a computer-readable medium 102 having computer
program code 104 stored thereon. For example, computer
program product 100 may be a CD-ROM, a DVD-ROM, a
Blu-Ray disc, a magnetic disc, a USB stick, a flash drive, or
an external hard disc drive, as illustrative examples, or any
other suitable data storage technology.

Computer-readable medium 102 may include any type of
optical, magnetic, or other physical medium that physically
encodes program code 104 as a binary series of different
physical states 1n each unit of memory that, when read by
computing device 80, induces a physical signal that 1s read
by processor 84 that corresponds to the physical states of the
basic data storage elements of storage medium 102, and that
induces corresponding changes in the physical state of
processor unit 84. That physical program code signal may be
modeled or conceptualized as computer-readable nstruc-
tions at any of various levels of abstraction, such as a
high-level programming language, assembly language, or
machine language, but ultimately constitutes a series of
physical electrical and/or magnetic interactions that physi-
cally induce a change 1n the physical state of processor unit
84, thereby physically causing or configuring processor unit
84 to generate physical outputs that correspond to the
computer-executable mstructions, 1n a way that causes com-
puting device 80 to physically assume new capabilities that
it did not have until 1ts physical state was changed by
loading the executable instructions comprised 1n program
code 104.

In some illustrative examples, program code 104 may be
downloaded over a network to data storage 96 from another
device or computer system for use within computing device
80. Program code 104 comprising computer-executable
instructions may be communicated or transierred to com-
puting device 80 from computer-readable medium 102
through a hard-line or wireless communications link to
communications unit 90 and/or through a connection to
input/output unit 92. Computer-readable medium 102 com-
prising program code 104 may be located at a separate or
remote location from computing device 80, and may be
located anywhere, including at any remote geographical
location anywhere 1n the world, and may relay program code
104 to computing device 80 over any type of one or more
communication links, such as the Internet and/or other
packet data networks. The program code 104 may be trans-
mitted over a wireless Internet connection, or over a shorter-
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range direct wireless connection such as wireless LAN,
Bluetooth™, Wi-Fi™ or an infrared connection, for
example. Any other wireless or remote communication
protocol may also be used 1n other implementations.

The communications link and/or the connection may
include wired and/or wireless connections in various 1llus-
trative examples, and program code 104 may be transmitted
from a source computer-readable medium 102 over non-
tangible media, such as communications links or wireless
transmissions containing the program code 104. Program
code 104 may be more or less temporarily or durably stored
on any number of intermediate tangible, physical computer-
readable devices and media, such as any number of physical
builers, caches, main memory, or data storage components
of servers, gateways, network nodes, mobility management
entities, or other network assets, en route from 1ts original
source medium to computing device 80.

The present invention may be a system, a method, and/or
a computer program product. The computer program prod-
uct may include a computer readable storage medium (or
media) having computer readable program instructions
thereon for causing a processor to carry out aspects of the
present mvention.

The computer readable storage medium can be a tangible
device that can retain and store instructions for use by an
instruction execution device. The computer readable storage
medium may be, for example, but 1s not limited to, an
clectronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium includes
the following: a portable computer diskette, a hard disk, a
random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(EPROM or Flash memory), a static random access memory
(SRAM), a portable compact disc read-only memory (CD-
ROM), a digital versatile disk (DVD), a memory stick, a
floppy disk, a mechanically encoded device such as punch-
cards or raised structures in a groove having instructions
recorded thereon, and any suitable combination of the fore-
going. A computer readable storage medium, as used herein,
1s not to be construed as being transitory signals per se, such
as radio waves or other freely propagating electromagnetic
waves, electromagnetic waves propagating through a wave-
guide or other transmission media (e.g., light pulses passing
through a fiber-optic cable), or electrical signals transmitted
through a wire.

Computer readable program instructions described herein
can be downloaded to respective computing/processing
devices from a computer readable storage medium or to an
external computer or external storage device via a network,
for example, the Internet, a local area network, a wide area
network and/or a wireless network. The network may com-
prise copper transmission cables, optical transmission fibers,
wireless transmission, routers, firewalls, switches, gateway
computers and/or edge servers. A network adapter card or
network interface 1n each computing/processing device
receives computer readable program instructions from the
network and forwards the computer readable program
istructions for storage i a computer readable storage
medium within the respective computing/processing device.

Computer readable program instructions for carrying out
operations of the present invention may be assembler
instructions, instruction-set-architecture (ISA) instructions,
machine instructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, or
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either source code or object code written 1n any combination
of one or more programming languages, including an object
oriented programming language such as Smalltalk, C++ or
the like, and conventional procedural programming lan-
guages, such as the C programming language or similar
programming languages. The computer readable program
instructions may execute entirely on the user’s computer,
partly on the user’s computer, as a stand-alone software
package, partly on the user’s computer and partly on a
remote computer or entirely on the remote computer or
server. In the latter scenario, the remote computer may be
connected to the user’s computer through any type of
network, including a local area network (LAN) or a wide
area network (WAN), or the connection may be made to an
external computer (for example, through the Internet using
an Internet Service Provider). In some embodiments, elec-
tronic circuitry including, for example, programmable logic
circuitry, field-programmable gate arrays (FPGA), or pro-
grammable logic arrays (PLA) may execute the computer
readable program 1nstructions by utilizing state information
of the computer readable program 1nstructions to personalize
the electronic circuitry, 1n order to perform aspects of the
present 1nvention.

Aspects of the present invention are described herein with
reference to flowchart 1llustrations and/or block diagrams of
methods, apparatus (systems), and computer program prod-
ucts according to embodiments of the mvention. It will be
understood that each block of the flowchart illustrations
and/or block diagrams, and combinations of blocks in the
flowchart 1llustrations and/or block diagrams, can be 1mple-
mented by computer readable program instructions.

These computer readable program instructions may be
provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function 1n a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
istructions which implement aspects of the function/act
specified 1n the flowchart and/or block diagram block or
blocks.

The computer readable program instructions may also be
loaded onto a computer, other programmable data process-
ing apparatus, or other device to cause a series ol operational
steps to be performed on the computer, other programmable
apparatus or other device to produce a computer 1mple-
mented process, such that the instructions which execute on
the computer, other programmable apparatus, or other
device implement the functions/acts specified in the flow-
chart and/or block diagram block or blocks.

The flowchart and block diagrams 1n the Figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods, and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block 1n the flowchart
or block diagrams may represent a module, segment, or
portion ol instructions, which comprises one or more
executable 1nstructions for implementing the specified logi-
cal function(s). In some alternative implementations, the
functions noted 1n the block may occur out of the order noted
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in the figures. For example, two blocks shown 1n succession
may, 1n fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality mvolved. It will also be
noted that each block of the block diagrams and/or flowchart
illustration, and combinations of blocks 1n the block dia-
grams and/or flowchart i1llustration, can be implemented by
special purpose hardware-based systems that perform the
specified functions or acts or carry out combinations of
special purpose hardware and computer instructions.

What 1s claimed 1s:

1. A method comprising:

performing, with one or more processing devices, natural

language processing and semantic processing on a
natural language query to identily data sets relevant to
the natural language query;

grouping, with the one or more processing devices, the

data sets into one or more query domains based at least
in part on one or more relationships among the data
sets, wherein each query domain includes a data set
comprising a fact table that has one-to-many cardinality
with a plurality of other data sets and no many-to-one
cardinality with any data set, and one or more data sets
cach having a direct many-to-one cardinality relation-
ship with the fact table;

prioritizing, with the one or more processing devices, the

one or more query domains; and

loading, with the one or more processing devices, the one

or more query domains in an order based on the
prioritizing of the query domains.

2. The method of claim 1, further comprising filtering the
one or more of the query domains into a plurality of filtered
query domain sets prior to the prioritizing of the one or more
query domains.

3. The method of claim 2, further comprising evaluating
s1zes of the one or more query domains, wherein the filtering
the one or more of the query domains 1s based at least in part
on the evaluated sizes of the one or more query domains.

4. The method of claim 1, further comprising presenting,
1n a user interface, one or more user menus for user-enabled
filtering of the one or more query domains.

5. The method of claim 1, further comprising presenting,
1n a user interface, an indication of a size of the one or more
query domains based on the natural language query.

6. The method of claim 1, further comprising presenting,
1n a user interface, an indication of a size of the one or more
query domains based on filters applied to the natural lan-
guage query.

7. The method of claim 1, further comprising presenting,
in a user 1intertace, an indication of a load time of the one or
more query domains based on the natural language query.

8. The method of claim 1, further comprising presenting,
1n a user interface, an indication of a load time of the one or
more query domains based on filters applied to the natural
language query.

9. The method of claim 1, wherein the grouping the data
sets 1nto the one or more query domains comprises:

identifying two or more data sets with lexical or onto-

logical correlation with parsed query terms from the
natural language query.

10. A computer program product comprising a computer-
readable storage medium having program code embodied
therewith, the program code executable by a computing
device to:

perform natural language processing and semantic pro-

cessing on a natural language query to identify data sets
relevant to the natural language query;

10

15

20

25

30

35

40

45

50

55

60

65

20

group the data sets into one or more query domains based
at least 1n part on one or more relationships among the
data sets, wherein each query domain includes a data
set comprising a fact table that has one-to-many car-
dinality with a plurality of other data sets and no
many-to-one cardinality with any data set, and one or

more data sets each having a direct many-to-one car-
dinality relationship with the fact table;

prioritize the one or more query domains; and

load, with the one or more processing devices, the one or

more query domains 1n an order based on the priori-
tizing of the query domains.

11. The computer program product of claim 10, wherein
the program code 1s further executable by the computing
device to evaluate sizes of the one or more query domains,
wherein the filtering the one or more of the query domains
1s based at least 1n part on the evaluated sizes of the one or
more query domains.

12. The computer program product of claim 10, wherein
the program code 1s further executable by the computing
device to filter the one or more of the query domains 1nto a
plurality of filtered query domain sets prior to the prioritiz-
ing of the one or more query domains.

13. The computer program product of claim 10, wherein
the program code 1s further executable by the computing
device to present, 1n a user interface, one or more user menus
for user-enabled filtering of the one or more query domains.

14. A computer system comprising:

one or more hardware processors, one or more computer-

readable memories, and one or more computer-read-
able, tangible storage devices;

program instructions, stored on at least one of the one or

more storage devices for execution by at least one of
the one or more processors via at least one of the one
or more memories, to perform natural language pro-
cessing and semantic processing on a natural language
query to 1dentily data sets relevant to the natural
language query;

program 1instructions, stored on at least one of the one or

more storage devices for execution by at least one of
the one or more processors via at least one of the one
or more memories, group the data sets into one or more
query domains based at least 1n part on one or more
relationships among the data sets, wherein each query
domain includes a data set comprising a fact table that
has one-to-many cardinality with a plurality of other
data sets and no many-to-one cardinality with any data
set, and one or more data sets each having a direct
many-to-one cardinality relationship with the {fact
table;

program nstructions, stored on at least one of the one or

more storage devices for execution by at least one of
the one or more processors via at least one of the one
or more memories, to prioritize the one or more query
domains; and

program 1nstructions, stored on at least one of the one or

more storage devices for execution by at least one of
the one or more processors via at least one of the one
or more memories, to load the one or more query
domains 1 an order based on the prioritizing of the
query domains.

15. The computer system of claim 14, further comprising
program 1nstructions to evaluate sizes of the one or more
query domains, wherein the filtering the one or more of the
query domains 1s based at least 1n part on the evaluated sizes
of the one or more query domains.
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16. The computer system of claim 14, further comprising
program 1nstructions to filter the one or more of the query
domains 1nto a plurality of filtered query domain sets prior
to the prioritizing of the one or more query domains.

17. The computer system of claim 14, further comprising 5
program instructions to present, in a user interface, one or
more user menus for user-enabled filtering of the one or
more query domains.
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