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SYSTEMS AND METHODS FOR
IDENTIFYING COMPROMISED DEVICES
WITHIN INDUSTRIAL CONTROL SYSTEMS

BACKGROUND

Industrial control systems are often used to control the
functionality of devices and/or machinery that perform
manufacturing and/or production operations within an
industrnial environment. For example, a nuclear power plant
may implement and/or rely on an industrial control system
to regulate the production and/or distribution of electrical
power. This industrial control system may include a collec-
tion of sensors, actuators, controllers, control walves,
motors, robotic devices, and/or computing devices. In this
example, the nuclear power plant may represent a prime
target of a terrorist attack due to the amount of devastation
at stake 1n the event of a system failure and/or malfunction.

Unfortunately, due to the high security needs of certain
industrial control systems, the network protocols with which
these industrial control systems communicate are rarely
documented and/or available to the public. As a result,
conventional security technologies may be unable to mean-
ingfully monitor network tratlic within industrial control
systems and/or detect suspicious behavior that suggests a
particular device has potentially been compromised.
Accordingly, conventional security technologies may be
somewhat 1neflective at identifying compromised devices
within industrial control systems, potentially leaving such
systems susceptible to attacks. The instant disclosure, there-
tore, 1dentifies and addresses a need for improved systems
and methods for identifying compromised devices within
industrial control systems.

SUMMARY

As will be described in greater detail below, the instant
disclosure describes various systems and methods for 1den-
tifying compromised devices within industrial control sys-
tems. In one example, a computer-implemented method for
identifying compromised devices within industrial control
systems may include (1) monitoring network tratlic within a
network that facilitates communication for an industrial
control system that includes at least one industrial device,
(2) creating, based at least 1n part on the network trafhic, a
message protocol profile for the industrial device that
describes (A) a network protocol used to communicate with
the 1industrial device via the network and (B) normal com-
munication patterns of the industrial device, (3) detecting at
least one message within the network that involves the
industrial device and at least one other computing device
included 1n the industrial control system, (4) determining, by
comparing the message with the message protocol profile for
the 1industrial device, that the message represents an
anomaly that 1s suspiciously inconsistent with the normal
communication patterns of the industrial device, and then
(5) determiming, based at least in part on the message
representing the anomaly, that the other computing device
has likely been compromised.

In one example, the method may also include performing
at least one security action with respect to the other com-
puting device 1n response to determining that the other
computing device has likely been compromised. Examples
of the security action include, without limitation, raising an
alarm that notifies at least one additional computing device
that the other computing device has been compromised,
quarantining the other computing device from the industrial
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network to prevent the other computing device from com-
municating with any additional computing devices within
the industrial control system, shutting down the other com-
puting device to prevent the other computing device from
communicating with any additional computing devices
within the industrial control system, blocking all messages
between the other computing device and any additional
computing devices within the industrial control system,
replacing the other computing device within the industrial
network by transferring at least one computing task of the
other computing device to at least one additional computing
device within the industrial control system, variations or
combinations of one or more of the same, or any other
suitable security action.

In one example, the method may also include detecting
messages within the network that originate from or are
destined for the industrial device. In this example, the
method may turther include 1dentifying parameters included
in fields of the messages. In one example, the message
protocol profile may include and/or represent a baseline
representation of the normal communication patterns of the
industrial device from the parameters included 1n the fields
of the messages. Examples of such parameters include,
without limitation, an opcode 1included 1n a message origi-
nating from or destined for the industrial device, a size of a
message originating from or destined for the industrial
device, a structure of a message originating from or destined
for the industrial device, a sequence number of a message
originating from or destined for the industrial device, a
counter that 1dentifies a certain number ol messages origi-
nating from or destined for the industrial device, a transac-
tion identifier included 1n a message originating from or
destined for the industrial device, variations or combinations
of one or more of the same, or any other suitable parameters.

In one example, the method may also include creating a
grouping of messages that have certain characteristics 1n
common with respect to the industrial device. In this
example, the method may further include building the base-
line representation of the normal communication patterns of
the industrial device by analyzing the grouping of messages
and/or 1nserting a representation of the parameters identified
in the fields of the messages 1nto the baseline representation.
Additionally or alternatively, the method may include deter-
mining that the message and the grouping of messages share
the certain characteristics 1n common.

In one example, the method may also include 1dentifying
at least one parameter included in at least one field of the
message. In this example, the method may further include
determining that the parameter 1dentified in the field of the
message 1s suspiciously inconsistent with the baseline rep-
resentation of the normal communication patterns of the
industrial device.

In one example, the method may also include forming,
based at least 1n part on the parameters 1dentified 1n the fields
of the messages, a set of policy rules that represent a
reference for the normal communication patterns of the
industrial device. In this example, the method may further
include weighting, within a mathematical formula that
facilitates calculating a risk score for computing devices
communicating with the industrial device, a numerical value
that represents a level of risk associated with violating at
least one policy rule within the set of policy rules.

As another example, a system for implementing the
above-described method may include (1) a monitoring mod-
ule, stored 1n memory, that momtors network trathic within
a network that facilitates communication for an industrial
control system that includes at least one industrial device,
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(2) a profiling module, stored 1n memory, that creates, based
at least 1n part on the network traflic, a message protocol
profile for the industrial device that describes (A) a network
protocol used to communicate with the industrial device via
the network and (B) normal communication patterns of the
industrial device, (3) a detection module, stored 1n memory,
that detects at least one message within the network that
involves the industrial device and at least one other com-
puting device, (4) a determination module, stored in
memory, that (A) determines, by comparing the message
with the message protocol profile for the industrial device,
that the message represents an anomaly that 1s suspiciously
inconsistent with the normal communication patterns of the
industrial device and (B) determines, based at least 1n part on
the message representing the anomaly, that the other com-
puting device has likely been compromised, and (35) at least
one physical processor that executes the monitoring module,
the profiling module, the detection module, and the deter-
mination module.

As a turther example, the above-described method may be
encoded as computer-readable instructions on a non-transi-
tory computer-readable medium. For example, a computer-
readable medium may include one or more computer-ex-
ecutable instructions that, when executed by at least one
processor of a computing device, may cause the computing,
device to (1) monitor network trailic within a network that
facilitates communication for an industrial control system
that includes at least one industrial device, (2) create, based
at least 1n part on the network traflic, a message protocol
profile for the industrial device that describes (A) a network
protocol used to communicate with the industrial device via
the network and (B) normal communication patterns of the
industrial device, (3) detect at least one message within the
network that involves the industrial device and at least one
other computing device included in the industrial control
system, (4) determine, by comparing the message with the
message protocol profile for the industrial device, that the
message represents an anomaly that 1s suspiciously incon-
sistent with the normal communication patterns of the
industrial device, and then (5) determine, based at least 1n
part on the message representing the anomaly, that the other
computing device has likely been compromised.

Features from any of the above-mentioned embodiments
may be used 1n combination with one another in accordance
with the general principles described herein. These and other
embodiments, features, and advantages will be more fully

understood upon reading the following detailed description
in conjunction with the accompanying drawings and claims.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings illustrate a number of exem-
plary embodiments and are a part of the specification.
Together with the following description, these drawings
demonstrate and explain various principles of the instant
disclosure.

FIG. 1 1s a block diagram of an exemplary system for
identifying compromised devices within industrial control
systems.

FIG. 2 1s a block diagram of an additional exemplary
system for identifying compromised devices within indus-
trial control systems.

FIG. 3 1s a flow diagram of an exemplary method for
identifying compromised devices within industrial control
systems.

10

15

20

25

30

35

40

45

50

55

60

65

4

FIG. 4 1s an illustration of an exemplary message protocol
profile created from messages detected within a network that

facilitates communication for an industrial control system.

FIG. 5 1s an 1llustration of an exemplary message detected
within a network that facilitates communication for an
industrial control system.

FIG. 6 1s a block diagram of an exemplary computing
system capable of implementing one or more of the embodi-
ments described and/or illustrated herein.

FIG. 7 1s a block diagram of an exemplary computing
network capable of implementing one or more of the
embodiments described and/or illustrated herein.
Throughout the drawings, i1dentical reference characters
and descriptions indicate similar, but not necessarily 1den-
tical, elements. While the exemplary embodiments
described herein are susceptible to various modifications and
alternative forms, specific embodiments have been shown
by way of example 1n the drawings and will be described in
detaill herein. However, the exemplary embodiments
described herein are not intended to be limited to the
particular forms disclosed. Rather, the instant disclosure
covers all modifications, equivalents, and alternatives falling

within the scope of the appended claims.

DETAILED DESCRIPTION OF EXEMPLARY
EMBODIMENTS

The present disclosure 1s generally directed to systems
and methods for i1dentifying compromised devices within
industrial control systems. As will be explained 1n greater
detail below, by monitoring network traflic within an indus-
trial network, the various systems and methods described
herein may be able to learn and/or reverse-engineer the
communication protocol used by an industrial control sys-
tem communicating via the imndustrial network even though
the communication protocol 1s undocumented and/or
unavailable to the public. Upon learming and/or reverse-
engineering the communication protocol in this way, the
various systems and methods described herein may group
similar trathc into groups ol messages that have certain
characteristics 1n common (e.g., the same communication
protocol, the same destination Internet Protocol (IP) address,
and/or the same destination port number). These systems
and methods may then build a message protocol profile that
describes the normal communication patterns of the source
or destination device and/or the communication protocol
used to communicate a corresponding group ol messages
over the mdustrnial network.

Moreover, by building a message protocol profile for the
source or destination device 1n this way and then comparing,
future messages against the message protocol profile, these
systems and methods may be able to determine whether any
of the future messages represent an anomaly that 1s suspi-
ciously inconsistent with the normal communication pat-
terns of the source or destination device. In the event that
one or more of the future messages represents such an
anomaly, these systems and methods may determine that the
source or destination device has likely been compromised.

The following will provide, with reference to FIGS. 1-2,
detailed descriptions of exemplary systems for identifying
compromised devices within industrial control systems.
Detailed descriptions of corresponding computer-imple-
mented methods will be provided in connection with FIG. 3.
Detailed descriptions of an exemplary message protocol
profile and an exemplary message will be provided in
connection with FIGS. 4 and 3, respectively. In addition,
detailed descriptions of an exemplary computing system and
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network architecture capable of implementing one or more
of the embodiments described herein will be provided 1n
connection with FIGS. 6 and 7, respectively.

FIG. 1 1s a block diagram of an exemplary system 100 for
identifying compromised devices within industrial control
systems. As 1llustrated 1n this figure, exemplary system 100
may include one or more modules 102 for performing one or
more tasks. For example, and as will be explained 1n greater
detail below, exemplary system 100 may include a moni-
toring module 104 that momitors network traflic within a
network that facilitates communication for an industrial
control system that includes at least one industrial device.
Exemplary system 100 may also include a profiling module
106 that creates, based at least 1n part on the network traflic,
a message protocol profile for the industrial device that
describes (1) a network protocol used to communicate with
the mdustrial device via the network and (2) normal com-
munication patterns of the industrial device.

In addition, and as will be described in greater detail
below, exemplary system 100 may include a detection
module 108 that detects at least one message within the
network that involves the industrial device and at least one
other computing device included in the industrial control
system. Exemplary system 100 may include a determination
module 110 that (1) determines, by comparing the message
with the message protocol profile for the industrial device,
that the message represents an anomaly that 1s suspiciously
inconsistent with the normal communication patterns of the
industnal device and (2) determines, based at least in part on
the message representing the anomaly, that the other com-
puting device has likely been compromised. Although illus-
trated as separate elements, one or more of modules 102 in
FIG. 1 may represent portions of a single module or appli-
cation.

In certain embodiments, one or more of modules 102 1n
FIG. 1 may represent one or more software applications or
programs that, when executed by a computing device, may
cause the computing device to perform one or more tasks.
For example, and as will be described 1in greater detail
below, one or more of modules 102 may represent software
modules stored and configured to run on one or more
computing devices, such as the devices 1illustrated in FIG. 2
(e.g., computing devices 202(1)-(N), server 206, and/or
industrnial device 208), computing system 610 in FIG. 6,
and/or portions of exemplary network architecture 700 1n
FIG. 7. One or more of modules 102 1n FIG. 1 may also
represent all or portions of one or more special-purpose
computers configured to perform one or more tasks.

As 1llustrated 1n FIG. 1, exemplary system 100 may also
include one or more message protocol profiles, such as
message protocol profile 120. In one example, message
protocol profile 120 may identity, represent, and/or describe
a proprietary network protocol used to communicate via an
industrial network and/or with devices included 1n an mndus-
trial control system. In this example, message protocol
profile 120 may identily, represent, and/or describe the
structure of messages exchanged among devices, the fields
ol such messages, and/or the sequence numbering of such
messages.

Additionally or alternatively, message protocol profile
120 may 1dentify, represent, and/or describe the normal
communication patterns of one or more industrial devices
included i1n an industrial control system. For example,
message protocol profile 120 may include a baseline repre-
sentation of typical payloads, parameters, and/or content
included in messages sent to one or more industrial devices.
Such communication patterns may include and/or be repre-
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sented by opcodes typically included 1n messages exchanged
by devices, data parameters and/or values typically included
in such messages, devices that typically commumicate with
one another, and/or the number of messages typically
exchanged by devices over a certain period of time and/or at
a certain time of day. Although FIG. 1 illustrates only a
single message protocol profile, other embodiments may
include and/or mvolve multiple message protocol profiles
that correspond to the various devices that are included in
and/or iterface with an industrial control system.

Exemplary system 100 1n FIG. 1 may be implemented 1n
a variety of ways. For example, all or a portion of exemplary
system 100 may represent portions of exemplary system 200
in FIG. 2. As shown 1n FIG. 2, system 200 may include a
network 204 that facilitates communication among comput-
ing devices 202(1)-(N), server 206, and/or industrial device
208. In one example, one or more of computing devices
202(1)-(N) may be programmed with one or more of mod-
ules 102. Additionally or alternatively, server 206 and/or
industrial device 208 may be programmed with one or more
of modules 102.

In one example, one or more ol computing devices
202(1)-(N) may store one or more ol message protocol
profiles 120(1)-(N). Additionally or alternatively, server 206
and/or industrial device 208 may store one or more of
message protocol profiles 120(1)-(N).

In one embodiment, one or more of modules 102 from
FIG. 1 may, when executed by at least one processor of
server 206, enable server 206 to identify compromised
devices within industrial control systems. For example, and
as will be described 1n greater detail below, one or more of
modules 102 may cause server 206 to (1) monitor network
traflic within network 204, (2) create, based at least 1n part
on the network traflic, message protocol profile 120(1) for
industrial device 208, which describes (A) the network
protocol used to communicate with industrial device 208 via
network 204 and (B) normal commumcation patterns of
industrial device 208, (3) detect at least one message within
network 204 that involves industrial device 208 and com-
puting device 202(1) included in the industrial control
system, (4) determine, by comparing the message with
message protocol profile 120(1) for industrial device 208,
that the message represents an anomaly that 1s suspiciously
inconsistent with the normal communication patterns of
industrial device 208, and then (5) determine, based at least
in part on the message representing the anomaly, that
computing device 202(1) has likely been compromised.

Computing devices 202(1)-(N) generally represents any
type or form of computing device capable of reading com-
puter-executable 1nstructions. Examples of computing
devices 202(1)-(N) include, without limitation, industrial
devices, controllers, laptops, tablets, desktops, servers, cel-
lular phones, Personal Digital Assistants (PDAs), multime-
dia players, embedded systems, wearable devices (e.g.,
smart watches, smart glasses, etc.), gaming consoles, varia-
tions or combinations of one or more of the same, exemplary
computing system 610 in FIG. 6, or any other suitable
computing devices.

Server 206 generally represents any type or form of
computing device capable of identilying compromised
devices within industrial control systems. Examples of
server 206 1include, without limitation, network devices
(such as routers and/or switches), network servers, applica-
tion servers, security servers, web servers, and/or database
servers configured to run certain software applications and/
or provide various networking, security, web, and/or data-
base services. Although 1llustrated as a single entity 1n FIG.
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2, server 206 may alternatively include and/or represent
multiple servers running within exemplary system 200.

Industrial device 208 generally represents any type or
form of computer-controlled mechanical device capable of
performing manufacturing, service, and/or production
operations. Examples of industrial device 208 include, with-
out limitation, sensors, actuators, controllers, control valves,
motors, robotic devices, embedded systems, computing
devices, controllers, variations or combinations of one or
more of the same, or any other suitable industrial device.

Network 204 generally represents any medium or archi-
tecture capable of facilitating communication or data trans-
ter. Examples of network 204 include, without limitation, an
intranet, private networks, industrial networks, a Wide Area
Network (WAN), a Local Area Network (LAN), a Personal
Area Network (PAN), the Internet, Power Line Communi-
cations (PLC), a cellular network (e.g., a Global System for
Mobile Communications (GSM) network), exemplary net-
work architecture 700 in FIG. 7, or the like. Network 204
may facilitate communication or data transfer using wireless
and/or wired connections. In one embodiment, network 204
may facilitate communication among computing devices
202(1)-(N), server 206, and/or industrial device 208.

FIG. 3 1s a flow diagram of an exemplary computer-
implemented method 300 for identifying compromised
devices within industrial control systems. The steps shown
in FIG. 3 may be performed by any suitable computer-
executable code and/or computing system. In some embodi-
ments, the steps shown i FIG. 3 may be performed by one
or more of the components of system 100 1n FIG. 1, system
200 1n FIG. 2, computing system 610 in FIG. 6, and/or
portions ol exemplary network architecture 700 1n FIG. 7.

As 1llustrated 1n FIG. 3, at step 302 one or more of the
systems described herein may monitor network trathic within
a network that facilitates communication for an industrial
control system that includes at least one industrial device.
For example, monitoring module 104 may, as part of server
206 1n FIG. 2, monitor network trathc within network 204
that facilitates communication for an industrial control sys-
tem that includes 1industrial device 208. The term “network
traflic,” as used herein, generally refers to any type or form
of communication, message, and/or data transfer that passes
from one computing device to another.

The term ““industrial control system,” as used herein,
generally refers to any type or form of system and/or
mechanism that controls and/or performs manufacturing,
service, and/or production operations. In one example, the
industrial control system may include all or a portion of the
components included 1n system 200 in FIG. 2. For example,
the industrial control system may include one or more of
computing devices 202(1)-(N), network 204, server 206,
and/or industrial device 208.

The systems described herein may perform step 302 1n a
variety of ways. In some examples, monitoring module 104
may monitor the network trathic within network 204 by
detecting and/or identifying messages exchanged between
devices included in the industrial control system. For
example, monitoring module 104 may detect and/or identily
messages sent by computing device 202(1) to computing
device 202(N) and/or industrial device 208. Additionally or
alternatively, monitoring module 104 may detect and/or
identily messages sent by industrial device 208 to one or
more of computing devices 202(1)-(N). Accordingly, moni-
toring module 104 may detect and/or count the messages
that originate from or are destined for industrial device 208.

In some examples, profiling module 106 may determine,
deduce, and/or infer the network protocol used by devices
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within the industrial control system to communicate with
one another via network 204. For example, profiling module
106 may parse and/or break down the data included in the
payload of messages detected within network 204. In this
example, profiling module 106 may look for and/or 1dentity
certain patterns found within the data included 1n the pay-
load of those messages. Profiling module 106 may then learn
and/or reverse-engineer the network protocol from the pat-
terns found within the payload of those messages.

In some examples, monitoring module 104 may create a
grouping of messages that have certain characteristics in
common. For example, monitoring module 104 may group
a set ol messages together based at least in part on the
messages’ component layer (such as Transport Layer 4 of
the Internet protocol suite), the messages’™ destination IP
address, and/or the messages’ destination port number. As a
specific example, monitoring module 104 may group all of
the messages that are (1) encapsulated 1n accordance with
Transport Layer 4, (2) destined for IP address 192.168.2.17,
and (3) destined for port number 80 within network 204.
Once monitoring module 104 has grouped the set of mes-
sages together in this way, profiling module 106 may be able
to learn and/or reverse-engineer the network protocol used
by the device that has those specific characteristics.

Accordingly, a network protocol may be learned and/or
reverse-engineered specifically from messages sent and/or
received by a single device (e.g., industrial device 208)
within the industrial control system. Additionally or alter-
natively, a network protocol may be learned and/or reverse-
engineered from messages sent and/or received by several or
all of the devices (e.g., computing devices 202(1)-(N) and
industrial device 208) within the industrial control system.

In one example, upon detecting and/or 1dentifying such
messages within network traflic, monitoring module 104
may 1dentily parameters included 1n fields of the messages.
For example, after profiling module 106 has deduced and/or
inferred the network protocol from patterns found in the
payload of certain messages, monitoring module 104 may
identily parameters included 1n fields of the messages trav-
clling through network 204. In this example, the fields of the
messages may represent and/or correspond to the structure
of the network protocol used to communicate with the
devices included in the industrial control system. Examples
of such parameters include, without limitation, opcodes,
data, message size, message structure, message counts,
transaction identifiers, payload content, sequence numbers,
values, metadata, variations or combinations of one or more
of the same, or any other suitable parameters.

Returning to FIG. 3, at step 304 one or more of the
systems described herein may create a message protocol
profile for the industrial device based at least in part on the
network tratlic. For example, profiling module 106 may, as
part of server 206 in FIG. 2, create message protocol profile
120(1) in FIG. 2 for industrial device 208 based at least 1n
part on the network traflic. In this example, message proto-
col profile 120(1) may 1dentify and/or describe the network
protocol used to communicate with industrial device 208.
Additionally or alternatively, message protocol profile 120
(1) may i1dentily and/or describe normal communication
patterns ol industrial device 208. In other words, message
protocol profile 120(1) may 1dentily and/or describe typical
payloads, parameters, and/or content included 1n messages
sent and/or received by industrial device 208.

The systems described herein may perform step 304 in a
variety of ways. In some examples, profiling module 106
may build a baseline representation of the normal commu-
nication patterns of industrial device 208 from the param-
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cters 1ncluded 1n the fields of the messages. For example,
profiling module 106 may i1dentify a grouping of messages
that were carried 1n a specific component layer (e.g., Trans-
port Layer 4), destined for the IP address of industrial device
208 (e.g., 192.168.2.17), and/or destined for a specific port
number on industrial device 208 (e.g., port number 80). In
this example, profiling module 106 may analyze this group-
ing to learn and/or i1dentity typical payloads, parameters,
and/or content included 1n messages sent to industrial device
208. Profiling module 106 may then insert and/or include a
representation of those payloads, parameters, and/or content
in the baseline representation of normal communication
patterns of industrial device 208.

Additionally or alternatively, profiling module 106 may
include and/or insert a description of the structure of the
network protocol used to communicate with industrial
device 208 1n message protocol profile 120(1). In one
example, the structure of the network protocol may be
specific to industrial device 208. In another example, the
structure of the network protocol may be common to all
devices included 1n the industrial control system.

As a specific example, profiling module 106 may create
and/or build message protocol profile 120(1) i FIG. 4 for
industrial device 208. As illustrated in FIG. 4, message
protocol profile 120(1) may include and/or identify the
corresponding device (in this example, “Industrial Device
208”), the IP address of the device (in this example,
“192.168.2.177), the corresponding port number on the
device (1n this example, “807"), the component layer 1n which
the messages were carried (in this example, “Transport
Layer 47°), the payload structure of network protocol mes-
sages indicating which bytes represent the opcode (in this
example, “Bytes 1 and 27), which bytes represent the
transaction 1dentifier (1n this example, “Bytes 3 and 47),
which bytes represent the parameters or values (1n this
example, “Bytes 5 through 107"), which bytes represent the
sequence number (1n this example, “Byte 117), the sequence
numbering scheme (in this example, “REQUEST: 07,
“REQUEST ACKNOWLEDGE: 17, “DATA TRANSMIS-
SION: 27, and “DATA RECEIPT ACKNOWLEDGE: 37),
the normal communication patterns of the device indicating,
the opcodes typically included 1n incoming messages (in this
example, “0x010F”, “Ox00FF”, “Ox00AA”, and “0x1234”),
the parameters typically included 1n mncoming messages (in
this example, “0x000000 through O0x000FFF”"), the opcodes

typically included 1n outgoing messages (in this example,
“0x0002”, “0x121F”, “OxFF00”, and “0x1234”"), and/or the

parameters typically included 1n outgoing messages (1n this
example, “0x010101 and OxFFFFFE™).

In some examples, profiling module 106 may form and/or
develop a set of policy rules that represent a reference for the
normal communication patterns of industrial device 208. For
example, profiling module 106 may analyze the parameters
identified in the fields of the messages. In this example,
profiling module 106 may then form and/or develop a set of
policy rules based on the analysis of the parameters 1denti-
fied within those fields. Additionally or alternatively, pro-
filing module 106 may label those policy rules 1n connection
with the messages 1in which the parameters were 1dentified.
This set of policy rules may indicate and/or represent the
normal communication patterns ol industrial device 208.
Accordingly, this set of policy rules may be used to deter-
mine, by way of comparison, whether future messages
involving industrial device 208 represent anomalous com-
munications.

In one example, the set of policy rules may be 1ncorpo-
rated 1n and/or represented by a mathematical formula that
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facilitates calculating a risk score for devices that commu-
nicate with industrial device 208. For example, profiling
module 106 may form and/or develop a mathematical for-
mula that includes certain numerical values representing the
level of risk associated with violating each of the policy
rules. In this example, profiling module 106 may weight one
or more of the numerical values depending on the signifi-
cance ol a violation of the corresponding policy rules. In
other words, the weights may correspond to and/or be
commensurate with how telling and/or meaningful the vio-
lation 1s to determining whether a certain device has been
compromised.

Returning to FIG. 3, at step 306 one or more of the
systems described herein may detect at least one message
within the network that involves the industrial device and at
least one other computing device included 1n the industrial
control system. For example, detection module 108 may, as
part of server 206 1n FIG. 2, detect at least one message
within network 204 that involves industrial device 208 and
one or more of computing devices 202(1)-(N). In one
example, this message may be sent by one of computing
devices 202(1)-(N) to industrial device 208 via network 204.
In another example, this message may be sent by industrial
device 208 to one or more of computing device 208(1)-(IN)
via network 204.

The systems described herein may perform step 306 1n a
variety of ways. In some examples, detection module 108
may detect and/or 1ntercept the message while monitoring
network traflic within network 204. For example, detection
module 108 may detect and/or intercept message 500 1n FIG.
5 on 1ts way to 1industrial device 208 within network 204. As
illustrated 1n FIG. 5, message 500 may identify the desti-
nation IP address (in this example, “192.168.2.177), the
destination port number (in this example, “807), the com-
ponent layer carrying the message (in this example, “Trans-
port Layer 47), the payload parameters that include bytes 1
and 2 (in this example, “0x4F32), bytes 3 and 4 (in this
example, “Ox000F”), bytes 5 through 10 (in this example,
“Ox071830AB6E”), and byte 11 (in this example, “0x02”).

In one example, determination module 110 may deter-
mine that the message shares certain characteristics with a
grouping ol messages that were destined for industrial
device 208. For example, determination module 110 may
determine that the message 1s encapsulated in accordance
with the same component layer (e.g., Transport Layer 4),
destined for the same IP address (e.g., 192.168.2.17), and/or
destined for the same port number (e.g., port number 80) as
the grouping of messages from which message protocol
profile 120(1) was created. In this example, determination
module 110 may arrive at this determination by comparing
metadata found 1n the message against message protocol
profile 120(1).

Returning to FIG. 3, at step 308 one or more of the
systems described herein may determine that the message
represents an anomaly by comparing the message with the
message protocol profile for the industrial device. For
example, determination module 110 may, as part of server
206 1n FIG. 2, determine that the message represents an
anomaly by comparing the message with message protocol
profile 120(1). This anomaly may signmify and/or suggest that
the message 1s suspiciously inconsistent with the normal
communication patterns of industrial device 208. The term
“suspiciously mconsistent,” as used herein with reference to
normal communication patterns, generally refers to any type
or form of deviation that corresponds and/or gives rise to a
certain level of suspicion and/or doubt regarding the nor-
malcy and/or legitimacy of a message.
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The systems described herein may perform step 308 1n a
variety of ways. In some examples, determination module
110 may determine that the message represents the anomaly
based at least in part on the parameters included 1n the fields
of the message. For example, determination module 110
may 1dentily certain parameters of the message, such as an
opcode, the payload size, the sequence number, and/or the
transaction identifier. In this example, determination module
110 may determine that at least one of those parameters
identified within the message 1s suspiciously inconsistent
with the baseline representation of the normal communica-
tion patterns of industrial device 208.

Returning to FIG. 3, at step 310 one or more of the
systems described herein may determine that the other
computing device has likely been compromised based at
least 1n part on the message representing the anomaly. For
example, determination module 110 may, as part of server
206 1n FIG. 2, determine that one of computing devices
202(1)-(N) has likely been compromised based at least 1n
part on the message representing an anomaly. In other
words, since (1) the message involves that computing device
and industrial device 208 and (2) the message represents an
anomaly with respect to the normal communication patterns
of industrial device 208, determination module 110 may
determine that the computing device has been compromised
by an attacker. As a result of this compromised state, the
computing device may be sending messages that include
illegitimate instructions to industrial device 208.

The systems described herein may perform step 310 1n a
variety ol ways. In some examples, determination module
110 may determine that the computing device has been
compromised based at least in part on a risk score for the
computing device. For example, determination module 110
may calculate a risk score for computing device 202(1) that
accounts for one or more messages sent by computing
device 202(1) to industrial device 208. In this example, the
risk score may be calculated by applying certain parameters
of the message to the mathematical formula. As described
above, this mathematical formula may incorporate and/or
account for the set of policy rules that represent a reference
for the normal communication patterns of industrial device
208.

Continuing with this example, the risk score may retlect
whether the messages sent by computing device 202(1)
violate any of the policy rules incorporated into the math-
ematical formula. Accordingly, in the event that the mes-
sages violate those policy rules incorporated in the math-
ematical formula to a suflicient degree, determination
module 110 may determine that the risk score exceeds a
certain threshold. As a result, determination module 110 may
determine that computing device 202(1) has been compro-
mised.

In response to the determination that one of computing
devices 202(1)-(2) has been compromised, security module
112 may perform one or more security actions with respect
to the compromised computing device. Examples of such
security actions include, without limitation, raising an alarm
that notifies at least one additional computing device about
the compromised computing device, quarantining the com-
promised computing device from the industrial network to
prevent the compromised computing device from commu-
nicating with any additional computing devices within the
industrial control system, shutting down the compromised
computing device to prevent the other computing device
from communicating with any additional computing devices
within the industrial control system, blocking all messages
between the compromised computing device and any addi-

10

15

20

25

30

35

40

45

50

55

60

65

12

tional computing devices within the industrial control sys-
tem, replacing the compromised computing device within
the mndustrial network by transferring at least one computing
task of the compromised computing device to at least one
additional computing device within the industrial control
system, variations or combinations of one or more of the
same, or any other suitable security actions.

As a specilic example, monitoring module 104 may
monitor network traflic within a network that facilitates
communication for an industrial control system that includes
an arm actuator assigned 192.168.2.17 as its IP address. In
this example, monitoring module 104 may detect and/or
identily various messages that are encapsulated in accor-
dance with Transport Layer 4 and destined for port number
80 at IP address 192.168.2.17. Monitoring module 104 may
group those messages together based at least in part on their
common characteristics. Upon grouping together a sutlicient
amount of messages that share those characteristics 1n
common, monitoring module 104 may feed that grouping of
messages to profiling module 106 to create a message
protocol profile for the arm actuator.

In this example, profiling module 106 may build a base-
line representation of the normal communication patterns of
the arm actuator by analyzing that grouping of messages.
For example, profiling module 106 may identity all of the
valid opcodes recerved by the arm actuator in those mes-
sages. Additionally or alternatively, profiling module 106
may 1dentify all of the data and/or values received by the
arm actuator in those messages. Such data and/or values may
represent valid angles of movement for the arm actuator.
Profiling module 106 may include and/or insert the baseline
representation of the normal communication patterns of the
arm actuator 1n the message protocol profile for the arm
actuator.

In the event that a controller included 1n the industrial
control system becomes compromised by an attacker, the
controller may begin sending illegitimate messages to the
arm actuator. Such illegitimate messages may 1include
invalid opcodes and/or invalid data or values. Accordingly,
such 1illegitimate messages may include instructions that
would, if executed by arm actuator, cause the arm actuator
to perform invalid actions (such as moving the arm actuator
to an invalid angle).

Continuing with this example, detection module 108 may
detect and/or 1dentify one of these illegitimate messages sent
by the controller within the 1industrial network. Determina-
tion module 110 may determine that this illegitimate mes-
sage represents an anomaly that 1s suspiciously inconsistent
with the normal communication patterns of the arm actuator
by comparing the illegitimate message with the message
protocol profile for the arm actuator. Determination module
110 may also determine that the controller has been com-
promised because the illegitimate message represents an
anomaly.

As explained above 1n connection with FIGS. 1-5, an
industrial security technology may identity compromised
devices within industrial control systems by implementing a
two-phase approach. First, the industnial security technology
may 1mplement a training phase that mvolves collecting
network tratlic within an industrial control system by using
a network grouper. In one example, the network grouper
may group together sets of messages based on the Transport
Layer 4 protocol, destination IP address, and destination port
number. Upon collecting and grouping a suflicient amount of
traflic into a set, the network grouper may pass the grouped
set of messages to a network profiler that creates a message
protocol profile based on the grouped set of messages.




US 9,967,274 B2

13

The network profiler may label resulting message proto-
col profiles based on the grouped sets ol messages used to
create those profiles. The industrial security technology may
consume the labelled message protocol profiles to create
policy rules that represent the reference for normal commu-
nication patterns (e.g., normal message payloads) of the
devices within the industrial control system.

Second, the industrial security technology may implement
a detection phase that mvolves providing two feeds of
information to an anomaly detector. In this example, one
feed of information may include the policy rules created
from the labelled message protocol profiles. Another feed of
information may include messages collected by the network
grouper while continuing to monitor the network traflic
within the industrial control system. The anomaly detector
may then apply the policy rules from the one feed to the
messages from the other feed. By doing so, the anomaly
detector may determine whether any of the messages violate
the policy rules. In the event that certain violations occur, the
industrial security technology may raise an alarm indicating
that a particular device within the industrial control system
has been compromised.

FIG. 6 1s a block diagram of an exemplary computing
system 610 capable of implementing one or more of the
embodiments described and/or illustrated herein. For
example, all or a portion of computing system 610 may
perform and/or be a means for performing, either alone or in
combination with other elements, one or more of the steps
described herein (such as one or more of the steps illustrated
in FIG. 3). All or a portion of computing system 610 may
also perform and/or be a means for performing any other
steps, methods, or processes described and/or illustrated
herein.

Computing system 610 broadly represents any single or
multi-processor computing device or system capable of
executing computer-readable instructions. Examples of
computing system 610 include, without limitation, worksta-
tions, laptops, client-side terminals, servers, distributed
computing systems, handheld devices, or any other comput-
ing system or device. In 1ts most basic configuration, com-
puting system 610 may include at least one processor 614
and a system memory 616.

Processor 614 generally represents any type or form of
physical processing unit (e.g., a hardware-implemented cen-
tral processing unit) capable of processing data or interpret-
ing and executing instructions. In certain embodiments,
processor 614 may receirve instructions from a software
application or module. These instructions may cause pro-
cessor 614 to perform the functions of one or more of the
exemplary embodiments described and/or illustrated herein.

System memory 616 generally represents any type or
form of volatile or non-volatile storage device or medium
capable of storing data and/or other computer-readable
instructions. Examples of system memory 616 include,
without limitation, Random Access Memory (RAM), Read
Only Memory (ROM), flash memory, or any other suitable
memory device. Although not required, 1n certain embodi-
ments computing system 610 may include both a volatile
memory unit (such as, for example, system memory 616)
and a non-volatile storage device (such as, for example,
primary storage device 632, as described 1n detail below). In
one example, one or more of modules 102 from FIG. 1 may
be loaded 1nto system memory 616.

In certain embodiments, exemplary computing system
610 may also include one or more components or elements
in addition to processor 614 and system memory 616. For
example, as 1llustrated 1n FIG. 6, computing system 610 may
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include a memory controller 618, an Input/Output (I/0)
controller 620, and a communication interface 622, each of
which may be interconnected via a communication inira-
structure 612. Communication infrastructure 612 generally
represents any type or form ol infrastructure capable of
facilitating communication between one or more compo-
nents of a computing device. Examples of communication
infrastructure 612 include, without limitation, a communi-
cation bus (such as an Industry Standard Architecture (ISA),
Peripheral Component Interconnect (PCI), PCI Express
(PCle), or similar bus) and a network.

Memory controller 618 generally represents any type or
form of device capable of handling memory or data or
controlling communication between one or more compo-
nents of computing system 610. For example, in certain
embodiments memory controller 618 may control commu-
nication between processor 614, system memory 616, and
I/O controller 620 via communication infrastructure 612.

I/0O controller 620 generally represents any type or form
of module capable of coordinating and/or controlling the
mnput and output functions of a computing device. For
example, 1 certain embodiments I/O controller 620 may
control or facilitate transfer of data between one or more
clements of computing system 610, such as processor 614,
system memory 616, communication interface 622, display
adapter 626, input interface 630, and storage interface 634.

Communication interface 622 broadly represents any type
or form of communication device or adapter capable of
facilitating communication between exemplary computing
system 610 and one or more additional devices. For
example, 1 certain embodiments communication interface
622 may facilitate communication between computing sys-
tem 610 and a private or public network including additional
computing systems. Examples of communication interface
622 include, without limitation, a wired network interface
(such as a network interface card), a wireless network
interface (such as a wireless network interface card), a
modem, and any other suitable interface. In at least one
embodiment, communication interface 622 may provide a
direct connection to a remote server via a direct link to a
network, such as the Internet. Communication interface 622
may also indirectly provide such a connection through, for
example, a local area network (such as an Ethernet network),
a personal area network, a telephone or cable network, a
cellular telephone connection, a satellite data connection, or
any other suitable connection.

In certain embodiments, communication interface 622
may also represent a host adapter configured to facilitate
communication between computing system 610 and one or
more additional network or storage devices via an external
bus or communications channel. Examples of host adapters
include, without limitation, Small Computer System Inter-
tace (SCSI) host adapters, Universal Serial Bus (USB) host
adapters, Institute of Electrical and Electronics Engineers
(IEEE) 1394 host adapters, Advanced Technology Attach-
ment (ATA), Parallel ATA (PATA), Senial ATA (SATA), and
External SATA (eSATA) host adapters, Fibre Channel inter-
face adapters, Ethernet adapters, or the like. Communication
interface 622 may also allow computing system 610 to
engage 1n distributed or remote computing. For example,
communication interface 622 may recerve mstructions from
a remote device or send instructions to a remote device for
execution.

As 1llustrated 1n FIG. 6, computing system 610 may also
include at least one display device 624 coupled to commu-
nication infrastructure 612 via a display adapter 626. Dis-
play device 624 generally represents any type or form of
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device capable of visually displaying information forwarded
by display adapter 626. Similarly, display adapter 626
generally represents any type or form of device configured

to forward graphics, text, and other data from communica-
tion infrastructure 612 (or from a frame bufler, as known in 53
the art) for display on display device 624.

As 1llustrated 1n FI1G. 6, exemplary computing system 610
may also include at least one mput device 628 coupled to
communication infrastructure 612 via an imnput interface 630.
Input device 628 generally represents any type or form of 10
input device capable of providing input, either computer or
human generated, to exemplary computing system 610.
Examples of mnput device 628 include, without limitation, a
keyboard, a pointing device, a speech recognition device, or
any other mput device. 15

As 1llustrated 1n FIG. 6, exemplary computing system 610
may also iclude a primary storage device 632 and a backup
storage device 633 coupled to communication infrastructure
612 via a storage iterface 634. Storage devices 632 and 633
generally represent any type or form of storage device or 20
medium capable of storing data and/or other computer-
readable mstructions. For example, storage devices 632 and
633 may be a magnetic disk drive (e.g., a so-called hard
drive), a solid state drive, a floppy disk drive, a magnetic
tape drive, an optical disk drive, a flash drive, or the like. 25
Storage interface 634 generally represents any type or form
ol interface or device for transferring data between storage
devices 632 and 633 and other components of computing
system 610.

In certain embodiments, storage devices 632 and 633 may 30
be configured to read from and/or write to a removable
storage unit configured to store computer soltware, data, or
other computer-readable information. Examples of suitable
removable storage units include, without limitation, a floppy
disk, a magnetic tape, an optical disk, a flash memory 35
device, or the like. Storage devices 632 and 633 may also
include other similar structures or devices for allowing
computer soitware, data, or other computer-readable mstruc-
tions to be loaded into computing system 610. For example,
storage devices 632 and 633 may be configured to read and 40
write solftware, data, or other computer-readable 1forma-
tion. Storage devices 632 and 633 may also be a part of
computing system 610 or may be a separate device accessed
through other interface systems.

Many other devices or subsystems may be connected to 45
computing system 610. Conversely, all of the components
and devices illustrated 1n FIG. 6 need not be present to
practice the embodiments described and/or illustrated
herein. The devices and subsystems referenced above may
also be interconnected 1n different ways from that shown 1 50
FIG. 6. Computing system 610 may also employ any num-
ber of software, firmware, and/or hardware configurations.
For example, one or more of the exemplary embodiments
disclosed herein may be encoded as a computer program
(also referred to as computer software, software applica- 55
tions, computer-readable instructions, or computer control
logic) on a computer-readable medium. The term “com-
puter-readable medium,” as used herein, generally refers to
any form of device, carrier, or medium capable of storing or
carrying computer-readable instructions. Examples of com- 60
puter-readable media include, without limitation, transmis-
sion-type media, such as carrier waves, and non-transitory-
type media, such as magnetic-storage media (e.g., hard disk
drives, tape drives, and floppy disks), optical-storage media
(e.g., Compact Disks (CDs), Digital Video Disks (DVDs), 65
and BLU-RAY disks), electronic-storage media (e.g., solid-
state drives and flash media), and other distribution systems.
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The computer-readable medium contaiming the computer
program may be loaded into computing system 610. All or
a portion of the computer program stored on the computer-
readable medium may then be stored 1n system memory 616
and/or various portions of storage devices 632 and 633.
When executed by processor 614, a computer program
loaded 1nto computing system 610 may cause processor 614
to perform and/or be a means for performing the functions
of one or more of the exemplary embodiments described
and/or illustrated herein. Additionally or alternatively, one or
more of the exemplary embodiments described and/or illus-
trated herein may be implemented in firmware and/or hard-
ware. For example, computing system 610 may be config-
ured as an Application Specific Integrated Circuit (ASIC)
adapted to implement one or more of the exemplary embodi-
ments disclosed herein.

FIG. 7 1s a block diagram of an exemplary network
architecture 700 in which client systems 710, 720, and 730
and servers 740 and 745 may be coupled to a network 750.
As detailed above, all or a portion of network architecture
700 may perform and/or be a means for performing, either
alone or in combination with other elements, one or more of
the steps disclosed herein (such as one or more of the steps
illustrated 1n FI1G. 3). All or a portion of network architecture
700 may also be used to perform and/or be a means for
performing other steps and features set forth 1n the instant
disclosure.

Client systems 710, 720, and 730 generally represent any
type or form of computing device or system, such as
exemplary computing system 610 in FIG. 6. Similarly,
servers 740 and 745 generally represent computing devices
or systems, such as application servers or database servers,
configured to provide various database services and/or run
certain software applications. Network 750 generally repre-
sents any telecommunication or computer network includ-
ing, for example, an intranet, a WAN, a LAN, a PAN, or the
Internet. In one example, client systems 710, 720, and/or
730 and/or servers 740 and/or 745 may include all or a
portion of system 100 from FIG. 1.

As 1llustrated 1n FIG. 7, one or more storage devices
760(1)-(N) may be directly attached to server 740. Similarly,
one or more storage devices 770(1)-(N) may be directly
attached to server 745. Storage devices 760(1)-(N) and
storage devices 770(1)-(N) generally represent any type or
form of storage device or medium capable of storing data
and/or other computer-readable instructions. In certain
embodiments, storage devices 760(1)-(N) and storage
devices 770(1)-(N) may represent Network-Attached Stor-
age (NAS) devices configured to communicate with servers
740 and 745 using various protocols, such as Network File
System (NFS), Server Message Block (SMB), or Common
Internet File System (CIFS).

Servers 740 and 745 may also be connected to a Storage
Area Network (SAN) fabric 780. SAN fabric 780 generally
represents any type or form ol computer network or archi-
tecture capable of facilitating communication between a
plurality of storage devices. SAN fabric 780 may facilitate
communication between servers 740 and 745 and a plurality
of storage devices 790(1)-(N) and/or an intelligent storage
array 795. SAN fabric 780 may also facilitate, via network
750 and servers 740 and 745, communication between client
systems 710, 720, and 730 and storage devices 790(1)-(N)
and/or intelligent storage array 793 in such a manner that
devices 790(1)-(N) and array 795 appear as locally attached
devices to client systems 710, 720, and 730. As with storage
devices 760(1)-(N) and storage devices 770(1)-(N), storage
devices 790(1)-(N) and intelligent storage array 795 gener-
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ally represent any type or form of storage device or medium
capable of storing data and/or other computer-readable
instructions.

In certain embodiments, and with reference to exemplary
computing system 610 of FIG. 6, a communication inter-
face, such as communication interface 622 in FIG. 6, may be
used to provide connectivity between each client system
710, 720, and 730 and network 750. Client systems 710,
720, and 730 may be able to access information on server
740 or 745 using, for example, a web browser or other client
soltware. Such software may allow client systems 710, 720,
and 730 to access data hosted by server 740, server 745,
storage devices 760(1)-(N), storage devices 770(1)-(N),
storage devices 790(1)-(N), or itelligent storage array 795.
Although FIG. 7 depicts the use of a network (such as the
Internet) for exchanging data, the embodiments described
and/or 1llustrated herein are not limited to the Internet or any
particular network-based environment.

In at least one embodiment, all or a portion of one or more
of the exemplary embodiments disclosed herein may be
encoded as a computer program and loaded onto and
executed by server 740, server 745, storage devices 760(1)-
(N), storage devices 770(1)-(IN), storage devices 790(1)-(N),
intelligent storage array 795, or any combination thereof. All
or a portion of one or more of the exemplary embodiments
disclosed herein may also be encoded as a computer pro-
gram, stored 1n server 740, run by server 745, and distributed
to client systems 710, 720, and 730 over network 750.

As detailed above, computing system 610 and/or one or
more components of network architecture 700 may perform
and/or be a means for performing, either alone or 1n com-
bination with other elements, one or more steps of an
exemplary method for identifying compromised devices
within industrial control systems.

While the foregoing disclosure sets forth various embodi-
ments using specific block diagrams, flowcharts, and
examples, each block diagram component, flowchart step,
operation, and/or component described and/or 1illustrated
herein may be implemented, individually and/or collec-
tively, using a wide range of hardware, software, or firmware
(or any combination thereof) configurations. In addition, any
disclosure of components contained within other compo-
nents should be considered exemplary 1n nature since many
other architectures can be implemented to achieve the same
functionality.

In some examples, all or a portion of exemplary system
100 in FIG. 1 may represent portions of a cloud-computing
or network-based environment. Cloud-computing environ-
ments may provide various services and applications via the
Internet. These cloud-based services (e.g., software as a
service, platform as a service, infrastructure as a service,
etc.) may be accessible through a web browser or other
remote interface. Various functions described herein may be
provided through a remote desktop environment or any other
cloud-based computing environment.

In various embodiments, all or a portion of exemplary
system 100 1n FIG. 1 may facilitate multi-tenancy within a
cloud-based computing environment. In other words, the
soltware modules described herein may configure a com-
puting system (e.g., a server) to facilitate multi-tenancy for
one or more of the functions described herein. For example,
one or more ol the software modules described herein may
program a server to enable two or more clients (e.g.,
customers) to share an application that 1s running on the
server. A server programmed 1n this manner may share an
application, operating system, processing system, and/or
storage system among multiple customers (i.e., tenants).
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One or more of the modules described herein may also
partition data and/or configuration information of a multi-
tenant application for each customer such that one customer
cannot access data and/or configuration information of
another customer.

According to various embodiments, all or a portion of
exemplary system 100 in FIG. 1 may be implemented within
a virtual environment. For example, the modules and/or data
described herein may reside and/or execute within a virtual
machine. As used herein, the term “virtual machine” gen-
crally refers to any operating system environment that is
abstracted from computing hardware by a virtual machine
manager (e.g., a hypervisor). Additionally or alternatively,
the modules and/or data described herein may reside and/or
execute within a virtualization layer. As used herein, the
term “virtualization layer” generally refers to any data layer
and/or application layer that overlays and/or 1s abstracted
from an operating system environment. A virtualization
layer may be managed by a software virtualization solution
(e.g., a file system filter) that presents the virtualization layer
as though it were part of an underlying base operating
system. For example, a software virtualization solution may
redirect calls that are 1mtially directed to locations within a
base file system and/or registry to locations within a virtu-
alization layer.

In some examples, all or a portion of exemplary system
100 1n FIG. 1 may represent portions of a mobile computing,
environment. Mobile computing environments may be
implemented by a wide range of mobile computing devices,
including mobile phones, tablet computers, e-book readers,
personal digital assistants, wearable computing devices
(e.g., computing devices with a head-mounted display,
smartwatches, etc.), and the like. In some examples, mobile
computing environments may have one or more distinct
teatures, ncluding, for example, reliance on battery power,
presenting only one foreground application at any given
time, remote management features, touchscreen features,
location and movement data (e.g., provided by Global
Positioning Systems, gyroscopes, accelerometers, etc.),
restricted platforms that restrict modifications to system-
level configurations and/or that limit the ability of third-
party software to 1nspect the behavior of other applications,
controls to restrict the installation of applications (e.g., to
only originate from approved application stores), etc. Vari-
ous functions described herein may be provided for a mobile
computing environment and/or may interact with a mobile
computing environment.

In addition, all or a portion of exemplary system 100 1n
FIG. 1 may represent portions of, interact with, consume
data produced by, and/or produce data consumed by one or
more systems for information management. As used herein,
the term “information management” may refer to the pro-
tection, organization, and/or storage ol data. Examples of
systems for information management may include, without
limitation, storage systems, backup systems, archival sys-
tems, replication systems, high availability systems, data
search systems, virtualization systems, and the like.

In some embodiments, all or a portion of exemplary
system 100 in FIG. 1 may represent portions of, produce
data protected by, and/or communicate with one or more
systems for information security. As used herein, the term
“information security” may refer to the control of access to
protected data. Examples of systems for mformation secu-
rity may include, without limitation, systems providing
managed security services, data loss prevention systems,
identity authentication systems, access control systems,
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encryption systems, policy compliance systems, intrusion
detection and prevention systems, electronic discovery sys-
tems, and the like.

According to some examples, all or a portion of exem-
plary system 100 in FIG. 1 may represent portions of,
communicate with, and/or receive protection from one or
more systems for endpoint security. As used herein, the term
“endpoint security” may refer to the protection of endpoint
systems from unauthorized and/or illegitimate use, access,
and/or control. Examples of systems for endpoint protection
may include, without limitation, anti-malware systems, user
authentication systems, encryption systems, privacy sys-
tems, spam-iiltering services, and the like.

The process parameters and sequence of steps described
and/or illustrated herein are given by way of example only
and can be varied as desired. For example, while the steps
illustrated and/or described herein may be shown or dis-
cussed 1n a particular order, these steps do not necessarily
need to be performed in the order illustrated or discussed.
The various exemplary methods described and/or 1llustrated
herein may also omit one or more of the steps described or
illustrated herein or include additional steps in addition to
those disclosed.

While various embodiments have been described and/or
illustrated herein 1n the context of fully functional comput-
ing systems, one or more of these exemplary embodiments
may be distributed as a program product n a variety of
forms, regardless of the particular type of computer-readable
media used to actually carry out the distribution. The
embodiments disclosed herein may also be implemented
using soltware modules that perform certain tasks. These
soltware modules may 1nclude script, batch, or other execut-
able files that may be stored on a computer-readable storage
medium or 1 a computing system. In some embodiments,
these software modules may configure a computing system
to perform one or more of the exemplary embodiments
disclosed herein.

In addition, one or more of the modules described herein
may transform data, physical devices, and/or representations
of physical devices from one form to another. Additionally
or alternatively, one or more of the modules recited herein
may transform a processor, volatile memory, non-volatile
memory, and/or any other portion of a physical computing
device from one form to another by executing on the
computing device, storing data on the computing device,
and/or otherwise interacting with the computing device.

The preceding description has been provided to enable
others skilled 1n the art to best utilize various aspects of the
exemplary embodiments disclosed herein. This exemplary
description 1s not intended to be exhaustive or to be limited
to any precise form disclosed. Many modifications and
variations are possible without departing from the spirit and
scope of the mstant disclosure. The embodiments disclosed
herein should be considered 1n all respects illustrative and
not restrictive. Reference should be made to the appended
claims and their equivalents 1n determining the scope of the
instant disclosure.

Unless otherwise noted, the terms ‘“connected to” and
“coupled to” (and their dernivatives), as used 1n the specifi-
cation and claims, are to be construed as permitting both
direct and indirect (1.e., via other elements or components)
connection. In addition, the terms “a” or “an,” as used 1n the
specification and claims, are to be construed as meaning “‘at
least one of.” Finally, for ease of use, the terms “including”
and “having” (and their dertvatives), as used in the specifi-
cation and claims, are interchangeable with and have the
same meaning as the word “comprising.”
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What 1s claimed 1s:

1. A computer-implemented method for 1dentifying com-
promised devices within industrial control systems, at least
a portion of the method being performed by a computing
device comprising at least one processor, the method com-
prising:

monitoring network trathic within a network that facili-

tates communication for an industrial control system
that includes at least one industrial device;

creating, based at least in part on the network trathic, a

message protocol profile for the industrial device that

describes:

a network protocol used to communicate with the
industrial device via the network;

normal communication patterns of the industrial
device; and

one or more valid opcodes for the industrial device;

detecting at least one message within the network that

involves the industrial device and at least one other

computing device included in the industrial control

system;

identifying at least one opcode 1n the message;

determining, by comparing the opcode 1dentified in the

message with the valid opcodes for the industrial
device described in the message protocol profile, that
the message represents an anomaly that 1s suspiciously
inconsistent with the normal communication patterns
of the industrial device; and

determining, based at least in part on the message repre-

senting the anomaly, that the other computing device
has likely been compromised.

2. The method of claim 1, further comprising, 1n response
to determining that the other computing device has likely
been compromised, performing at least one security action
with respect to the other computing device.

3. The method of claim 2, wherein the security action
comprises at least one of:

raising an alarm that notifies at least one additional

computing device that the other computing device has
been compromised;

quarantining the other computing device from the indus-

trial network to prevent the other computing device
from communicating with any additional computing
devices within the industrial control system:;

shutting down the other computing device to prevent the

other computing device from communicating with any
additional computing devices within the industrial con-
trol system;

blocking all messages between the other computing

device and any additional computing devices within the
industrial control system; and

replacing the other computing device within the industrial

network by transferring at least one computing task of
the other computing device to at least one additional
computing device within the industrial control system.

4. The method of claim 1, wherein monitoring the net-
work traflic within the network comprises:

detecting messages within the network that originate from

or are destined for the industrial device; and

identilying parameters included in fields of the messages.

5. The method of claim 4, wherein creating the message
protocol profile for the industrial device comprises building,
a baseline representation of the normal communication
patterns ol the industrial device from the parameters
included in the fields of the messages.
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6. The method of claim 5, wherein:

detecting the messages within the network that originate
from or are destined for the industrial device comprises
creating a grouping ol messages that have certain
characteristics 1n common with respect to the industrial
device; and

building the baseline representation of the normal com-
munication patterns of the industrial device comprises
building the baseline representation of the normal com-
munication patterns of the industrial device by:
analyzing the grouping of messages; and
iserting a representation of the parameters identified 1n

the fields of the messages 1nto the baseline repre-
sentation.

7. The method of claim 6, wherein detecting the message
within the network that involves the industrial device and
the other computing device comprises determining that the
message and the grouping of messages share the certain
characteristics in common.

8. The method of claim 7, wherein determining that the
message represents the anomaly comprises:

identifying at least one parameter included 1n at least one
field of the message; and

determining that the parameter identified 1n the field of the
message 1s suspiciously mconsistent with the baseline
representation of the normal communication patterns of
the industrial device.

9. The method of claim 4, wherein building the baseline
representation of the normal communication patterns of the
industrial device comprises forming, based at least 1n part on
the parameters 1dentified 1n the fields of the messages, a set
of policy rules that represent a reference for the normal
communication patterns of the industrial device.

10. The method of claim 9, wherein forming the set of
policy rules comprises weighting, within a mathematical
formula that facilitates calculating a risk score for comput-
ing devices communicating with the industrial device, a
numerical value that represents a level of risk associated
with violating at least one policy rule within the set of policy
rules.

11. The method of claim 4, wherein the parameters
included in the fields of the messages comprise at least one
of:

an opcode included 1n a message originating from or
destined for the industrial device;

a s1ze ol a message originating from or destined for the
industrial device;

a structure of a message originating ifrom or destined for
the industrial device;

a sequence number of a message originating from or
destined for the industrial device:

a counter that identifies a certain number of messages
originating from or destined for the industrial device;
and

a transaction identifier included 1n a message originating,
from or destined for the industnial device.

12. A system for 1dentifying compromised devices within

industnial control systems, the system comprising:

a monitoring module, stored 1n memory, that monitors
network traflic within a network that facilitates com-
munication for an industrial control system that
includes at least one industrial device;

a profiling module, stored in memory, that creates, based
at least i part on the network traflic, a message
protocol profile for the industrial device that describes:
a network protocol used to communicate with the

industrial device via the network:

10

15

20

25

30

35

40

45

50

55

60

65

22

normal communication patterns of the industrial
device; and
one or more valid opcodes for the industrial device;
a detection module, stored 1n memory, that:
detects at least one message within the network that
involves the industrial device and at least one other
computing device; and
identifies at least one opcode 1n the message;
a determination module, stored 1n memory, that:
determines, by comparing the opcode 1dentified 1n the
message with the valid opcodes for the industrial
device described in the message protocol profile, that
the message represents an anomaly that 1s suspi-
ciously mconsistent with the normal communication
patterns of the industrial device; and
determines, based at least 1n part on the message
representing the anomaly, that the other computing
device has likely been compromised; and
at least one physical processor that executes the monitor-
ing module, the profiling module, the detection module,
and the determination module.

13. The system of claim 12, further comprising a security
module, stored in memory, that performs at least one secu-
rity action with respect to the other computing device in
response to the determination that the other computing
device has likely been compromised.

14. The system of claim 13, wherein the security action
comprises at least one of:

raising an alarm that notifies at least one additional

computing device that the other computing device has
been compromised;

quarantining the other computing device from the indus-

trial network to prevent the other computing device
from communicating with any additional computing
devices within the industrial control system:;

shutting down the other computing device to prevent the

other computing device from communicating with any
additional computing devices within the industrial con-
trol system:;

blocking all messages between the other computing

device and any additional computing devices within the
industrial control system; and

replacing the other computing device within the industrial

network by transferring at least one computing task of
the other computing device to at least one additional
computing device within the industrial control system.

15. The system of claim 12, wherein the monitoring
module:

detects messages within the network that originate from

or are destined for the industrial device; and
identifies parameters included in fields of the messages.

16. The system of claim 15, wherein the profiling module
builds a baseline representation of the normal communica-
tion patterns of the industnial device from the parameters
included 1n the fields of the messages.

17. The system of claim 16, wherein:

the monitoring module creates a grouping ol messages

that have certain characteristics 1n common with
respect to the idustrial device; and

the profiling module builds the baseline representation of

the normal communication patterns of the industrial

device by:

analyzing the grouping of messages; and

inserting a representation of the parameters identified 1n
the fields of the messages into the baseline repre-
sentation.



US 9,967,274 B2

23

18. The system of claim 17, wherein the determination
module determines that the message and the grouping of
messages share the certain characteristics in common.

19. The system of claim 15, wheremn the parameters
included 1n the fields of the messages comprise at least one
of:

an opcode included in a message originating from or
destined for the industrial device;

a s1ze ol a message originating from or destined for the
industrial device;

a structure of a message originating ifrom or destined for
the industrial device;

a sequence number of a message originating from or
destined for the industrial device;

a counter that identifies a certain number ol messages
originating from or destined for the industrial device;
and

a transaction i1dentifier included 1n a message originating
from or destined for the industrial device.

20. A non-transitory computer-readable medium compris-
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Ing one or more computer-executable mstructions that, when 20

executed by at least one processor ol a computing device,
cause the computing device to:
monitor network trathc within a network that facilitates
communication for an industrial control system that
includes at least one industrial device;

24

create, based at least in part on the network traflic, a
message protocol profile for the industrial device that
describes:

"y

a network protocol used to communicate with the
industrial device via the network;

normal communication patterns of the industrial
device; and

one or more valid opcodes for the industrial device;

detect at least one message within the network that
involves the industrial device and at least one other
computing device included in the industrial control
system;

identify at least one opcode 1n the message;

determine, by comparing the opcode identified 1n the
message with the valid opcodes for the industrial
device described in the message protocol profile, that
the message represents an anomaly that 1s suspiciously
inconsistent with the normal communication patterns
of the industrial device; and

determine, based at least 1n part on the message repre-
senting the anomaly, that the other computing device
has likely been compromised.
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