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AUTOMATIC DISCOVERY AND
CONFIGURATION OF STACK PORTS

BACKGROUND

Technical Field

Embodiments of the present imvention are related to
discovery and configuration of stack ports 1n stacked
devices.

Discussion of Related Art

As the value and use of information continues to 1ncrease,
individuals and businesses seek additional ways to process
and store information. One option available to users 1is
information handling systems. An information handling
system generally processes, compiles, stores, and/or com-
municates information or data for business, personal, or
other purposes thereby allowing users to take advantage of
the value of the information. Because technology and infor-
mation handling needs and requirements vary between dii-
ferent users or applications, information handling systems
may also vary regarding what information 1s handled, how
the mformation 1s handled, how much information is pro-
cessed, stored, or communicated, and how quickly and
ciiciently the information may be processed, stored, or
communicated. The varnations in information handling sys-
tems allow for information handling systems to be general or
configured for a specific user or specific use such as financial
transaction processing, airline reservations, enterprise data
storage, or global communications. In addition, information
handling systems may include a variety of hardware and
software components that may be configured to process,
store, and communicate information and may include one or
more computer systems, data storage systems, and network-
Ing systems.

Therefore, there 1s a need to develop a better system for

handling the identification and configuring of the stack ports
in stacked devices.

SUMMARY

In accordance with aspects of the present invention, a
method of forming a stack, includes exchanging configured
hostnames through all frontend ports; detecting stack ports
in the group of units; and mitiating a stacking algorithm 1n
the group of umits to form a stack from the group of units.
In some embodiments, the detected stack ports can be
converted to stacking mode.

These and other embodiments are further discussed below
with respect to the following figures.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1A and 1B 1illustrates stacking of devices.

FIG. 1C 1llustrates a device that can be included in the
stack of devices illustrated 1n FIG. 1A.

FIG. 2 illustrates the single device equivalent of the
stacked devices illustrated in FIGS. 1A and 1B.

FI1G. 3 illustrates the process for detecting the stack ports
and configuring the stack ports according to the present
invention.

FI1G. 4 illustrates the process for detecting the stack ports
in more detail.
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2
DETAILED DESCRIPTION

In the following description, specific details are set forth
describing some embodiments of the present invention. It
will be apparent, however, to one skilled 1n the art that some
embodiments may be practiced without some or all of these
specific details. The specific embodiments disclosed herein
are meant to be illustrative but not limiting. One skilled 1n
the art may realize other elements that, although not spe-
cifically described here, are within the scope and the spirit
of this disclosure.

This description and the accompanying drawings that
illustrate mventive aspects and embodiments should not be
taken as limiting—the claims define the protected invention.
Various mechanical, compositional, structural, and opera-
tional changes may be made without departing from the
spirit and scope of this description and the claims. In some
instances, well-known structures and techniques have not
been shown or described 1n detail in order not to obscure the
invention.

Additionally, the drawings are not to scale. Relative sizes
of components are for illustrative purposes only and do not
reflect the actual sizes that may occur in any actual embodi-
ment of the mvention. Like numbers 1n two or more figures
represent the same or similar elements.

The singular forms “a”, “an”, and *“the” are intended to
include the plural forms as well, unless the context indicates
otherwise. And, the terms “comprises”, “comprising”’,
“includes”, and the like specity the presence of stated
features, steps, operations, elements, and/or components but
do not preclude the presence or addition of one or more other
features, steps, operations, elements, components, and/or
groups. Components described as coupled may be electri-
cally or mechanically directly coupled, or they may be
indirectly coupled via one or more intermediate compo-
nents.

Elements and their associated aspects that are described 1n
detail with reference to one embodiment may, whenever
practical, be included i other embodiments 1n which they
are not specifically shown or described. For example, 11 an
clement 1s described in detail with reference to one embodi-
ment and 1s not described with reference to a second
embodiment, the element may nevertheless be claimed as
included in the second embodiment.

For purposes of this disclosure, an information handling
system may include any instrumentality or aggregate of
instrumentalities operable to compute, calculate, determine,
classily, process, transmit, receive, retrieve, originate,
switch, store, display, communicate, mamiest, detect,
record, reproduce, handle, or utilize any form of informa-
tion, mtelligence, or data for business, scientific, control, or
other purposes. For example, an information handling sys-
tem may be a personal computer (e.g., desktop or laptop),
tablet computer, mobile device (e.g., personal digital assis-
tant (PDA) or smart phone), server (e.g., blade server or rack
server), a network storage device, or any other suitable
device and may vary 1n size, shape, performance, function-
ality, and price. The information handling system may
include random access memory (RAM), one or more pro-
cessing resources such as a central processing unit (CPU) or
hardware or software control logic, ROM, and/or other types
of nonvolatile memory. Additional components of the infor-
mation handling system may include one or more disk
drives, one or more network ports for communicating with
external devices as well as various mput and output (1/0)
devices, such as a keyboard, a mouse, touchscreen and/or a
video display. The information handling system may also
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include one or more buses operable to transmit communi-
cations between the various hardware components.

FIG. 1A illustrates an example of a stacked device 100
that can operate according to some embodiments of the
present invention. Stacked device 100 as illustrated in FIG.
1A includes any number of coupled devices 110 1n a tree
configuration. In the particular example 1llustrated in FIG.
1A, a master device 110 1s coupled to slave devices 112-1
and 112-2. Slave device 112-1, 1 turn, 1s coupled to slave
devices 114-1 and 114-2. Slave device 112-2 1s coupled to
slave devices 114-3 and 114-4. Any number of devices 110,

112 (112-1 and 112-2), and 114 (114-1 through 114-4) can be

coupled. Devices are coupled to one another in the stack
through stack ports. As shown i FIG. 1A, for example,
device 110 1s coupled to device 112-1 through stack port 120
of device 110 and stack port 122 on device 112-1. Each of
the ports of devices 110, 112, and 114 that are used to couple
devices withun stack 100 are referred to as ““stack ports.”

Any number of stacking arrangements can be made to
form stack device 100. FIG. 1B illustrates another arrange-
ment of devices 110, 112, 114 and 116 to form stack device
100. FIG. 1B illustrates an arrangement where devices 110,
112, 114, and 116 1n a linear fashion. As shown in FIG. 1B,
device 110 1s coupled to device 112 through stack port 120
on device 110 and stack port 122 on device 112. Other
stacking arrangements, for example a ring arrangement, can
also be arranged.

FIG. 1C 1llustrates a network device 150, which can be
any of devices 110, 112, 114 and 116. As shown 1n FIG. 1C,
network device 150 1s an information handling system that
includes N ports, ports 152-1 through 152-N. When device
150 15 included in a stack arrangement as 1s 1llustrated 1n
FIGS. 1A and 1B, certain of ports 152-1 through 152-N are
designated as stack ports. As illustrated in FIG. 1C, stack
ports 154-1 through 154-m of ports 152-1 through 152-N are
used to couple device 150 with other devices in stack 100
and therefore are designated as stack ports.

FIG. 2 1illustrates a conceptual diagram of stack 100. As
shown 1n FIGS. 1A and 1B, stack 100 1s formed by con-
necting a number of network devices, such as device 150
shown 1 FIG. 1C, to operate as a single device, stack 100.
Consequently, stack 100 offers various advantages in the
networking environment. For example, the stack has a single
[P address, which reduces the total number of IP addresses
in the network. Any configuration changes to stack 100 can
be applied to all of the devices 150 that are included 1n stack
100, usually through a master device as illustrated in FIG.
1A. Usually, master device 110 controls all of stack 100.
Master device 110 may be selected automatically by stack
100 during configuration. As such, as shown 1n FIG. 2, stack
100 operates the network as a single device with the
resources of all of the devices 150 included in stack 100. For
example, as shown 1 FIG. 2, stack 100 includes ports 202
where ports 202-1 are from a first network device and ports
202-K are from a Kth network device.

Currently 1n front end port or user port stacking, the stack
ports are configured using a command-line-interface (CLI)
configuration. Usually this 1s done per port or for a group of
ports called stack group using special configuration com-
mands. This can be a diflicult and lengthy process, requiring,
lots of configuration instructions for stacks with large num-
bers of network devices or a large number of stack ports in
use. The port numbering and mapping to the stack group
varies among different platforms and thus configuring stack
ports can be diflicult. Some embodiments of the present
invention can solve these issues by automatically detecting
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4

the stack ports and configuring them approprately while
using a minimum number of CLI messages.

As shown 1n FIG. 3, some embodiments of the current
invention operate in two parts: detecting stack ports 1n step
310 and converting the stack ports to an available stacking
mode, for example HiGig mode, 1n step 320. HiGi1g mode 1s
a protocol used, for example, 1n Broadcom chipsets. Cur-
rently, the stacking algorithm technique 1mn Broadcom chips
operates entirely in higig mode.

FIG. 4 illustrates in more detaill an example of the
procedure shown 1n FIG. 3. In embodiments of the current
invention, peer discovery happens in front end mode and
topology formation happens 1n higig mode where ports are
converted to stacking mode once discovered and identified
as stacking ports.

As shown 1n FIG. 4, in step 402 a particular hostname 1s
configured on all units that are to be stacked. As an example,
the hostname for all units in the stack, designated as Dom1
in this example, 1s set to be the same. The hostname 1s the
name that identifies the device on the network and is easier
to remember than an IP address. The hostname should be
unmique within the network infrastructure, but there 1s no
need for the local hostname to be globally unique.

A device’s hostname usually has a corresponding entry 1n
the domain name system (DNS) so that administrators can
connect to the device using the hostname. The fully qualified
domain name, which 1s used in DNS, includes the hostname
and the domain name.

The hostname can be configured via a CLI or can be

present 1n a configuration file sent via DHCP.
hostname Doml.
Therefore, 1mn step 404 cach of the units 1n the stack is
configured with hostname DOM]1. In step 406, all units are
booted together. When units boot up in step 406, all ports are
initialized as front end ports and enabled.

In step 408, hostnames are exchanged between units.

Typically, the hostname exchange can be undertaken under
a Link-Layer Discovery Protocol (LLDP) such as that

described 1n the standards IEEE 802.1 AB-2005 and ANSI/
TIA-1057. With LLDP, units are initiated and hostnames are
exchanged using the host Type-Length-Values (TLVs) that
currently exists namely a management-tlv ‘system-name.’
The LLDP TLV can be sent through the all the ports during
initial discovery in step 408. In step 410, each unit deter-
mines whether it receives on a port a hostname that 1s the
same as that assigned to the unit. If the hostname received
in a port 1s the same as the unit, then the port 1s marked as
a stack port and a peer MAC address 1s identified 1n step 412.
This discovery happens till a particular configured timeout.

Once the peer discovery happens, the stack ports are
converted to stacking mode in step 320, for example using
a flex port configuration available 1n Broadcom chipsets, and
a stacking algorithm 1s started in step 416. Since peer
information 1s already identified, the stacking algorithm
initiated 1n step 416 can skip identification of peer informa-
tion and data can be populated from LLDP information. The
stacking algorithm 1mitiated 1n step 416, then, can proceed to
overall topology 1dentification and master election phases of
the 1mtialization.

The stack ports 1dentified are either inserted into configu-
ration or can be stored 1n a nonvolatile memory. Conven-
tionally, peer unit discovery happens 1n a stacking algorithm
when stack ports are 1 a converted, for example stacking,
mode, therefore mitiation of stack algorithm in step 416
doesn’t take any additional time. In accordance with some
embodiments of the present invention, peer discovery 1is
accomplished in front-end port mode and peer discovery
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data 1s used 1in next stage of stacking algorithm imitiation
after the stack ports are converted, for example to higig
mode.

The default state of the port which are not converted or
externally configured otherwise 1s set to enable (no shut-
down) and LLDP 1s enabled. Consequently, any unit not
included in the mitial setup of the stack can join late by
communicating LLDP information without user interven-
tion.

Additionally 11 hostname 1s changed, the TLV can be
exchanged through default config ports. This would help 1n
stack merge cases. An alternative approach would be to send
LLDPTLYV atregular intervals on default configuration ports
to perform discovery of the resulting stack.

When a stack link state changes the port mode of the
associated stack port can be dynamically modified to front
end mode. The port can again be converted to a stack port
and connected to the stack when discovery occurs via LLDP
TLV mechanisms as specified above. If the port 1s planned
to be used for some other purpose by connecting 1t to a
different setup or device then it would not be converted back
to a stack port since the same hostname will not be recerved
on the port. Thus the user can also dynamically toggle
between the modes without need for configuration changes.

The basic assumption 1s that no loop back connections
exist between members of a stack unit apart from the stack
ports. I two units that are intended to be part of a stack are
connected, then the ports connecting them are defined to be
stack ports. Some embodiments of the present imvention
case the configuration of stack ports and also avoids addi-
tional per port configuration costs that currently exists.
Moreover 1n solutions which have hardcoded stack-ports,
where stack ports are fixed 1n stacking mode, this solution
can be used for tlexibility to allow an 1nterconnected port to
be used as a stack port.

In the preceding specification, various embodiments have
been described with reference to the accompanying draw-
ings. It will, however, be evident that various modifications
and changes may be made thereto, and additional embodi-
ments may be implemented, without departing from the
broader scope of the invention as set forth in the claims that
tollow. The specification and drawings are accordingly to be
regarded 1n an illustrative rather than restrictive sense.

What 1s claimed 1s:
1. A method of forming a stack from a group of units,
comprising:

exchanging a plurality of configured hostnames through a
corresponding plurality of frontend ports associated
with the group of units;

automatically detecting a plurality of stack ports among
the plurality of frontend ports based on the plurality of
exchanged configured hostnames, wherein automati-
cally detecting the plurality of stack ports includes, at
cach unit, 1f a first hostname received at a port of the
unmit matches a second hostname of the unit, setting the
port as a stack port;

initiating a stacking algorithm 1in the group of units to
form the stack from the group of units; and

operating the stack as a single network unit.
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2. The method of claim 1, further including sending a
hostname to the group of umts by:

determining a hostname for the group of units; and

setting the hostname 1n each of the group of units.

3. The method of claim 1, further including converting the
plurality of stack ports.

4. The method of claim 3, wherein converting the plurality
of stack ports includes converting the plurality of stack ports
to a specific stacking mode.

5. The method of claim 4, wherein the specific stacking
mode 1s a higig mode.

6. The method of claim 1, wherein 1mitiating a stacking
algorithm 1ncludes choosing a master from amongst the
group of units.

7. The method of claim 1, wherein a separate unit can join
the stack at a later time.

8. A stack comprising a group of units linked through
stack ports and operating as a single unit, wherein the stack
1s formed by:

setting a shared hostname for the group of units;
automatically detecting stack ports 1n the group of units
based on the shared hostname, wherein automatically detect-
ing the stack ports 1 the group of units includes exchanging
hostnames amongst the group of units, and at each unit, 11 a
hostname received at a port of the umt matches the shared
hostname, setting the port as a stack port;

converting the stack ports; and

imitiating a stacking algorithm in the group of units to

form the stack from the group of units.

9. The stack of claim 8, wherein converting the stack ports
includes converting the stack ports to a stacking mode.

10. The stack of claim 9, wherein the stacking mode 1s a
higig mode.

11. The stack of claim 8, wherein 1nitiating the stacking
algorithm includes choosing a master from amongst the
group of units.

12. The stack of claim 8, wherein a separate unit can join
the stack at a later time.

13. A method of forming a stack from a group of units,
comprising;

automatically detecting stack ports based on a shared

hostname by providing the shared hostname to the
group ol units, rebooting the group of units, exchanging
hostnames between the group of units, and assigning
ports that receive a hostname identical to the shared
hostname as stack ports;

forming a stack from the group of unmits by converting the

stack ports; and

operating the stack as a single unat.

14. The method of claim 13, further including nitiating a
stacking algorithm.

15. The method of claim 13, wherein converting the stack
ports includes converting the stack ports to a stacking mode.

16. The method of claim 15 wherein the stacking mode 1s
a higig mode.

17. The method of claim 13, wherein the shared hostname

1s provided to the group of units in a configuration file sent
via DHCP.
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