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SYSTEMS AND METHODS FOR STORAGE
ERROR MANAGEMENT

TECHNICAL FIELD

This disclosure relates to systems and methods for man-
aging storage and, 1n particular, to systems, methods, appa-
ratus, and interfaces for managing storage error conditions.

BACKGROUND

A storage array may comprise a set of two or more storage
devices, and may be used to increase the capacity, perfor-
mance, and reliability of storage services. A controller of the
storage array may be configured to write data on two or more
storage devices of the array with redundant, reconstruction
metadata, such as parity information. If one or more of the
write operations fails, the data stored on the array may be
incomplete and/or not correspond to the reconstruction
metadata (e.g., may result 1n a “write hole”). The storage
array controller may not be capable of detecting and/or
correcting such errors by use of the reconstruction metadata.
Moreover, use of the reconstruction metadata on the array to
correct such errors may result in further data corruption.
Theretfore, what are needed are systems, methods, apparatus,
and/or interfaces for storage error management.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1A 1s a schematic block diagram of one embodiment
ol a system configured to manage storage errors;

FIG. 1B 1s a schematic block diagram of one embodiment
ol an operation to write a data group to a storage array;

FIG. 1C 1s a schematic block diagram of one embodiment
ol an operation to validate a data group stored on a storage
array;

FIG. 1D 1s a schematic block diagram of one embodiment
of an operation to resynchronize a data group stored on a
storage array.

FIG. 1E 1s a schematic block diagram of one embodiment
ol an operation to recover a portion of a data group stored
on a storage array;

FIG. 1F 1s a schematic block diagram of one embodiment
of a write hole 1n a storage array;

FIG. 1G 1s a schematic block diagram of one embodiment
ol a storage layer configured to write integrity data pertain-
ing to data groups;

FIG. 1H 1s a schematic block diagram of one embodiment
ol a storage layer configured to validate stored data groups
by use of mtegrity data;

FIG. 11 1s a schematic block diagram of another embodi-
ment of a storage layer configured to validate stored data
groups by use ol integrity data;

FIG. 1] 1s a schematic block diagram of one embodiment
ol a storage layer configured to validate data groups 1n a
storage log maintained on a storage array;

FIG. 2 15 a flow diagram of one embodiment of a method
for storage error management;

FIG. 3 1s a flow diagram of another embodiment of a
method for storage error management;

FIG. 4 15 a flow diagram of another embodiment of a
method for storage error management;

FIG. 5A 1s a schematic block diagram of another embodi-
ment of a system for managing storage errors;

FIG. 5B depicts embodiments of virtualization metadata
managed by a storage service layer;
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2

FIG. 5C depicts embodiments of a contextual data storage
format;

FIG. 3D depicts embodiments of a data set comprising
persistent metadata configured for storage as a data group on
a storage array;

FIG. SE depicts embodiments of a data set comprising
persistent metadata configured for storage as a data group on
a storage array,

FIG. SF depicts embodiments of a data set comprising,
persistent metadata configured for storage as a data group on
a storage array;

FIG. 3G depicts embodiments of a data set configured for
storage on a storage array and associated with a persistent
metadata entry 1n a metadata log;

FIG. SH depicts embodiments for invalidating a data
group that comprises a write hole;

FIG. 51 depicts embodiments for managing a write hole 1n
a stored data group;

FIG. 5] depicts embodiments of 1terative parity substitu-
tion operations;

FIG. 6 A depicts embodiments of a storage log of a storage
service layer;

FIG. 6B depicts further embodiments of a storage log of
a storage service layer;

FIG. 7 1s a schematic block diagram of another embodi-
ment of a system for managing storage errors;

FIG. 8A 1s a schematic block diagram of another embodi-
ment of a system for managing storage errors comprising
journal storage;

FIG. 8B is a schematic block diagram of another embodi-
ment of a system for managing storage errors by use of
journal storage;

FIG. 9 1s a flow diagram of another embodiment of a
method for managing storage errors;

FIG. 10 1s a flow diagram of another embodiment of a
method for managing storage errors;

FIG. 11 1s a flow diagram of one embodiment of a method
for recovering from a storage error;

FIG. 12 15 a flow diagram of one embodiment of a method
for managing storage errors by use of an order log; and

FIG. 13 15 a flow diagram of one embodiment of a method
for managing storage errors by use of journal storage.

DETAILED DESCRIPTION

A data services layer and/or module may be configured to
provide storage services to one or more clients by use of one
or more lower-level storage resources. The data services
layer may be configured to, inter alia, manage the storage
and retrieval of data units on the lower-level storage
resources. As used herein, storage resource refers to any
device, service, module, and/or layer capable of servicing
I/O and/or storage requests. Accordingly, a storage resource
may include, but 1s not limited to: a hard dnve (e.g.,
magnetic storage medium), battery-backed Random Access
Memory (RAM), solid-state storage medium, disk array
(e.g., a redundant array ol inexpensive disks (RAID)),
Storage Area Network (SAN), logical unit (e.g., a Small
Computer System Interface (SCSI) compliant storage
resource), virtual logical umit, software-defined storage
resources, and/or the like. A storage resource may comprise
physical storage media. A data unit refers to any quantum of
data. Accordingly, a data unit may include, but is not limited
to: a block, a sector, a segment, a page, a packet, a division,
and/or the like.

In some embodiments, the data services layer manages
storage and retrieval of data units on a storage array com-
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prising a plurality of storage elements. As used herein, a
storage array refers to a storage resource that comprises two
or more storage elements. A storage array may include, but
1s not limited to: a RAID, a hybrid RAID, a nested RAID,
a Just a Bunch of Disks (JBOD) storage system, a SPAN
storage system, a BIG storage system, a Massive Array of
Idle Drives (MAID), and/or the like. As used herein, a
storage element of a storage array may comprise any suit-
able storage resource including, but not limited to: a storage
medium, a plane, a die, a channel, a bank, a storage device,
a disk, and/or the like. The storage elements of a storage
array may be managed by an array controller, which may
include, but 1s not limited to: a controller, a storage control-
ler, a storage array controller, a software array controller, a
hardware array controller, a storage engine, a RAID con-
troller, a RAID storage engine, a RAID storage system, a
software RAID controller, a hardware RAID controller,
and/or the like. The array controller may be configured to
store “data groups” on storage elements of the storage array.
As used herein, a “data group” refers to a collection of two
or more data units configured for storage on diflerent respec-
tive storage elements of a storage array. In some embodi-
ments, the data units of a storage array may differ from data
units of an upper-level storage client (e.g., the data units of
the storage array may correspond to a storage granularity of
the underlying storage elements of the storage array). The
data units of a storage array data group may, thereiore,
correspond to storage element blocks, pages, sectors, pack-
ets, segments, and/or other storage locations of the storage
clements of the storage array.

In some embodiments, the array controller 1s configured
to store data groups on two or more different storage
clements of the storage array. The controller may be further
configured to store data groups redundantly by, inter alia,
mirroring data groups on two or more different storage
clements. Alternatively or in addition, the array controller
may be further configured to manage array metadata per-
taining to data groups being written to the storage array. As
used herein, “array metadata” refers to any metadata per-
taining to a data group being written to the storage array and
may 1include, but 1s not limited to: data configured for
validating the mtegrity of data stored on the storage array
(and/or read from the storage elements), such as a hash
value, parity data, a digest, a signature, a checksum, and/or
the like; error detection metadata for identifying error(s) in
stored data groups; error correction metadata for correcting
error(s) in stored data groups (e.g., error-correcting code
(ECC) metadata, such as an ECC encoding, ECC symbol
data, and/or the like); reconstruction data for reconstructing
portions of stored data groups (e.g., parity reconstruction
data); and/or the like. Accordingly, writing a data group to
the storage array may comprise a) generating array metadata
for the data group and b) performing a plurality of write
operations on different storage elements of the storage array.
An error 1n one or more of the write operations may result
in storage of an “incomplete™ or “corrupt” data group on the
storage array. As used herein, an “incomplete data group”
refers to a data group that 1s partially, but not completely,
written to the storage array. An incomplete data group may
refer to writing only a portion of a data group to the storage
array, such that other portions of the data group are not
written to the storage array. Writing an incomplete data
group may comprise writing a subset of the data umits of a
data group to the storage array (e.g., writing one or more
data units of the data group without writing one or more
other data umts of the data group to the storage array).
Alternatively, or in addition, an mcomplete data group may
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4

refer to writing the data units of a data group without writing,
the corresponding array metadata. Accordingly, an “incom-
plete” data group may be referred to as a data group that
comprises a “‘write hole.” As disclosed above, a write hole
may result from an “invalid shutdown” condition. As used
herein, an “invalid shutdown” condition refers to any failure
and/or 1nterruption to a storage operation of the storage array
and can include, but 1s not limited to: power loss, power
interruption, power aberration, a crash condition an error
condition, an mterrupt, a crash, a fault, a hardware fault, a
soltware Tault, and/or any other condition other than a clean
shutdown of the storage array and/or a component thereof.
An invalid shutdown condition may correspond to an invalid
shutdown condition of the storage array (e.g., the storage
array controller), an invalid shutdown of a storage element,
an invalid shutdown of communication infrastructure of the
storage array, an invalid shutdown of an upper-level storage
client, an invalid shutdown of a computing system compris-
ing the storage array, a storage element and/or upper-level
storage client, and/or the like.

A storage service layer may be configured to identily
write holes by, inter alia, storing itegrity data pertaining to
storage operations performed on the storage array. The
integrity data may be separate from and/or independent of
array metadata managed by the storage array. As used
herein, “integrity data” may refer to any information, data,
and/or datum configured for verifying the integrity of data
written to a storage array (and/or read from the storage
array) and may include, but 1s not limited to: a hash value,
a digest value, a signature, a checksum, and/or the like. The
integrity data may be configured to validate the integrity of
a set of data units and/or data segments being written to the
storage array as a data group. In some embodiments, the
integrity data 1s configured to provide for validating respec-
tive data units and/or data segments of the data group. As
disclosed in further detail herein, a storage service layer may
use integrity data corresponding to stored data groups to
identify write holes within the data groups. The storage
service layer may be configured to replace, override, and/or
preempt existing recovery operations of the storage array.

Disclosed herein are embodiments of an apparatus for
managing storage errors, such as write holes 1n data groups
stored on a storage array. The apparatus may comprise a
storage service layer configured to generate integrity meta-
data corresponding to data being stored within respective
data groups by a storage engine. The storage engine may be
configured to store the data groups with reconstruction
metadata on a storage array. The apparatus may further
include a validation manager of the storage service layer that
1s configured to recover from an invalid shutdown of the
storage array by use of the integrity metadata, wherein the
storage service layer 1s configured to replace a recovery
operation of the storage engine by use of the validation
manager. In some embodiments, the storage engine 1s con-
figured to write data groups to a plurality of different storage
devices of the storage array, and the recovery operation of
the storage engine 1s configured to determine whether the
invalid shutdown resulted 1n partial storage of a data group
on the storage array, and wherein the validation manager 1s
configured to replace the recovery operation of the storage
engine by determining whether the invalid shutdown
resulted 1n incomplete storage of a data group on the storage
array by use of the integrity metadata. The wvalidation
manager may be configured to i1dentity an incomplete data
group stored on the storage array in response to a mismatch
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between integrity metadata generated for the data group and
integrity metadata derived from data read from the storage
array.

The apparatus may further comprise a recovery module
configured to 1nvalidate at least a portion of an incomplete
data group i1dentified by the validation manager. The recov-
ery operation of the storage engine may comprise validating
a set of stored data groups by use of the reconstruction
metadata stored with the respective data groups on the
storage array. The validation manager may be configured to
replace the recovery operation ol the storage engine by
validating a subset of the data groups stored on the storage
array. In some embodiments, the apparatus comprises a log
storage module configured to write data to an append point
ol a storage log on the storage array by use of the storage
engine. The verification module may be configured to vali-
date a data group corresponding to the append point of the
storage log 1n response to the ivalid shutdown.

In some embodiments, the apparatus comprises a coordi-
nation module configured to direct the storage engine to
delegate recovery from the invalid shutdown of the storage
array to the storage layer. The coordination module may be
configured to prevent the storage engine from implementing
a resynchronization operation in response to the mnvalid
shutdown, wherein the resynchronization operation com-
prises the storage engine validating data groups stored on the
storage array by use of the reconstruction metadata stored
with the data groups by the storage engine.

Disclosed herein are embodiments of a system for man-
aging storage errors. The disclosed system may comprise a
storage layer that stores integrity data corresponding to data
being stored within respective data stripes of a RAID storage
system, wherein the stored data stripes comprise parity
reconstruction data generated by the RAID storage system,
a crash recovery module of the storage layer that validates
data stripes of the RAID storage system by use of the stored
integrity data 1n response to an invalid shutdown of the
RAID storage system, and a storage coordination module of
the storage layer configured to perform crash recovery
pertaining to the mvalid shutdown in place of the RAID
storage system.

The storage coordination module may be configured to
block performance of a crash recovery operation by the
RAID storage system in response to the invalid shutdown. In
some embodiments, the storage coordination module 1s
configured to notily the RAID storage system that the
storage layer 1s configured to identify data stripe write
errors, wherein the crash recovery module 1s configured to
identify a data stripe write error by comparing stored integ-
rity data of the data stripe to integrity data generated from
the stored data stripe read from the RAID storage system.
The RAID storage system may be configured to implement
a resynchronization operation in response to the invalid
shutdown and the storage coordination module may be
configured to transmit a message to the RAID storage
system 1n response to the invalid shutdown to prevent the
RAID storage system from implementing the resynchroni-
zation operation.

The integrity data of a stored data stripe may comprise an
integrity datum corresponding to each of a plurality of data
units within the stored data stripe. The crash recovery
module may be configured to invalidate a particular one of
the data units in response to a mismatch between the stored
integrity datum of the particular data unit and an integrity
datum derived from the particular data unit within the stored
data stripe, and to rewrite one or more other data units within
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the stored data stripe in response to validating the stored
integrity data of the one or more other data units.

Disclosed herein are embodiments of a method for man-
aging storage errors. The disclosed method may comprise
appending data groups to a storage log maintained on a
storage array by use of a storage array controller, wherein
the storage array controller 1s configured to store the data
groups within respective data stripes on the storage array, the
data stripes comprising reconstruction metadata generated
by the storage array controller, storing checksum values
corresponding to the data groups stored within the respective
data stripes on the storage array, and preempting a crash
recovery operation of the storage array controller in
response to an invalid shutdown of the storage array,
wherein preempting the crash recovery operation comprises
validating a data stripe at the head of the storage log on the
storage array by use of the stored checksum values corre-
sponding to the data groups stored within the respective data
stripes on the storage array.

Embodiments of the disclosed method may further com-
prise 1dentiiying the data stripe at the head of the storage log
in response to the invalid shutdown, and comparing a
checksum value derived from the 1dentified data stripe to the
stored checksum value corresponding to the i1dentified data
stripe. In some embodiments, the method further includes

invalidating the stored data stripe 1n response to a mismatch
between the checksum value derived from the 1dentified data
stripe and the stored checksum value. The data stripe at the
head of the storage log may comprise a plurality of data
blocks mapped to respective addresses of a logical address
space. The method may further comprise invalidating asso-
ciations between the data stripe and the respective addresses

in response to a mismatch between the checksum value
derived from the identified data stripe and the stored check-
sum value.

Storing the checksum values may comprise appending
mapping entries comprising the checksum values to a meta-
data log maintained on a storage device that 1s independent
of the storage array, wherein the mapping entries associate
data blocks within the respective data stripes with respective
logical addresses of a logical address space. Alternatively,
storing the checksum value of a data stripe may comprise
including the checksum value 1n the data group stored within
the data stripe on the storage array. The stored checksum
values of the data stripes may comprise respective checksum
values for each of a plurality of data segments within the
respective data stripes. Validating the i1dentified data stripe
may comprise validating the respective checksum values of
the data segments within the identified data stripe. The
method may further include imnvalidating a first data segment
within the identified data stripe 1n response to a checksum
mismatch pertaining to the first data segment, and rewriting
a second data segment within the identified data stripe to a
different data stripe on the storage array in response to
validating the second data segment by use of the stored
checksum value of the second data segment.

FIG. 1A 1s a schematic block diagram of one embodiment
of a system 100A comprising a storage array 110. The
storage array 110 comprises a plurality of storage elements
112A-N. The array controller 120 may be configured to
manage storage operations pertaining to the storage array
110, which may comprise managing data storage and/or
retrieval operations on the respective storage elements
112A-N. In one embodiment, the storage array 110 com-
prises a RAID storage system. The array controller 120 may,
therefore, comprise a software RAID controller, a hardware
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RAID controller, a RAID storage engine, a RAID storage
driver, a RAID storage service, and/or the like.

As disclosed above, the storage elements 112A-N may
include respective storage devices, disks, storage channels,
storage media, respective storage planes and/or die of a
storage medium, storage channels, storage banks, and/or the
like. The storage elements 112A-N may comprise respective
storage media 114, comprising storage locations 115 capable
of storing respective data units, as disclosed herein. In some
embodiments, the storage elements 112A-N comprise
respective storage element controllers 113A-N configured
to, inter alia, manage data storage and/or retrieval operations
on the storage locations 115.

In some embodiments, the storage array 110 1s configured
to provide storage services through, inter alia, an interface
111. The interface 111 of the storage array 110 may include,
but 1s not limited to: a storage interface, a block storage
interface, a block storage device interface, a storage system
interface, a RAID storage interface, a RAID storage engine,
an object storage interface, a direct file interface, a database
storage interface, a key-value storage interface, a storage
engine, a network storage protocol interface, a custom
interface, a driver, a library, an Application Programming
Interface (API), and/or the like. The storage array 110 may
comprise a storage address space 116 configured to, inter
alia, provide for referencing storage resources of the storage
array 110. The storage address space 116 may comprise
storage addresses corresponding to respective storage loca-
tions 115 of the respective storage elements 112A-N. Alter-
natively, or in addition, the storage address space 116 may
comprise storage addresses configured to reference data
groups 130 (and/or oflsets within data groups 130) stored on
storage array 110, as disclosed in further detail herein.

The system 100A may further comprise a storage service
layer 102 configured to perform data storage and/or retrieval
operations on the storage array 110 (by use of a coordination
module 101). The storage service layer 102 (and/or the
components thereol) may be embodied as hardware com-
ponents of a computing device, such as a circuit, an inte-
grated circuit, an Application-Specific Integrated Circuit
(ASIC), programmable hardware, a Programmable Logic
Array (PLA), a Field Programmable Gate Array (FPGA),
controller hardware, storage controller hardware, and/or the
like. Accordingly, 1n some embodiments, the storage array
102 may be referred to as a storage circuit, a storage service
circuit, storage hardware, and/or the like. Alternatively, or 1n
addition, portions of the storage service layer 102 (and/or the
components thereol) may be embodied as instructions stored
on a machine-readable storage medium, such as a magnetic
hard disk, solid-state storage device, non-volatile storage
medium, volatile storage medium, optical storage device,
and/or the like. In some embodiments, portions of the
storage service layer 102 are embodied as instructions
configured for execution by specific types of hardware, such
as firmware, an FPGA, an FPGA bitstream, PLA configu-
ration data, and/or the like. Accordingly, 1n some embodi-
ments, portions of the storage service layer 102 (and/or
components thereol) comprise read only data stored on a
particular hardware device (e.g., stored on a Read Only
Memory (ROM), an Frasable Programmable Read Only
Memory (EPROM) and/or the like). The instructions of the
storage service layer 102 may be executed and/or interpreted
by a machine to implement functionality disclosed herein.
Portions of the storage service layer 102 (and/or the com-
ponents thereol) may comprise: a kernel-level module, a
user-space module, a drniver-level module, a driver, an 1/O
controller, an I/O manager, an I/O layer, an I/O service, a
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storage driver, a storage manager, a storage layer, a soft-
ware-defined storage layer, a SCSI module, a library, a
shared library, a loadable library, a dynamic-link library
(DLL) library, a device driver, a device driver interface
(DDI) module, a logical device driver (LDD) module, a
physical device driver (PDD) module, a windows driver
foundation (WFD) module, a user-mode driver framework
(UMDF) module, a kernel-mode driver framework (KMDF)
module, an I/O Kit module, a uniform driver intertace (UDI)
module, storage device interface (SDI) module, a software
development kat (SDK) and/or the like.

The storage service layer 102 may comprise a logical
address space 104 comprising a plurality of logical
addresses. As disclosed 1n further detail herein, the storage
service layer 102 may perform storage operations pertaining
to the logical address space 104 by use of one or more
storage resources, such as the storage array 110. The storage
service layer 102 may 1ssue requests pertaining to data of the
logical address space through, inter alia, the interface 111 of
the storage array 110. The storage service layer 102 may be
configured to service storage requests pertaining to logical
addresses of the logical address space 104 by use of the
storage array 110. The storage service layer 102 may be
further comprise a translation layer 105 configured to asso-
ciate logical addresses of the logical address space 104 with
storage locations, such as storage addresses of the storage
address space 116. The translation layer 105 may be con-
figured to map data of a particular logical address to a
storage address on the storage array 110. Accordingly, the
translation layer 105 of the storage service layer 102 may
maintain contextual metadata pertaining to data stored on
the storage array 110.

The array controller 120 may be configured to service
write requests directed to the storage array 110 by, inter alia,
writing data ol the requests (data 140) on the storage
clements 112A-N. The array controller 120 may be config-
ured to store data in respective data groups 130, on the
storage array 110. As used herein, a “data group™ 130 refers
to a collection of two or more data units 132, configured for
storage on different respective storage elements 112A-N.
The data units 132 may be configured for storage within
respective storage locations 115 of the storage elements
112A-N (e.g., the data units 132 may be sized in accordance
with the underlying storage blocks, pages, and/or segments
of the storage elements 112A-N). Accordingly, writing
data group 130 to the storage array 110 may comprise a
plurality of separate write operations on diflerent respective
storage elements 112A-N. As illustrated mn FIG. 1A, the
array controller 120 may be configured to write data groups
130 comprising N data units 132 (e g, data units 132A-N),
such that each data unmit 132A-N 1s written to a different
respective storage element 112A-N. The array controller 120
may write data unit 132A to storage element 112A, write
data unit 132B to storage element 112B, and so on (e.g.,
write data umit 132N to storage element 112N). The array
controller 120 may be further configured to store data groups
130 redundantly by, inter alia, writing multiple copies of the
data group 130 (and/or particular data unit 132 thereot) to
different storage elements 112A-N and/or different storage
resources (not shown). Although particular embodiments of
data groups 130 are described herein, the disclosure 1s not
limited in this regard, and could be adapted for use with data
groups 130 comprising any number of data unit(s) 132
configured for storage in any suitable arrangement on the
storage elements 112A-N of the storage array 110.

In some embodiments, the array controller 120 1s config-
ured to manage array metadata 134 pertaining to the data
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groups 130 stored on the storage array 110. As disclosed
above, array metadata 134 refers to any metadata pertaining
to a data group 130 being written to the storage array 110 and
may 1include, but 1s not limited to: data configured for
validating the integrity of data stored on the storage array
(and/or read from the storage elements), such as a hash
value, a digest, a signature, a checksum, and/or the like;
error detection metadata for 1identifying error(s) 1n a stored
data group 130; error correction metadata for correcting
error(s) 1n a stored data group 130; reconstruction data for
reconstructing portions of a stored data group 130 (e.g.,
parity reconstruction data); and/or the like. The array con-
troller 120 may be configured to store array metadata 134 of
a data group 130 within the data group 130 1itself (e.g., as a
data unit 132 of the data group 130). Alternatively, the array
controller 120 may write array metadata 134 of a data group
130 to a separate storage location within the storage array
110 and/or to another storage resource.

In the FIG. 1A embodiment, the array controller 120 1s
configured to write array metadata 134 as a data unit 132N
within the data group 130. Accordingly, a data group 130
may comprise data units 132A-N-1 used to store data of a
write request (data 140), and other data units to store array
metadata 134 (e.g., data unit 132N) In some embodiments,
the array metadata 134 comprises parity reconstruction data
derived from the contents of the other N-1 data units 132 of
the data group 130 (e.g., the array metadata 134 may
comprise parity reconstruction data dertved from the con-
tents of data units 132A-132N-1). The array metadata 134
of data unit 132N may be calculated by an XOR operation
on the contents of data units 132A-N-1 (e.g., the array
metadata 134 may be generated as the product of: data unit
132AXOR data unit 132BXOR data unit 132C . . . XOR data
unit 132N-1). The disclosure 1s not limited 1n this regard,
however, and may be adapted for use with a storage array
110 configured to store data groups 130 and/or array meta-
data 134 1n any suitable storage location and/or arrange-
ment. In some embodiments, the array controller 120 may be
configured to generate array metadata 134 for storage in a
plurality of the data units 132 of a data group 130 (e.g., two
or more data units 132 of the data group 130 may be used
to store SAI data 134 of the data group). Alternatively, or in
addition, the array controller 120 may be configured to store
SAI data 134 1n different data units 132A-N of a data group
130 (e.g., rotate the location of the SAI data 134 1n respec-
tive data groups 130), store SAI data 134 1n a separate
storage location and/or storage resource, and/or the like.
Accordingly, the storage array 110 may be configured to
implement any suitable RAID level comprising any suitable
type of redundancy and/or mirrored storage configuration.
Accordingly, 1n some embodiments, the data groups 130
may comprise RAID data stripes and the array metadata 134
of the data groups 130 may comprise RAID reconstruction
data.

The array controller 120 may write data groups 130 to the
storage array 110 by, inter alia, 1ssuing a plurality of write
requests to respective storage elements 112A-N. As 1llus-
trated 1in the schematic block diagram 100B of FIG. 1B, the
storage controller 120 writes a data group 130 comprising
data units 132A-N by 1ssuing a write request 133 A to storage
clement 112A (to write data umt 132A on storage location
115A); a write request 133B to storage element 112B (to
write data unit 132B on storage location 115B); a write
request 133C to storage element 112C (to write data umit
132C on storage location 1135C), and so on (write request
133N to storage element 112N to write the array metadata
134 of data unit 132N on storage location 115N).
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The array controller 120 may be configured to manage the
integrity of data groups 130 stored on the storage array 110
by use of a recovery module 122. The recovery module 122
may be configured to implement one or more crash recovery
and/or data validation operations, which may include, but
are not limited to: resynchronization operations to resyn-
chronize array metadata 134 of one or more stored data
groups 130, rebuild operations to reconstruct the contents of
one or more data unmts 132 of a stored data group 130 by use
of other data unit 132 of the stored data group 130 and/or the
array metadata 134 of the stored data group 130, and the
like.

The recovery module 122 may be configured to validate
a stored data group 130 by a) accessing data of the stored
data group 130 (e.g., data unit 132A-N) and/or stored array
metadata 134, and comparing the accessed data to the array
metadata 134 of the data group 130. In the FIG. 1C embodi-
ment, the data unit 132N of the data group 130 may
comprise array metadata 134 dernived from the contents of
other data units 132A-N-1 (e.g., by use of a XOR operation
on data units 132A-N-1, as disclosed herein). The recovery
module 122 may validate the stored data group 130 by a)
accessing the data unit 132A-N of the data group 130
(including the array metadata 134 of data group 130), b)

calculating validation data 136 by use of the data units
132A-N-1 (e.g., by an XOR calculation on the accessed data

units 132A-N-1, such that validation data 136=data unit
132AXOR data unit 132BXOR data unit 132C . . . XOR data
umt 132N-1), and ¢) comparing the validation data 136 to
the accessed array metadata 134. The validation failure may
not indicate the nature of the error, such as which data unit(s)
132 comprise mvalid data 131. Moreover, since the storage
array 110 does not have access to contextual information
pertaining to the data group 130, such as the logical
addresses associated with data umts 132 of the data group
130, the storage array 110 may be unable to adequately
handle the write hole.

Referring to the schematic block diagram 100D of FIG.
1D, the array controller 120 may be configured to resyn-
chronize a stored data group 130 (using the recovery module
122) by a) accessing data unit 132A-N-1 of the stored data
group 130, b) deriving replacement array metadata 138 from
the contents of the accessed data, and ¢) writing the replace-
ment array metadata 138 to the storage array 110, which may
comprise 1ssuing a write request 137 to write the replace-
ment array metadata 138 to one or more storage elements
112 A-N. The write request 137 may be configured to replace
and/or overwrite the array metadata 134 originally stored
with the data group 130. Accordingly, in the FIG. 1D
embodiment, the replacement array metadata 138 may be
configured to overwrite the contents of storage location
115N. Alternatively, the replacement array metadata 138
may be written to a diflerent storage location, and the array
controller 120 may remap the array metadata 134 of the
stored data group 130 to the different storage location.
Referring to the schematic block diagram 100E of FIG. 1FE,
the array controller 120 may be configured to reconstruct the
contents of one of the data unit 132 of a stored data group
130 by use of other data unit 132 of the stored data group
130 and/or the array metadata 134. In the FIG. 1E embodi-
ment, the recovery module 122 reconstructs the contents of
a data unit 132B by a) accessing other data units 132A and
132C-N of the stored data group 130 (including array
metadata 134 of data unit 132N) by use of respective read
requests 135A, 135C-N, b) generating the replacement data
138 for the data unit 132B by use of the accessed data (by
an XOR calculation, wherein replacement data 138 of data
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unit 132B=data unit 132AXOR data unit 132C . . . XOR data
unit 132N). The recovery module 122 may be further
configured to write the replacement data 138 to the storage
array 110 (by issuing a write request 137, as disclosed
herein). The write request 137 may be configured to over-
write the original contents of data unit 132B (at storage
location 115B). Alternatively, the write request 137 may be
configured to write the replacement data 138 to a different
storage location, as disclosed herein). Although FIGS.
1C-1D depict particular embodiments of recovery opera-
tions of the storage array 110, the disclosure i1s not limited
in this regard and could be adapted for use with a storage
array 110 configured to implement any suitable type of crash
recovery operation pertaining to data groups 130 stored in
any suitable configuration (and/or with any type and/or
configuration of array metadata 134).

Referring back to FIG. 1B, writing a data group 130 to the
storage array 110 may comprise 1ssuing a plurality of write
requests 133A-N to different respective storage elements
112A-N (through respective storage element controllers
113 A-N). An error 1n completing one or more of the write
requests 133A-N may result in storage of an mcomplete
and/or corrupt data group 130. As used herein, an incom-
plete data group 130 refers to a data group 130 1n which one
or more of the data units 132 A-N were not correctly written
to a storage element 112A-N (and/or 1n which separate array
metadata 134 was not correctly stored). Accordingly, an
incomplete data group 130 may refer to a data group 130 that
comprises a “write hole.” A write hole may result from an
error 1n a lower level of the storage array 110, such as a
“silent” error that occurs 1 one or more of the storage
clements 112A-N (and/or i1s not reported to the array con-
troller 120). Alternatively, or 1n addition, a write hole may
result from an invalid shutdown condition. As used herein,
an invalid shutdown may include, but 1s not limited to: an
invalid shutdown of the storage array 110, a crash of the
storage array 110, an invalid shutdown of one or more of the
storage elements 112A-N, a crash of one or more of the
storage elements 112A-N, an invalid shutdown of the array
controller 120, a crash of the array controller 120, and/or the
like.

In the FIG. 1B embodiment, an invalid shutdown during
execution of the write operation 133B (and after completion
of other write operations 133A and 133C-N) may result in a
write hole 1n the stored data group 130. The array controller
120 may not be capable of detecting and/or correcting write
hole conditions. Read operations pertaining to a stored data
group 130 comprising a write hole may result 1n returning
invalid and/or corrupt data. Moreover, array recovery opera-
tions 124 implemented by the array controller 120 may not
only fail to identify write holes, but could propagate corrupt
data within the storage array 110. Resynchronizing a stored
data group 130 comprising a write hole may result in writing
invalid replacement array metadata 138 to the data group
130. Similarly, reconstructing data of a stored data group
130 comprising a write hole may result 1n additional data
corruption within the stored data group 130.

FIG. 1F 1s a schematic block diagram of one embodiment
of a system 100F comprising a storage service layer con-
figured to manage storage operations of a storage array 110.
In the FIG. 1F embodiment, an mvalid shutdown (or other
error condition) occurs while writing data unit 132B to
storage element 112B. Accordingly, the storage location
115B comprises invalid data 131 rather than the contents of
data unit 132B. Other write requests 133 A and 133C-N may
complete successiully with the storage of data unit 132A and
132C-N to respective storage elements 112A and 112C-N.
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The storage array 110 may detect the invalid shutdown
condition that resulted in the write hole and, 1n response,
may execute one or more array recovery operations 124,
which may include, but are not limited to: resynchronizing
one or more stored data groups 130, recovering data of one
or more data groups 130, and/or the like. The array recovery
operations 124 may consume substantial 1/0O resources, and
may result 1 propagating data corruption within the storage
array 110. In some embodiments, the array recovery opera-
tions 124 comprise resynchromzing all of the stored data
groups 130 on the storage array 110. Storage services of the
storage array 110 may be unavailable while the array recov-
ery operations 124 are implemented. In embodiments com-
prising large capacity storage elements 112A-N, resynchro-
nizing the storage array 110 may take a considerable amount
of time and/or consume a large amount of I/O resources. As
disclosed above, resynchromizing a stored data group 130
may comprise a) accessing stored data of the data group 130,
including the mvalid data 131 on storage location 113B, b)
calculating replacement array metadata 138, and c¢) writing
the replacement array metadata 138 to the storage array 110.
Accordingly, the replacement array metadata 138 may incor-
porate the invalid data 131 of data unit 132B (replacing the
valid array metadata 134). Similarly, an operation to read
and/or reconstruct one of the other data umt 132A and/or
132C-N-1 may result i reconstructing invalid data due to,
inter alia, use of the corrupt data 131 of data unit 132B.

Referring back to FIG. 1A, the system 100A may further
comprise a storage service layer 102 configured to access the
storage array 110 through an interface 111 of the storage
array 110, and by use of a coordination module 101. The
interface 111 of the storage array 110 may include, but 1s not
limited to: a storage interface, a block storage interface, a
block storage device interface, a storage system interface, a
RAID storage interface, a RAID storage engine, an object
storage interface, a direct file interface, a database storage
interface, a key-value storage interface, a storage engine, a
network storage protocol interface, a custom interface, a
driver, a library, an Application Programming Interface
(API), and/or the like. The storage service layer 102 may be
configured to perform data storage and/or retrieval opera-
tions on the storage array 110 through the interface 111 by,
inter alia, 1ssuing requests to write data to the storage array
110, such as the data 140, 1ssuing requests to read data from
the storage array 110, and so on.

The storage layer 102 may further comprise a validation
manager 106 configured to validate data 140 written to the
storage array 110 (e.g., validate data units 132A-N-1 stored
within a data group 130). The validation manager 106 may
be configured to validate stored data groups 130 independent
of the array metadata 134 (and/or other reconstruction
information) managed by the storage array 110. In some
embodiments, the validation manager 106 1s configured to
generate itegrity data 144 corresponding to data 140 being
written to the storage array 110. The storage service layer
102 may include the integrity data 144 in the data 140 being
written to the storage array 110, such that the integrnity data
144 1s stored with the data 140 in a data group 130.
Alternatively, the storage layer 102 may be configured to
write the integrity data 144 to a separate storage resource
(not shown). In some embodiments, the integrity data 144
comprises validation information derived from the data 140,
such as a hash value, a signature, a checksum, and/or the
like. As disclosed i1n further detail herein, the validation
manager 106 may use the integrity data 144 to identity write
holes due to, inter alia, invalid shutdown conditions, which
may include, but are not limited to: invalid shutdown of the
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storage service layer 102, crash of the storage service layer
102, imnvalid shutdown of the storage array 110, crash of the
storage array 110, invalid shutdown of one or more of the
storage elements 112A-N, crash of one or more of the
storage elements 112A-N, invalid shutdown of the array
controller 120, crash of the array controller 120, and/or the
like, as disclosed herein.

In response to detecting an nvalid shutdown, the valida-
tion manager 106 may be configured to implement one or
more recovery operations pertaining to the storage array 110.
The validation manager 106 may be configured to 1dentily
write holes 1n data groups 130 stored on the storage array
110 more efliciently than the array controller 120 and/or may
prevent corrupt data from being propagated within the
storage array 110. The recovery operations implemented by
the validation manager 106 may be configured to replace
and/or preempt one or more crash recovery operations of the
storage array 110 (e.g., replace and/or preempt one or more
of the array recovery operations 124, disclosed herein,
and/or other crash recovery operations of the storage array
110). In some embodiments, the storage service layer 102 1s
configured to prevent the storage array 110 from implement-
ing the array recovery operations 124 and/or configuring the
storage array 110 to delegate crash recovery to the storage
service layer 102 (by use of a coordination module 101). The
coordination module 101 may be configured to prevent the
storage array 110 from implementing selected array recov-
ery operations 124 after detection of an invalid shutdown
condition. The coordination module 101 may configure the
storage array 110 to delegate crash recovery to the storage
service layer 102 through and/or by use of the interface 111
of the storage array 110, which may include, but 1s not
limited to: configuring the storage array 110 to delegate
crash recovery to the storage service layer 102 through the
interface 111, 1ssuing one or more configuration commands
to the storage array 110 through the interface 111, setting
configuration parameters of the storage array 110 through
the interface 111 (and/or another configuration interface of
the storage array 110), transmitting a message to the storage
array 110 through the interface 111 and/or another commu-
nication channel, sending a directive and/or command to the
storage array 110 through the interface 111 and/or another
communication channel, and/or the like.

As disclosed above, the validation manager 106 may be
configured to 1dentily and manage write hole conditions on
the storage array 110 by use of itegrity data 144 corre-
sponding to the data groups 130. As 1illustrated in FIG. 1G,
the validation manager 106 may be configured to generate
integrity data 144 corresponding to data 140 that 1s being
written to the storage array 110. The integrity data 144 may
comprise a hash code, signature, checksum, digest, and/or
other data corresponding to the contents of the data 140
(e.g., contents of data units 132A-N-1). In some embodi-
ments, the integrity data 144 1s included in one or more of
the data blocks 132 A-N-1. In the FIG. 1G embodiment, the
validation manager 106 stores the integrity data 144 1n data
unit 132A. The integrity data 144 may be stored as a separate
data unit 132 and/or may be included with other contents of
the data unit 132 (e.g., may be embedded 1n another data
unit). Alternatively, the integrity data 144 may be stored in
a separate storage location, such as a metadata log, as
disclosed 1n further detail herein. In the FIG. 1G embodi-
ment, the mtegrity data 144 may be included 1n data umit
132A. The data 140, including the integrity data 144, may be
written as a data group 130 on the storage array 110, as
disclosed herein (e.g., 1 response to a write request 141
from the storage service layer 102).
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In some embodiments, the integrity data 144 corresponds
to contents of the data units 132A-N-1. Accordingly, the
integrity data 144 may indicate if any one of the data units
132A-N-1 comprises invalid data (e.g., invalid data 131).
Alternatively, the integrity data 144 may comprise a plural-
ity of itegrity datum corresponding to respective data units
132A-N-1. The mtegrity data 144 may include an integrity
datum corresponding to data unit 132A (e.g., a checksum of
data unit 132A), an integrity datum corresponding to data
unmit 1328, and so on. As disclosed 1n further 1n conjunction
with FIG. 11, the validation manager 106 may use the
respective integrity datum to determine whether particular
data units 132A-N-1 comprise valid data, identily the
specific location of a write hole within a data group 130,
and/or reconstruct one or more of the data units 132A-N.

The validation manager 106 may be configured to validate
the data 140 written to the storage array 110 in response to
detecting an 1nvalid shutdown condition pertaining to the
storage array 110. As illustrated in FIG. 1H, validating a
stored data group 130 may comprise a) accessing the data of
the stored data group 130 by, inter alia, 1ssuing a read request
143 to the storage array 110 (through the interface 111 and
by use of the coordination module 101), and b) comparing
the integrity data 144 corresponding to the stored data group
130 to the accessed data (e.g., contents of data units 132A-
132N-1). The 1nvalid shutdown condition may have
resulted 1n a write hole 1n the stored data group 130, such
that the contents of data unit 132B were not written to the
storage array 110 (and/or were corrupted during the write
operation). Accordingly, the stored data group 130 accessed
from the storage array 110 may comprise invalid data 131 1n
place of the original contents of data unit 132B. Therelore,
the integrity data 144 extracted from data unit 132A will not
correspond to the accessed data, and the validation manager
106 may determine that the stored data group 130 comprises
a write hole.

The validation manager 106 may be further configured to
implement one or more mitigation operations (write hole
recovery operations) in response to detecting a write hole,
which may include, but are not limited to operations to:
notity the storage array 110 of the detected write hole,
invalidate the stored data group 130, invalidate portions of
the stored data group 130, recover and/or reconstruct the
stored data group 130, request replacement data pertaining
to the stored data group 130, and so on. The validation
manager 106 may be configured to notily the storage array
110 of identified write hole conditions through the interface
111 (and/or by use of the coordination module 101). In some
embodiments, the validation manager 106 1s configured to
invalidate the stored data group 130 by, inter alia, i1ssuing a
TRIM message pertaining to the logical addresses mapped
to the data units 132A-N-1 of the stored data group 130. The
TRIM message may be 1ssued within the storage service
layer 102 (e.g., 1ssued to the translation layer 105), may be
1ssued to one or more clients, may be 1ssued to the storage
array 110, and so on. The validation manager 106 may be
configured to notily the storage array 110 of write hole
conditions (through the interface 111) and, in response, the
storage array 110 may be configured to remove and/or
invalidate the stored data group 130. In some embodiments,
the validation manager 106 invalidates the stored data group
130 by, inter alia, removing mappings pertaining to the
stored data group 130 from the translation layer 105 (e.g., by
invalidating associations between logical addresses and stor-
age addresses of the data unmits 132A-N-1 within the stored
data group 130). In some embodiments, the validation
manager 106 1dentifies the particular data units 132A-N-1
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corresponding to the write hole and invalidates the identified
data units 132A-N-1, while retaining other data units 132 A-
N-1 of the stored data group 130. Alternatively, or in
addition, the validation manager 106 may implement one or
more recovery operations to reconstruct the data group 130
(e.g., rewrite portions of the stored data group 130), recon-
struct invalid data by use of the storage array 110, and/or the
like. In some embodiments, the storage service layer 102 1s
configured to request replacement data of the stored data
group 130 from one or more clients, alternative storage
locations (e.g., journal storage, as disclosed 1n further detail
herein), and/or the like.

In some embodiments, the validation manager 106 may
be configured to 1dentily particular data units 132 compris-
ing invalid data 131 by use of the integrity data 144. As
disclosed above, and illustrated 1n FIG. 11, the integrity data
144 may comprise respective mtegrity datum corresponding
to the data units 132A-N-1 within the stored data group 130
(integrity datum 144A-144N-1). The validation manager
106 may validate the stored data group 130 by a) accessing
the data units 132A-N of the data group 130, and b)
comparing the data units 132A-N to the respective integrity
datum 144A-N-1. In the FIG. 11 embodiment, the integrity
datum 144 A and 144C-N-1 may correspond to the respec-
tive data units 132A and 132C-N-1. The integrity datum
144B may not correspond to the invalid data 131 of data unit
132B. Therefore, the validation manager 106 may determine
that the stored data group 130 comprises a write hole. The
validation manager 106 may also determine that the write
hole pertains to data unit 132B and that the other data units
132A and 132C-N-1 comprise valid data. In response, the
validation manager 106 may implement write hole recovery
operations, which may include, but are not limited to opera-
tions to: a) notily the storage array 110 and/or client(s) of the
write hole, b) invalidate the data unit 132B (e.g., invalidate
mapping(s) between the logical address space 104 and the
storage address of data unit 132B) and/or ¢) retain the other,
valid data umts 132A and 132C-N-1 (e.g., retain mappings
to the valid data unmits 132A and 132C-N-1 and/or rewrite
the contents of the data units 132A and 132C-N-1 on the
storage array 110 and/or to another storage resource); d)
recovering the contents of the data unit 132B; ¢) accessing
replacement data for the data unit 132B; and/or the like.

As disclosed above, in the FIG. 11 embodiment, the
validation manager 106 may be further configured to mati-
gate the write hole at data unit 132B by, inter alia, retaining
other valid data umits 132A and 132C-N-1 of the stored data

group 130, reconstructing data unit 132B by use of the other
data units 132A and 132C-N-1 (and the array metadata 134
managed by the storage array 110), and/or the like. The
validation manager 106 may be configured to retain the valid
data units 132A and 132C-N-1 by a) retaining mappings
pertaining to the stored data units 132A and 132C-N-1 1n the
translation layer 105 (while removing mappings pertaining,
to data unit 132B), b) rewriting valid data of the data units
132A and 132C-N-1 to other storage resources and/or
within another data group 130, and/or the like. Alternatively,
or in addition, the validation manager 106 may be config-
ured to reconstruct the data umt 132B by use of the storage
array 110. As disclosed herein, the storage array 110 may be
configured to store data groups 130 with array metadata 134,
which may include, inter alia, parity reconstruction data. The
storage array 110 may, therefore, be capable of reconstruct-
ing the contents of data unit 132B by use of the array
metadata 134 of the stored data group 130 and the contents
of the other data units 132A and 132C-N-1. In one embodi-
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comprises invalid data 131, the validation manager 106
1ssues a reconstruction request 147 to the storage array 110
that 1dentifies the mnvalid data unit 132 in the stored data
group 130 (e.g., i1dentifies data umit 132), and requests
reconstruction of the identified data umt 132 by the storage
array 110. The reconstruction request 147 may comprise an
explicit request to reconstruct the contents of data unit 1328
within the stored data group 130. Alternatively, the recon-
struction request 147 may comprise an error message 1ndi-
cating that the data umt 132B comprises mnvalid data 131
(e.g., a read error signal), and/or other notification, signal,
and/or directive. In response, storage array 110 may recon-
struct the data unit 132B using reconstruction data corre-
sponding to the stored data group 130 (e.g., array metadata
134, such as parity reconstruction data). In one embodiment,
the storage array 110 reconstructs the data unit 132B in an
XOR operation (using parity reconstruction data), in which
data umt 132B 1s reconstructed such that: data umnit
132B=data unit 132AXOR data unit 132C . . . XOR data unit
132N-1 XOR data unit 132N (parity reconstruction data).
The storage array 110 may be further configured to rewrite
the reconstructed data unit 132B to the storage array 110
(e.g., overwrite the invalid data 131 on storage location
115B with the reconstructed data unit 132B). The validation
manager 106 may validate the reconstructed data unit 132B
by use of the integrity data 144 (e.g., integrity datum 144B),
as disclosed herein. The reconstructed data unit 132B may
be revalidated to ensure that the parity reconstruction data
(e.g., array metadata 134) of the stored data group 130 1s
valid (e.g., does not correspond to another write hole 1n the
stored data group 130). If the array metadata 134 1s invalid
(was not correctly written due to, inter alia, the invalid
shutdown condition), the reconstructed data unit 132B will
not correspond to the mtegrity datum 144B.

The validation manager 106 may be configured to recon-
struct any number of 1nvalid data units 132 within a stored
data group 130, 1n accordance with the capabilities of the
storage array 110 (e.g., the “strength’™ of the array metadata
134). As used herein, the “strength” of reconstruction infor-
mation of the storage array 110 refers to the number of data
umt errors the reconstruction information 1s capable of
detecting and/or correcting. In embodiments 1n which a
single data unit 132 1s used to store array metadata 134 of a
data group 130, the storage array 110 may be capable of
reconstructing only a single, invalid data unit 132. Accord-
ingly, a stored data group 130 comprising two or more
invalid data units 132 may not be capable of being recon-
structed by use of the array metadata 134. In another
embodiment, the storage array 110 may be configured to
dedicate multiple data umts 132 to the storage of recon-
struction information and, as such, may be capable of
reconstructing multiple data units 132 of a stored data group
130. The storage array 110 may, for example, be configured
to encode the data units 1n an error-correcting code (ECC)
and/or other techmque. In the FIG. 11 embodiment, the
validation manager 106 may determine the number of data
umts 132 that the storage array 110 1s capable of correcting
(by querying the interface 111 and/or the like), and may
request correction of stored data groups 130 that are capable
of being corrected by use of the reconstruction data main-
tained by the storage array 110.

In some 1nstances, a write hole may occur within the data
unmt 132 that comprises the integrity data 144 of the stored
data group 130. In such instances, the validation manager
106 may determine that integrity data 144 for the stored data
group 130 1s invalid and, as such, the stored data group 130
comprises a write hole. The validation manager 106 may
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not, however, be capable of determining 1f other data units
132B-N-1 of the stored data group 130 are invalid. In such
embodiments, the validation manager 106 may be config-
ured to attempt to recover from the write hole condition by
use of the reconstruction data maintained by the storage
array 110. The validation manager 106 may request recon-
struction of data unit 132A, as disclosed above. The vali-
dation manager 106 may then determine 11 the reconstructed
data unit 132A comprises integrity data 144 (e.g., integrity
datum 144A-N-1) and/or whether the integrity data 144
corresponds to the data units 132A-N-1. If so, the validation
manager 106 may clear the write hole condition, and retain
the contents of the stored data group 130 (with the recon-
structed data unmit 132A).

Referring back to FIG. 1H, the validation manager 106 of
FIG. 1H may be configured to determine whether one or
more of the data units 132 comprises a write hole, but may
be incapable of 1dentitying the particular data unit(s) 132A-
N-1 that comprise invalid data 131. The validation manager
106 may be configured to attempt to reconstruct invalid data
units 132 of the stored data group 130 through, inter alia,
iterative reconstruction operation. In an iterative reconstruc-
tion operation, the validation manager 106 1s configured to
request reconstruction of a respective one of the data units
132A-N-1. The validation manager 106 may then attempt to
validate the stored data group 130 (with the reconstructed
data unit 132A-N-1) using the integrity data 144. If a valid
data unit 132 1s reconstructed (e.g., data unit 132A), the
reconstructed data unit 132 will be corrupted by the invalid
data of the other data unit(s) (e.g., mnvalid data 131 of data
unit 132B) and, as such, the resulting data group 130 waill fail
to validate against the integrity data 144. Reconstructing
data unit 132B may result in reconstructing valid contents of
data unit 132B (e.g., through parity reconstruction, as dis-
closed herein) and, as such, the resulting data group, includ-
ing the reconstructed data unit 132B, will validate against
the integrity data 144. In response, the verification module
106 may clear the write hole condition and continue vali-
dating other stored data groups 130, as disclosed herein. If
a stored data group 130 comprises more invalid data units
132 than can be corrected by the storage array 110 (and/or
in a combination not iterated by the validation manager
106), the validation manager 106 may determine that the
stored data group 130 comprises a write hole that cannot be
corrected, and may implement one or more write hole
recovery operations, as disclosed herein.

In some embodiments, the validation manager 106 1s
configured to identify the particular data umts 132 aflected
by the write hole 1 the data group 130. Referring to FIG.
1G, the validation manager 106 may be configured to
generate integrity data 144 comprising an integrity datum
pertaining to the respective data units 132A-N-1. The
validation manager 106 may be further configured to include
the integrity data 144 1in one or more of the data units
132A-N-1 being written within a data group 130 on the
storage array 110. The validation manager 106 may be
configured to embed the integrity data 144 in one or more of
the data units 132A-N-1 (as a header of a data unit 132A-
N-1 and/or the like). Alternatively, or in addition, the
integrity data 144 may be stored as a log entry and/or
metadata within one or more of the data units 132A-N-1. In
some embodiments, the data 140 includes persistent map-
ping metadata (e.g., a mapping log entry) that associates the
data units 132 A-N-1 with respective logical addresses (and/
or other identifiers), and the integrity data 144 1s included
with the persistent mapping metadata of the data units

132A-N-1.
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The validation manager 106 may be further configured to
inform the storage array 110 of the detected write hole. The
validation manager 106 may 1ssue a message and/or direc-
tive through the mterface 111 of the storage array 110 (by
use of the coordination module 101) that identifies the stored
data group 130 (by storage address) and indicates that the
stored data group 130 comprises a write hole. Alternatively,
or 1n addition, the validation manager 106 may inform the
storage array 110 of the write hole condition by, inter alia,
issuing TRIM and/or delete messages to the storage array
110 configured to invalidate and/or delete the stored data
group 130 from the storage array 110.

As disclosed above, the storage service layer 102 may be
configured to prevent the storage array 110 from implement-
ing array recovery operations 124 in response to invalid
shutdown conditions. In some embodiments, the storage
service layer 102 1s configured to 1ssue one or more mes-
sages and/or directives 145 to the storage array 110 that are
configured to prevent the storage array 110 from executing
particular crash recovery operations (e.g., block execution of
certain array recovery operations 124 of the array controller
120). The messages and/or directives 145 may be issued
through the interface 111 of the storage array 110. Alterna-
tively, the messages and/or directives 145 may be commu-
nicated through a configuration interface of the storage array
110, may be communicated by modilying a configuration
parameter and/or file of the storage array 110, and/or the
like. The disclosure 1s not limited 1n this regard, and could
be adapted to prevent the storage array 110 from implement-
Ing array recovery operations 124 using any suitable mecha-
nism, including, but not limited to: setting configuration
flags pertaining to the storage array 110, setting storage
parameters pertaining to the storage array 110 (e.g., 10C-
TRL parameters, fadvise parameters, and/or the like), and so
on.

The storage array 110 may comprise storage elements
112A-N capable of storing a large number of data groups
130. Accordingly, and as illustrated 1n FIG. 11, the storage
address space 116 of the storage array 110 may be capable
of storing a large number of data groups 130. For example,
the storage array 110 may comprise a storage capacity of 16
terabytes (16 TB) and, as such, may be capable of storing
400,000,000 data groups 130, wherein each data group 130
comprises five 4 KB data units 132. Validating all of the data
groups 130 stored on the storage array 110 may consume a
significant amount of computing resources and require a
substantial amount of time, during which storage services of
the storage array 110 (and/or storage service layer 102) may
be unavailable.

In some embodiments, the storage service layer 102
comprises a log module 108 configured to maintain an
ordered storage log on the storage array 110. In response to
detecting an mvalid shutdown, the validation manager 106
may be configured to validate data groups 130 at the head of
the storage log, as opposed to validating all of the stored data
groups 130 on the storage array 110. Accordingly, the
validation manager 106 may leverage the storage log main-
tained by the storage service layer 102 to reduce the number
of stored data groups 130 that must be validated in response
to an invalid shutdown pertaiming to the storage array 110.
By contrast, array recovery operations 124 of the storage
array 110 may be required to operate on substantially all of
the stored data groups 130 on the storage array 110.

As disclosed 1n further detail herein, the log module 108
may be configured to append data to the storage log at an
append point 109 within the storage address space 116 of the
storage array 110. The log module 108 may be further
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configured to maintain persistent metadata that, inter alia,
defines the log order of data (and/or corresponding data
groups 130) written to the storage log. The log module 108
may, therefore, be configured to determine the temporal
order of certain storage operations performed on the storage
array 110. The validation manager 106 may determine the
storage location(s) of the data groups 130 written to the
storage array 110 at the time an nvalid shutdown occurred
and may limit validation operations to the determined stor-
age location(s).

In some embodiments, the validation manager 106 deter-
mines the storage address of the log append point 109 by use
of, mter alia, the log module 108. The validation manager
106 may be configured to validate data groups 130 at the
head of the storage log (e.g., data groups 130 written at the
append point 109) as opposed to validating all of the data
groups 130 stored on the storage array 110. In some embodi-
ments, the validation manager 106 1s configured to validate
a data group 130 at the head of the storage log (e.g., data
group 130 at the log append point 109). Alternatively, or 1n
addition, the validation manager 106 may be configured to
validate data group(s) 130 within a particular region of the
storage address space 116 (validation region 118). The
validation region 118 may comprise data groups 130 written
to the storage array 110 at the time of the invalid shutdown
(based on the determined storage address of the log append
point 109 and/or log order of stored data groups 130 on the
storage array 110). Accordingly, the validation region 118
may comprise stored data groups 130 that could have been
allected by the invalid shutdown (e.g., stored data groups
that may comprise a write hole). Although the validation
region 118 1s depicted as a continuous region 1n the storage
address space 116, the disclosure 1s not limited 1n this regard
and could be adapted to append data groups according to any
suitable pattern within the storage address space 116).

As disclosed above, the storage array 110 may be unavail-
able while array recovery operations 124 are implemented.
In the FIG. 11 embodiment, the storage service layer 102
may be configured to instruct the storage array 110 that
designated array recovery operations 124 are not to be
performed. The storage service layer 102 may be further
configured to 1nstruct the storage array 110 to provide access
to storage services after the mvalid shutdown (and without
completing the designated array recovery operations 124).
The storage service layer 102 may prevent access to the
storage array 110 (by other clients) while the validation
manager 106 validates stored data groups 130, as disclosed
herein.

In some embodiments, the storage service layer 102 may
prevent access to particular regions of the storage array 110,
and allow access to other regions. As disclosed above, the
validation manager 106 may be configured to determine the
storage address(es) corresponding to the head of the storage
log at the time of an mvalid shutdown (e.g., validation
region 118). The validation manager 106 may prevent access
to the determined storage address(es), and may allow access
to other regions of the storage address space 116 of the
storage array 110. Accordingly, storage requests pertaining
to regions of the storage address space 116 that were not
allected by a write hole condition may be serviced after the
invalid shutdown, and while the validation manager 106
validates data groups 130 stored within other regions of the
storage address space 116 (e.g., the validation region 118).

FI1G. 2 1s a tlow diagram of one embodiment of a method
200 for storage error management. Step 210 comprises
generating integrity metadata 144 corresponding to data
being stored by a storage engine, such as the storage array
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110. The storage engine may be configured to store the data
within respective data groups 130, and with reconstruction
data (e.g., array metadata 134), as disclosed herein.

Step 220 comprises recovering from an invalid shutdown
pertaining to the storage engine. Step 220 may comprise
detecting an invalid shutdown condition corresponding to
one or more ol power loss, power interruption, power
aberration, a crash condition, an error condition, an inter-
rupt, a crash, a fault, a hardware fault, a software fault,
and/or any other condition other than a clean shutdown of
the storage array and/or a component thereof. An invalid
shutdown condition may correspond to an mvalid shutdown
condition of the storage array (e.g., the storage array con-
troller), an mvalid shutdown of a storage element, an invalid
shutdown of communication infrastructure of the storage
array, an mvalid shutdown of an upper-level storage client,
an 1nvalid shutdown of a computing system comprising the
storage array, a storage element, and/or upper-level storage
client, and/or the like. The invalid shutdown condition may
be detected by a storage layer 102, a coordination module
101, and/or a validation manager 106, as disclosed herein.

Step 220 may further comprise recovering from the
invalid shutdown by use of the integrity metadata of step
210. Step 220 may comprise validating data groups 130
stored on the storage array 110 by use of the integrity
metadata 144 of step 210. Step 220 may, therefore, comprise
accessing data of the stored data groups 130 and comparing
the accessed data to corresponding integrity data 144. Step
220 may further comprise extracting the integrity data 144
ol a stored data group 130 from one or more data units 132
of the stored data group 130. Alternatively, or in addition,
step 220 may comprise accessing ntegrity data 144 of the
data group 130 from a separate storage clement 112A-N
and/or separate storage resource. In some embodiments, step
220 comprises determining that a stored data group com-
prises a write hole in response to determining that the
integrity data does not correspond to the accessed data of the
stored data group 130. Step 220 may further include maiti-
gating the write hole by, inter alia, invalidating the stored
data group 130, rewriting portions of the stored data group
130, notitying the storage engine of the write hole (through
the interface 111 of the storage array 110), and/or the like, as
disclosed herein.

In some embodiments, the integrity data 144 of a stored
data group 130 comprises an mtegrity datum corresponding
to each of a plurality of data units 132 within the data group
130. Step 220 may, therefore, comprise validating individual
data units 132 of the stored data group 130 by use of a
respective mtegrity datum. Step 220 may further comprise
determining whether any of the data units 132 comprise
invalid data (e.g., whether the stored data group 130 1is
incomplete and/or comprises a write hole). Step 220 may
turther comprise determining the particular data unit(s) 132
within the stored data group 130 that comprise the write
hole. Step 220 may further include mitigating detected write
holes, as disclosed herein and/or recovering data of a write
hole by use of other, valid data of the stored data group 130,
as disclosed herein.

Step 220 may further include validating a subset of the
data groups 130 stored on the storage array 110 (as opposed
to all data groups 130 stored on the storage array 110). The
subset may be 1dentified based on a temporal order of the
data groups 130 as defined by, inter alia, a storage log. Step
220 may comprise 1dentifying an append point 109 within a
storage address space 116 of the storage array 110 and/or
determining a validation region 118 within the storage
address space 116 corresponding the append point 109
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and/or head of the storage log. Step 220 may comprise
validating stored data groups 130 at the head of the storage
log and/or within a designated validation region 118. Step
220 may further comprise preventing access to stored data
groups 1n the validation region 118 until the stored data
groups 130 therein have been validated. Step 220 may
turther include allowing access to data groups 130 stored 1n
other region(s) of the storage address space 116.

Step 230 comprises replacing a recovery operation of the
storage engine. Step 230 may comprise preventing the
storage engine from implementing one or more array recov-
cery operations 124, as disclosed herein. Step 230 may
turther include configuring the storage engine to allow
access to the storage array 110 after the mvalid shutdown
and without implementing the one or more array recovery
operations 124.

FIG. 3 1s a flow diagram of another embodiment of a
method 300 for storage error management. Step 310 may
comprise storing checksum data corresponding to data being
written within respective data stripes of a RAID storage
system, such as the storage array 110, disclosed herein. The
checksum data of step 310 may comprise integrity data 144
generated by the validation manager 106 of the storage
service layer 102. The data stripes written to the RAID
storage system may comprise parity reconstruction data
(array metadata 134).

Step 320 comprises validating data stripes written to the
RAID storage system 1n response to an mvalid shutdown.
Step 320 may comprise validating the data stripes by use of
the checksum data of step 310 (e.g., integrity data 144),
independent of the parity reconstruction data (e.g., array
metadata 134) of the RAID storage system. Step 320 may
comprise validating data stripes by a) reading data units 132
of the data stripes, b) calculating a checksum of the read data
units 132, and ¢) comparing the calculated checksum to the
checksum of step 310 (stored with the data stripes and/or 1n
a separate storage location). Step 320 may further comprise
mitigating detected write hole conditions, as disclosed
heremn. In some embodiments, step 320 further includes
determining whether particular data units 132 of a data stripe
comprise invalid data (by use of checksum datum pertaining
to the respective data units 132), reconstructing the particu-
lar data units (1if possible), and so on. Step 320 may further
include validating a subset of the stored data stripes based
on, inter alia, a log order of the data stripes within a storage
address space 116 of the RAID storage system.

Step 330 may comprise validating the data stripes at a
storage layer 102 1n place of a crash recovery operation of
the RAID storage system (e.g., 1n place of one or more array
recovery operations 124). Step 330 may comprise config-
uring the RAID storage system to delegate crash recovery
operations, as disclosed herein. Step 330 may further include
configuring the RAID storage system to allow access to the
storage array 110 after the mvalid shutdown, and without
implementing the crash recovery operations of the RAID
storage system.

FIG. 4 15 a flow diagram of one embodiment of a method
400 for storage error management. Step 410 comprises
appending data groups 130 to a storage log maintained on a
storage array 110 by use of a storage array controller 120,
wherein the storage array controller 120 1s configured to
store the data groups 130 within respective data stripes on
the storage array 110 with corresponding array metadata
134, such as RAID parity reconstruction data.

Step 420 comprises storing integrity data 144 correspond-
ing to the data group 130 stored within the respective data
stripes on the storage array 110. The integrity data 144 may
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comprise a checksum of the data units 132 of the data group
130. Alternatively, or 1n addition, the integrity data 144 may
comprise a checksum datum of each of a plurality of data
unmts 132 of the data group 130. The integrity data 144 may
be stored within the data group 130 on the storage array 110
and/or may be stored 1n a separate storage location and/or
storage resource.

Step 430 comprises preempting a crash recovery opera-
tion of the storage array controller 120 1n response to an
invalid shutdown of the storage array 110. Step 430 may
comprise preventing the array controller 120 from executing
one or more array recovery operations 124, as disclosed
herein. Step 430 may further comprise validating one or
more stored data stripes on the storage array 110. In some
embodiments, step 430 comprises validating a data stripe at
the head of the storage log on the storage array 110 by use
of integrity data 144 stored with the data stripe. Step 430
may comprise determining an append point 109 of the
storage log within a storage address space 116 of the storage
array 110, and identifying a data stripe stored at and/or
betore the determined append point 109 1n the storage log.

FIG. 5A 1s a block diagram of one embodiment of a
system 500A comprising a storage service layer 102 con-
figured to provide storage services to one or more clients
502. The system 500A may comprise a computing system
501. The computing system 501 may comprise any suitable
computing device, including, but not limited to, a server,
desktop, laptop, embedded system, mobile device, and/or
the like. In some embodiments, the computing system 501
includes multiple computing devices, such as a cluster of
server computing devices. The computing system 501 may
comprise processing resources, volatile memory resources
(e.g., random access memory (RAM)), non-volatile storage
resources, a communication interface, and so on. The pro-
cessing resources ol the computing system 501 may include,
but are not limited to, a general purpose central processing
unit, such as a central processing unit (CPU), an ASIC, a
programmable logic element, an FPGA, a PLA, virtual
computing processing resources, and/or the like. The non-
volatile storage resources of the computing system 501 may
comprise a non-transitory machine-readable storage device,
such as a magnetic hard disk, solid-state storage device,
optical storage device, and/or the like. The communication
interface of the computing system 501 may be configured to
communicatively couple the computing system 301 to a
network. The network may comprise any suitable commu-
nication network, icluding, but not limited to, a Transmis-
sion Control Protocol/Internet Protocol (TCP/IP) network, a
Local Area Network (LAN), a Wide Area Network (WAN),
a Virtual Private Network (VPN), a Storage Area Network
(SAN), a Public Switched Telephone Network (PSTN), the
Internet, and/or the like.

The storage service layer 102 may be configured to
provide storage services to clients 502 by use of one or more
storage resources 3510, including a storage array 110, as
disclosed herein. The clients 502 may include, but are not
limited to, operating systems (including bare metal operat-
ing systems, guest operating systems, virtual machines, and
the like), virtualization systems (virtualization Kkernels,
hypervisors, virtual machines, and/or the like), file systems,
database systems, remote I/O clients (e.g., I/O clients 502
communicatively coupled to the computing system 501
and/or storage module 130 through the network 115), and/or
the like. The storage service layer 102 may comprise an
interface 311 configured to expose storage services to the
clients 502. The interface 511 may include one or more of a
storage interface, a block storage interface, a block device
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interface, an object storage interface, a file storage interface,
a key-value storage interface, a virtualized storage interface,
a virtual storage unit (VSU), a database storage interface,
and/or the like. The storage service layer 102 (and/or inter-
face 511) may be implemented and/or presented to the
clients 502 by use of various components, modules, circuits,
and/or the like, including, but not limited to: a kernel-level
module, a user-space module, a driver-level module, a
driver, an I/O controller, an I/O manager, an I/O layer, an I/O
service, a storage controller, a storage manager, a storage
layer, a storage service, a SCSI module, a library, a shared
library, a loadable library, a DLL, a device driver, a DDI
module, an LDD module, a PDD module, an WFD module,
a UMDF module, a KMDF module, an 1I/0O Kit module, a
UDI module, an SDI module, an SDK, and/or the like.

As disclosed above, the storage service layer 102 (and/or
the components thereot, such as the validation manager 106,
crash recovery module 516, and so on) may be embodied as
hardware components, which may include, but are not
limited to: circuits, integrated circuits, ASICs, program-
mable hardware components, PLAs, FPGAs, controller
hardware, storage controller hardware. Alternatively, or in
addition, portions of the storage service layer 102 (and/or the
components thereof, such as the validation manager 106,
crash recovery module 516, and so on) may be embodied as
instructions stored on a machine-readable storage medium,
such as a magnetic hard disk, solid-state storage device,
optical storage device, and/or the like. In some embodi-
ments, the instructions are configured for execution by a
specific type of hardware, and may include, but are not
limited to: firmware, an FPGA bitstream, PLLA configuration
data, and/or the like. Accordingly, 1n some embodiments,
portions of the storage service layer 102 (and/or components
thereol, such as the validation manager 106, crash recovery
module 516, and so on) comprise read only data stored on
a particular hardware device (e.g., stored on a ROM,
EPROM, and/or the like). Alternatively, or in addition, the
instructions may be configured for execution and/or inter-
pretation by the computing system 501. Portions of the
storage service layer 102 (and/or the components thereof,
such as the validation manager 106, crash recovery module
516, and so on) may comprise: a kernel-level module, a
user-space module, a driver-level module, a driver, an 1I/O
controller, an I/O manager, an I/O layer, an I/O service, a
storage driver, a storage manager, a storage layer, a soft-
ware-defined storage layer, a SCSI module, a library, a
shared library, a loadable library, a DLL library, a device
driver, a DDI module, an LDD module, a PDD module, a
WED module, aUMDF module, a KMDF module, an I/O Kit
module, a UDI module, an SDImodule, an SDK, and/or the
like.

The storage service layer 102 may comprise a storage
resource manager 521 configured to, inter alia, manage data
storage and/or retrieval operations on the storage resources
510. The storage resource manager 521 may comprise a
coordination module 101 configured to manage the storage
array 110, as disclosed herein. The storage service layer 102
may be configured to manage data storage and retrieval
operations pertaiming to a logical address space 104. The
storage operations may be implemented on storage resources
510, including a storage array 110. As disclosed herein, the
storage array 110 may comprise a plurality of storage
clements 112A-N comprising respective storage locations
115. The array controller 120 may be configured to arrange
data 1n data groups 130 for storage within the storage array
110. As disclosed herein, a data group 130 may comprise a
plurality of data units 132 configured for storage on respec-
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tive storage elements 112A-N of the storage array 110. The
array controller 120 may be further configured to generate
and store array metadata 134 pertaining to the data groups
130. In some embodiments, the storage array 110 comprises
a RAID storage system, a RAID storage engine, a RAID
storage service, and/or the like.

The storage array 110 may be communicatively coupled
to the storage service layer 102 through an interconnect 515,
which may include, but i1s not limited to: a peripheral

component interconnect (PCI), PCI express (PCI-e), Serial
AT Attachment (serial ATA or SATA), parallel ATA (PATA),

Small Computer System Interface (SCSI), IEEE 1394
(FireWire), Fiber Channel, universal serial bus (USB), and/
or the like. In some embodiments, the storage array 110 may
comprise one or more remote storage devices that are
communicatively coupled to the storage service layer 102
through a network (and/or other communication interface,
such as a Storage Area Network (SAN), a Virtual Storage

Area Network (VSAN), and/or the like). The interconnect
115 may, therefore, comprise a remote bus, such as a PCl-¢
bus, a network connection (e.g., Infimband), RDMA con-
nection, a storage network, a Fibre Channel Protocol (FCP)
network, a HyperSCSI, and/or the like.

The interface 511 of the storage service layer 102 may
present storage services to clients 502 through, inter alia, a
logical address space 104. The logical address space 104
may comprise a group, set, collection, range, and/or extent
of logical identifiers (LIDs). As used herein, LIDs refer to
any mechanism for referencing data and may include, but
are not limited to: names (e.g., file names, distinguished
names, and/or the like), data i1dentifiers, references, links,
front-end 1dentifiers, logical addresses, logical block
addresses (LBAs), storage unit addresses, virtual storage
unmit (VSU) addresses, logical unit number (L UN) addresses,
virtual unit number (VUN) addresses, virtual logical umt
number (vLUN) addresses, virtual storage addresses, unique
identifiers, globally unique identifiers (GUIDs), and/or the
like.

The translation layer 105 may be configured to associate
LIDs with particular storage resources (e.g., data stored
within a storage address space 116 of the storage array 110).
The logical address space 104 may be independent of the
storage address space 116, such that there are set or pre-
determined mappings between the logical address space 104
and the storage addresses address space 116 of the storage
array 110 (and/or other storage resources 510). In some
embodiments, the logical address space 104 1s sparse, thinly
provisioned, and/or over-provisioned, such that the size of
the logical address space 104 differs from the storage
address space 116 of the storage array 110 and/or other
storage resources 510. In some embodiments, the logical
address space 104 spans multiple storage resources 310.

The storage service layer 102 may be configured to
maintain virtualization metadata 505 pertaining to the logi-
cal address space 104. The virtualization metadata S05 may
include, but 1s not limited to, a forward map 525 comprising
any-to-any mappings between LIDs of the logical address
space 104 and storage addresses within the storage address
space 116, a reverse map pertaining to the contents of
particular storage locations 115 on the storage array 110,
validity bitmaps, reliability testing and/or status metadata,
status information (e.g., error rate, retirement status, and so
on), cache metadata, and so on. Portions of the virtualization
metadata 505 may be maintained within the volatile memory
resources of the computing system 301. Alternatively, or in
addition, portions of the virtualization metadata 505 may be
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stored on non-volatile storage resources of the computing
system 501 and/or on one or more storage resources 510.

FIG. 5B depicts embodiments of virtualization metadata
505 and, 1n particular, embodiments of a forward map 5235
comprising any-to-any mappings between the logical
address space 104 and storage addresses space 116 of the
storage array 110. As 1illustrated in FIG. 3B, the logical
address space 104 may be sized diflerently than the under-
lying storage address space 116 of the storage array 110. In
the FIG. 5B embodiment, the logical address space 104 may
be thinly provisioned, and, as such, may comprise a larger
range ol LIDs than the range of storage addresses in the
storage address space 116. Alternatively, or in addition, the
logical address space 104 may span multiple storage
resources 310.

The translation layer 105 may be configured to associate
any LID of the logical address space 104 with any storage
address within the storage address space 116 by use of
entries 526 of the forward map 525. Accordingly, the trans-
lation layer 105 may comprise an any-to-any and/or many-
to-any translation layer between the logical address space
104 and storage resources (e.g., a logical-to-storage trans-
lation layer). The forward map 5235 may comprise any
suitable data structure, including, but not limited to, a map,
a hash map, a tree data structure, a binary tree (B-Tree), an
n-ary tree data structure (B+ Tree), a range encoded tree, a
radix tree, and/or the like. The forward map 3525 may
comprise entries 526 representing LLIDs that have been
allocated for use to reference data stored on the storage array
110. The entries 526 may associate LIDs with respective
storage addresses. The forward map 325 may be sparsely
populated and, as such, may omit entries corresponding to
LIDs that are not currently allocated to clients 502 and/or are
not currently 1n use to reference valid data stored on the
storage array 110. The forward map 525 may comprise a
range-encoded data structure, wherein one or more of the
entries 526 correspond to a plurality of LIDs (e.g., a range,
extent, and/or set of LIDs). In some embodiments, the
entries 326 may correspond to a storage granularity of one
of the storage resources 510. One or more of the entries 526
may correspond to data groups 130 written by the storage
array 110 (e.g., data groups comprising N—1 data units 132).
In the FIG. 5B embodiment, the forward map 525 includes
an entry 326 that associates LIDs 34 and 35 with storage
addresses 16987 and 16988, an entry 526 that associates LID
42439 with storage address 842, and an entry 526 that
associates an extent of N-1 LIDs (starting at LID 92680)
with N-1 data units 132 of a data group 130 (starting at
storage address 988). The entries 526 may be indexed by
LID 1n a tree data structure. The disclosure 1s not limited 1n
this regard, however, and could be adapted to use any
suitable data structure and/or indexing mechanism.

Referring back to FIG. SA, the storage service layer 102
may further comprise a log module 108 configured to store
data on the storage resources 510 1n a log structured storage
configuration (e.g., 1n a storage log). As used herein, a
“storage log” or “log structure” refers to an ordered arrange-
ment of data within the storage address space of a storage
resource 510 (e.g., within storage address space 116 of the
storage array 110). Data in the storage log may comprise
and/or be associated with persistent metadata that defines
contextual information pertaining to the data, such as a log
order of the data and/or the “logical interface™ of the data
(e.g., the LIDs associated with the data). Accordingly, the
storage service layer 102 may be configured to store data in
a contextual, self-describing format. As used herein, a con-
textual or seli-describing format refers to a data format in
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which data 1s stored 1n association with persistent metadata.
In some embodiments, the persistent metadata may be
configured to i1dentily the data and, as such, may comprise
and/or reference the logical interface of the data (e.g., may
comprise the LID(s) associated with the data). The persistent
metadata may include other mnformation, including, but not
limited to, mformation pertaining to the owner of the data,
access controls, data type, relative position or offset of the
data, information pertaining to storage operation(s) associ-
ated with the data (e.g., atomic storage operations, transac-
tions, and/or the like), log sequence mformation, data stor-
age parameters (e.g., compression algorithm, encryption,
etc.), and/or the like. The storage service layer 102 may
turther comprise a log manager 508 configured to manage
portions of the log (log segments). The log manager 508 may
be configured to reclaim and/or reinitialize log storage
resources, such as log segments, media storage units, media
storage divisions (e.g., erase blocks), virtual storage units,
virtual storage divisions (e.g., groups ol erase blocks),
and/or the like.

Referring to FIG. 5C, in some embodiments, the log
module 108 1s configured to store data in a contextual data
format (data packet 332). In some embodiments, the log
module 108 1s configured to write data packets 332 as data
units 132 on the storage resources. The data packet 532 of
FIG. 5C comprises a data segment 534 and persistent
metadata 535. The data segment 534 may be of any arbitrary
length and/or size. The persistent metadata 535 may be
embodied as one or more header fields of the data packet
532. The persistent metadata 535 may be configured to
define the logical interface of the data segment 534 and, as
such, may include and/or reference the LID(s) associated
with the data segment 534. The persistent metadata 535 may
be turther configured to associate the data segment 534 with
a particular application, user, client 502, log segment, and/or
the like. In some embodiments, the persistent metadata 5335
defines a log order of the data packet 532 within a storage
log. Alternatively, or 1n addition, the data packet 532 may be
associated with persistent sequence metadata 537 configured
to, inter alia, define a log order of the data packet 532. As
disclosed 1n further detail herein, the persistent sequence
metadata 537 may comprise a sequence 1dentifier of a log
segment comprising the data packet 532, such that the log
order of the data packet 532 corresponds to a) the sequence
identifier associated with the log segment comprising the
data packet 532, and b) the sequential order of the data
packet 532 within the log segment. Although FIG. 5C
depicts one embodiment of a data packet 532, the disclosure
1s not limited 1n this regard and could associate data (e.g.,
data segment 534) with persistent metadata 1n other ways,
including, but not limited to, separate metadata log entries
(e.g., metadata notes), separate metadata storage, a separate
metadata log, and/or the like.

Retferring to FIG. 5A, the storage service layer 102 may
be configured to arrange data for storage in accordance with
characteristics of the respective storage resources 310. As
disclosed herein, the storage array 110 may be configured to
write data 1n respective data groups 130 that comprise N-1
data unmits 132. The storage service layer 102 may be
configured to group data being written to the storage array
110 1n accordance with the data groups 130 (e.g., coalesce
data into data sets 530 comprising N—1 data units 132). The
validation manager 106 may be configured to generate
integrity data 144 pertaining to the data sets 530, as dis-
closed herein. The storage resource manager 5321 may 1ssue
requests to write the data sets 530 to the storage array 110
(via the interconnect 515 and by use of the coordination
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module 101). In response, the storage array 110 may write
the data sets 5330 within respective data groups 130, as
disclosed herein.

FIG. 5D depicts one embodiment of a data set 530D
configured to be written as a data group 130 by the storage
array 110. As illustrated i FIG. 5D, the data set 530
comprises N-1 data units 132A-N-1. The data units 132A-
N-1 may comprise respective data packets 5332, comprising,
persistent metadata 5335 and data segment 534. As disclosed
herein, the persistent metadata 535 may be configured to
define, inter alia, the LID(s) associated with the data seg-
ment 534. The persistent metadata 535 include additional
information pertaining to the data segment 534, such as a log
order of the data segment 534, and so on, as disclosed herein.
In some embodiments, the persistent metadata 535 further
includes 1ntegrity data 144 pertaining to the data set S30D.
As 1llustrated 1 FIG. 5D, the persistent metadata 535A of
data unit 132A may comprise integrity data 144 pertaining
to the data set 530D. The integrity data 144 may comprise
information to validate the contents of data units 132A-N-1
of the data set 530D. The integrity data 144 may be
generated by the validation manager 106. The validation
manager 106 may derive the integrity data 144 from the
contents of the data units 132A-N-1 of the data set 530D
(c.g., the data packets 532A-N-1). The integrity data 144
may comprise a hash value, checksum, signature, digest,
and/or the like, as disclosed herein. In some embodiments,
the integrity data 144 comprises a plurality ol integrity
datum corresponding to the respective data units 132A-N-1
(c.g., integrity datum 144A-N-1 corresponding to the
respective data packets 532A-N-1). In the FIG. 5D embodi-
ment, the integrity data 144 1s included in the persistent
metadata 535A of data packet 332A (data unit 132A). The
integrity data 144 may be omitted from the other data units
132B-N-1. Alternatively, the integrity data 144 may be
included 1n two or more of the data units 132A-N-1 and/or
in each of the data units 132A-N-1.

Referring to FIG. 5E, mn some embodiments, the log
module 108 1s configured to associate data with persistent
metadata by use of, inter alia, persistent metadata entries 539
(e.g., without writing the data 1n a packet format, such as the
data packets 532 disclosed herein). The log module 108 may
be configured to associate the data segments 534 of a data set
530E with one or more persistent metadata entries 539,
which may be written with the data set 330E to the storage
array 110 and/or another storage resource 510 (e.g.,
appended to a separate metadata log). As 1llustrated in FIG.
5E, a persistent metadata entry 538 may comprise contextual
metadata pertaining to the contents of data units 132A-N-1
(e.g., data segments 334A-N-1), which may include, but 1s
not limited to: the LID(s) associated with the respective data
segments 5334 A-N-1 of data units 132A-N-1, log sequence
information pertaining to the data set 330E, and so on. The
persistent metadata entry 539 may further comprise integrity
data 144 pertaining to the data set S30E. The integrity data
144 may be derived from the contents of the data units
132A-N-1 (e.g., data segments 534A-N-1). In some
embodiments, the integrity data 144 comprises respective
integrity datum 144 A-N-1 corresponding to the respective
data units 132A-N-1 (e.g., data segments 534A-N-1). The
integrity data 144 may be generated by the validation
manager 106 and included 1n the data set 330E, as disclosed
herein. Although FIG. SE depicts persistent metadata entry
539 within data unit 132A (with data segment 334A) the
disclosure 1s not limited 1n this regard and could be adapted
to 1include the persistent metadata entry 539 1n any of the
data units 132A-N-1 of the data set 530D, 1n a plurality of
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data units 132A-N-1, and/or 1n a separate data unit 132A-
N-1 (separately from a data segment 534A-N-1, as 1llus-
trated in FIG. 5F).

FIG. SF illustrates another embodiment of a data set S30F
configured to associate data with persistent metadata,
including integrity data 144. In the FIG. 5F embodiment, the
data units 132A-N and/or data segments 534 may have a
fixed si1ze, such that the data unit 132A-N-1 cannot accom-
modate both a data segment 534A-N-1 and a persistent
metadata entry 539. Accordingly, 1n the FIG. 5F embodi-
ment, the storage service layer 102 1s configured to arrange
data into data sets 530F comprising N-2 data units 132, and
to store the persistent metadata entry 539 corresponding to
the data umts 132A-N-2 1n a separate data unit 132 within
the data set 530F (e.g., data unit 132A).

FIG. 5G 1s a block diagram depicting further embodi-
ments of a data set 530G configured to associate data with
persistent metadata, including integrity metadata 144. In the
FIG. 5G embodiment, the log module 108 1s configured to
maintain persistent metadata storage pertaiming to data writ-
ten to the storage array 110 and/or other storage resources
510 (e.g., a metadata log 560). The log module 108 may
append persistent metadata entries 539 corresponding to
data sets 530G being written to the storage array 110. In the
FIG. 3G embodiment, the storage service layer 102 1is
configured to group data into data sets 330G comprising
N-1 data segments 534A-N-1, such that each data segment
534 A-N corresponds to a respective data unit 132A-N of the
storage array 110. The log module 108 may be configured to
maintain persistent, crash-sate metadata pertaining to the
data set 530G by, inter alia, appending a persistent metadata
entry 339 corresponding to the data set 530G to a metadata
log 560. The persistent metadata entry 539 may comprise
contextual metadata pertaining to the data segments 534 A-
N-1, which may include, but 1s not limited to: LID(s)
associated with the data segments 534A-N-1, storage
addresses of the data segments 534A-N-1 (on the storage
array 110), imntegrity data 144, and so on. The integrity data
144 may be derived from the contents of the data units
132A-N-1 (data segments 534 A-N-1), as disclosed herein.
The log order of the data segments 534A-N-1 may be
determined, inter alia, based on the log order of the persis-
tent metadata entry 539 within the metadata log 560.

Although embodiments of the data sets 330D-G described
herein comprise particular number of data units 132 com-
prising particular types of data (e.g., data packets 532, data
segments 534, and so on), the disclosure 1s not limited 1n this
regard, and could be adapted to manage storage of data in
data groups 130 on the storage array 110 1n any suitable
configuration (e.g., any data groups 130 and/or data sets 530,
comprising any number of and/or arrangement of data units
132). Stmilarly, although particular mechanisms for associ-
ating data with persistent metadata are described herein, the
disclosure 1s not limited 1n this regard and could be adapted
to associate data stored 1n a data group 130 on the storage
array 110 with persistent metadata using any suitable mecha-
nism. Further embodiments for managing storage of persis-
tent metadata pertaining are disclosed 1n U.S. application
Ser. No. 14/569,382 entitled “Generalized Storage Virtual-
1zation Interface,” filed on Dec. 12, 2014, for Swaminathan
Sundararaman et al., which 1s hereby incorporated by rei-
erence.

Referring back to FIG. 5A, the validation manager 106
may be configured to validate data groups 130 stored on the
storage array 110 by use of stored integrity metadata 144
associated with the data groups 130. The validation manager
106 may be configured to validate data groups 130 1n
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response to an invalid shutdown condition pertaining to the
storage array 110. In the FIG. SA embodiment, the validation
manager 106 comprises a monitor 506 configured to identify
invalid shutdown conditions. The momtor 506 may be
configured to access the storage array 110 (through the
interface 111) 1n order to, inter alia, determine the status of
the storage array 110, detect mvalid shutdown conditions
pertaining to the storage array 110, and/or the like. The
monitor 506 may be further configured to i1dentity invalid
shutdown conditions pertaining to the storage service layer
102 and/or computing system 501.

In response to detecting an invalid shutdown condition
pertaining to the storage array 110, the validation manager
106 may be configured to implement one or more recovery
operations (by use of a crash recovery module 516, as
disclosed in further detail herein). The recovery operations
of the validation manager 106 may replace array recovery
operations 124 of the storage array 110. Accordingly, 1n
some embodiments, the validation manager 106 1s config-
ured to preempt recovery operations of the storage array 110
in response to detection of an invalid shutdown condition.
The validation manager 106 may be configured to instruct
the storage array 110 to delegate recovery operations to the
storage service layer 102 by one or more of: issuing a
message, directives, commands, and/or the like to the stor-
age array 110 though the interface 111 and/or by use of the
coordination module 101. In some embodiments, the storage
array 110 1s configured to detect an invalid shutdown
condition by use of an invalid shutdown indicator (e.g., an
invalid shutdown flag set by the storage array 110 and/or
other entity). Accordingly, in some embodiments, the vali-
dation manager 106 1s configured to prevent the storage
array 110 from implementing designated array recovery
operations 124 by one or more of: clearing an valid
shutdown indicator of the storage array 110, clearing an
invalid shutdown indicator of one or more of the storage
clements 112A-N of the storage array 110, clearing an
invalid shutdown indicator of the computing system 501,
and/or the like. In some embodiments, the storage service
layer 102 configures the storage array 110 to delegate
recovery operations to the storage service layer 102 by, inter
alia, setting a configuration parameter of the storage array
110, moditying a configuration file of the storage array 110,
and/or the like. The storage service layer 102 may configure
the storage array 110 to block and/or preempt particular
array recovery operations 124 by transmitting a message 566
to the storage array 110 via the interconnect 5135 (and/or
other communication channel). The message 566 may com-
prise a command, directive, library call, API call, RPC call,
configuration parameter, interrupt, signal, and/or other noti-
fication. The message 566 may be configured to cause the
storage array 110 to delegate particular crash recovery
functionality to the storage service layer 102 and/or prevent
the storage array 110 from executing designated array recov-
ery operations 124, as disclosed herein. Although particular
mechanisms and/or techniques for overriding array recovery
operations 124 of the storage array 110 are described herein,
the disclosure 1s not limited 1n this regard, and could be
adapted to 1dentity and/or block execution of particular array
recovery operations 124 using any suitable mechamsm
and/or technique.

The validation manager 106 may be configured to validate
the contents of data groups 130 stored on the storage array
110 (e.g., validate data sets 530 comprising data packets
532, data segments 534, and/or the like). Validating a stored
data group 130 may comprise a) accessing the stored data
group 130 from the storage array 110 by, inter alia, 1ssuing
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one or more read requests to the storage array 110, b)
extracting integrity data 144 of the accessed data, and c)
comparing the integrity data 144 to the accessed data.
Accessing a stored data group 130 may comprise determin-
ing storage address(es) comprising valid data by use of, inter
alia, the virtualization metadata 505 maintained by the
storage service layer 102 (e.g., forward map 5235). Accessing,
a stored data group 130 may comprise reading a data set 530
comprising a plurality of data units 132 from the storage
array 110. Extracting the integrity data 144 may comprise
extracting integrity data 144 from one or more data units
132A-N-1 of the data set 530 (based on a storage configu-
ration of the data set 530 as illustrated above 1n conjunction
with FIGS. SC-5F). Alternatively, and as illustrated 1n FIG.
5@, extracting the integrity data 144 may comprise access-
ing a persistent metadata entry 339 pertaining to the data set
530G 1n a metadata log 560.

The validation manager 106 may determine that a write
hole exists 1 a stored data group 130 in response to
determining that the data set 330 does not correspond to the
integrity data 144. The validation manager 106 may calcu-
late a hash value corresponding to the accessed data (e.g.,
contents of data units 132A-N-1) and compare the calcu-
lated hash value to the corresponding integrity data 144. In
response to 1identitying a write hole, the validation manager
106 may execute one or more recovery operations 517 by
use of the crash recovery module 516, which may include,
but are not limited to operations to: a) notily the storage
array 110 of the i1dentified write hole; b) invalidate the data
group 130; ¢) invalidate portion(s) of the data group 130; d)
recover corrupt data of the data group 130, ¢) request
replacement data for the data group 130, and/or the like.
Accordingly, the recovery operations 317 may be referred to
as “write hole recovery operations” and/or “crash recovery
operations” of the storage service layer 102.

The validation manager 106 may notify the storage array
110 of a write hole by, inter alia, transmitting a message to
the storage array 110 pertaiming to the detected write hole
condition. The message may be transmitted to the storage
array 110 through the interface 111 via the coordination
module 101 (and/or via another communication channel).
The message may 1dentily portions of the stored data group
130 that comprise invalid data. Alternatively, or 1n addition,
the message may 1dentify valid portions of the stored data
group 130 comprising a write hole. Invalidating a stored data
group 130 may comprise issuing an erase, delete, and/or
TRIM message corresponding to the stored data group 130.
The TRIM message may be 1ssued within the storage service
layer 102 e.g., to the translation layer 105), may be 1ssued to
one or more clients 502, may be 1ssued to the storage array
110, and/or the like. Invalidating a stored data group 130
may further comprise removing and/or mnvalidating logical-
to-storage associations pertaining to the stored data group
130 in the virtualization metadata 505 (e.g., forward map
525). The recovery operations 517 may comprise mvalidat-
ing portion(s) of a stored data group 130 and/or retaining
other portions of the stored data group 130. In some embodi-
ments, the recovery operations 317 further include recover-
ing and/or reconstructing data of the stored data group 130
by use of, inter alia, array metadata 134 managed by the
storage array 110 (e.g., by parity reconstruction). Alterna-
tively, or i addition, the recovery operations 517 may
comprise accessing replacement data pertaining to the stored
data group 130 from a client 502, a mirrored storage location
(e.g., another storage resource 510, and/or journal storage
disclosed 1n further detail below), and/or the like. Request-
ing replacement data may comprise 1ssuing one or more
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requests for replacement data to a client 502, storage array
110, storage resource(s) 510, and/or the like.

As 1illustrated 1n FIG. 5B, the forward map 525 may
associate an extent of N—1 LIDs (starting at LID 92680) with
a stored data group at storage address 988. In response to an
invalid shutdown condition, the validation manager 106 may
determine that the stored data group 130 at storage address
988 comprises a write hole. In response, and as 1llustrated 1n
FIG. 5H, the validation manager 106 may remove LID
associations pertaining to the mvalid data group 130, which
may comprise removing the entry 526 pertaining to the N-1

LIDs at 92680 from the forward map 525. Accordingly,
subsequent requests for data of the N-1 LIDs at 92680 may
result 1n an “empty” or “unallocated” response from the
storage layer. The validation manager 106 may be further
configured to notify the storage array 110 of the write hole
and/or instruct the storage array 110 to invalidate the stored
data group at storage address 988.

In some embodiments, the validation manager 106 1s
configured to identily which data unit(s) 132 of a stored data
group 130 comprises invalid data 131. The validation man-
ager 106 may be configured to distinguish valid data units
132 from invalid data units by use of respective integrity
datum 144A-N-1, as disclosed herein. In response to 1den-
tifying invalid data 1n stored data group 130, and determin-
ing that the stored data group 130 comprises other, valid data
units, the validation manager 106 may be configured to a)
invalidate the invalid portions of the stored data group 130,
and b) retain valid portions of the stored data group 130.
Invalidating a portion of a stored data group 130 may
comprise removing selected LIDs from the forward map
525. As illustrated 1n FIG. 51, the validation manager 106
may determine that a data unit 132 associated with LID
92680 comprises mvalid data, but that other data units 132
mapped N-2 LIDs starting at 92681 are valid. In response,
the validation manager 106 may invalidate and/or remove
logical-to-physical associations pertaining to LID 92680,
and may retain associations pertaining to the other N-2
LIDs by, mter alia, modifying the entry 526 pertaining to the
N-1 LIDs as illustrated in FIG. SH. The validation manager
106 may be further configured to rewrite valid data of the
stored data group 130 on the storage array 110, which may
comprise updating the entry 526 to associate the data with
different storage addresses of the storage array 110.

Alternatively, or 1n addition, the validation manager 106
may be configured to reconstruct the contents of one or more
data units 132 by use of, inter alia, the storage array 110. As
disclosed above, the validation manager 106 may be con-
figured to i1dentily storage umt(s) 132 comprising mvalid
data by use of the integrity data 144. The validation manager
106 may determine whether the data units 132 can be
reconstructed by the storage array 110 based on, inter alia,
the number of invalid data units 132 1dentified 1n the stored
data group 130 and/or the data recovery capabilities of the
storage array 110. As disclosed herein, the array metadata
134 maintained by the storage array 110 may be configured
to correct errors 1n one or more data units 132 of a data group
130. The validation manager 106 may determine whether the
storage array 110 1s capable of recovering the contents of a
particular number of data units 132 of a stored data group
130 based on how many data units 132 the array metadata
134 of the storage array 110 1s capable of reconstructing. The
storage array 110 may not be capable of correcting such
errors, however, without information i1dentitying the loca-
tion of the errors within the data group 130 (e.g., without
knowing which data unit(s) 132A-N comprise invalid data).
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In response to determining that a stored data group 130
comprises a write hole that can be corrected by the storage
array 110, the validation manager 106 may 1ssue a request to
reconstruct portions of the stored data group 130 to the
storage array 110 (via the array interface 111 and/or by use
of the coordination module 101). As disclosed above, the
request may 1dentify data umts 132A-N of the stored data
group 130 that comprise mvalid data. In response, the
storage array 110 may reconstruct the identified data unaits
132A-N by use of the array metadata 134 corresponding to
the stored data group 130. The storage array 110 may be
turther configured to write the corrected data to the storage
array 110. Alternatively, the storage array 110 may rewrite
the data group 130 to other storage address(es) of the storage
array 110. In response to determining that a write hole
detected by the validation manager 106 has been corrected,
the validation manager 106 may retain logical-to-storage
associations pertaining to the stored data group 130 and/or
update the logical-to-storage associations to reference the
rewritten data group 130. If the write hole cannot be
corrected by use of the storage array 110, the validation
manager 106 may implement other recovery operations 517
as disclosed herein (e.g., mnvalidate the stored data group
130, invalidation portions of the stored data group 130,
request replacement data, and/or the like).

As disclosed above, in some embodiments, the validation
manager 106 1s configured to identily particular data units
132 comprising invalid data by use of respective integrity
datum 144A-N-1. In some embodiments, the integrity data
144 may comprise a single value corresponding to the data
units 132A-N-1. Alternatively, or in addition, the integrity
data 144 may not be available (due to a write error pertaining
to the data unit 132 comprising the integrity data 144). In
response, the validation manager 106 may be configured to
invalidate the entire stored data group 130, as disclosed
herein.

Although the particular location of the write hole 1s not
known, the write hole may be correctable by the storage
array 110. The storage array 110 may be incapable of
correcting the error without additional verification informa-
tion. For example, the contents of a stored data group 130
that includes a particular data umit 132 comprising invalid
data 131 may be reconstructed by use of array metadata 134.
The storage array 110, however, may have no way of
identifying which data unit 132 comprises invalid data 131
and/or no way of validating reconstruction of the particular
data unit 132

The validation manager 106, however, may be capable of
identifying the location of write holes within a stored data
group 130 and veritying correct reconstruction of the stored
data group 130 by use of, inter alia, integrity data 144, as
disclosed herein. In some embodiments, the validation man-
ager 106 may attempt to identify and/or correct a stored data
group 130 that comprises a write hole by use of, inter alia,
an 1terative parity substitution operation. As disclosed
above, 1terative parity substitution may comprise 1nstructing
the storage array 110 to reconstruct diflerent portions of a
stored data group 130 (using array metadata 134). The
validation manager 106 may attempt to validate the recon-
structed data, as disclosed herein.

FIG. 5] depicts one embodiment of an iterative parity
substitution operation implemented by the validation man-
ager 106. In the FIG. 5] embodiment, the validation manager
106 may detect a write hole 1n a stored data group 130, but
may not be able to identify the data units 132 comprising
invalid data 131 within the stored data group 130. In
response, the validation manager 106 may be configured to
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iteratively reconstruct different portions of the stored data
group 130. The validation manager 106 may be configured
to 1teratively designate different data units 132A-N-1 of the
stored data group 130 as invalid, and request reconstruction
of the designated data unit 132A-N-1 by the storage array
110 (e.g., using array metadata 134 of the corresponding
stored data group 130, as disclosed herein). The validation
manager 106 may attempt to validate the reconstructed data,
as disclosed herein. The validation manager 106 may deter-
mine that the stored data group 130 was correctly recon-
structed 1n response to validating reconstructed data of the
stored data group 130 by use of corresponding integrity data
144. Otherwise, the validation manager 106 may determine
that the stored data group 130 cannot be corrected, and may
invalidate the stored data group 130 as disclosed herein.

In the FIG. 5] embodiment, the validation manager 106
iteratively requests reconstructed data sets 530J[1]-530J]N-
1] from the storage array 110. The reconstructed data sets
530J[1]-530J[N-1] may be generated by the storage array
110 by, inter alia, designating a different one of the data units
132 to be reconstructed by use of other data units 132 of the
stored data group 130 (and the corresponding array metadata
134). In the FIG. 53] embodiment, the reconstructed data set
530J[1] may be generated by the storage array 110 1n
response to a request to reconstruct the contents of data unit
132A. The reconstructed data set 530J[1] may, therefore,
comprise reconstructed data 538 A for data unit 132A, and
data of the stored data group 130 in data units 132B-N-1.
The reconstructed data set 530J[2] may comprise recon-
structed data 538B corresponding to data unit 132B, the
reconstructed data set 530J[3] may comprise reconstructed
data 338C corresponding to data unit 132C, and so on
(reconstructed data set 530J[N-1] may comprise recon-
structed data 338N-1 corresponding to data unit 132N-1).
The validation manager 106 may attempt to validate the
reconstructed data sets 330J[1]-530J[N-1] by a) accessing,
integrity data 144 and b) comparing the integrity data 144 to
the reconstructed data set 530J[1]-530J[N-1]. The valida-
tion manager 106 may access the integrity data 144 as
disclosed herein (e.g., by extracting the integrity data 144
from the respective reconstructed data set S30J[1]-530J[N-
1] and/or from a separate storage location, such as a meta-
data log 560). In response to identifying a reconstructed data
set 530J[1]-530J[N-1] that 1s validated by the integrity data
144, the validation manager 106 determines that the write
hole was corrected, and may instruct the storage array 110
to retain and/or rewrite the 1dentified reconstructed data set
530J[1]-530J[N-1]. The validation manager 106 may dis-
continue the 1terative reconstruction operation in response to
validating a reconstructed data set 530J[1]-530J[N-1] (e.g.,
discontinue the iteration in response to validating the first
reconstructed data set 330J[1]). If none of the reconstructed
data sets 530J[1]-530J[N-1] are validated, the validation
manager 106 may invalidate the stored data group 130, as
disclosed herein.

As disclosed above, 1n some embodiments, the validation
manager 106 1s configured to validate a subset of the data
groups 130 stored on the storage array 110 1n response to an
invalid shutdown condition. In some embodiments, the
validation manager 106 1s configured to select stored data
groups 130 for validation in response to detection of an
invalid shutdown. The validation manager 106 may select
stored data groups 130 to validate based on any suitable
criterion. As disclosed herein, in some embodiments, the
storage service layer 102 1s configured to write data to the
storage array 110 with persistent metadata. In some embodi-
ments, the validation manager 106 selects data groups 130
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for validation based on, inter alia, the persistent metadata
corresponding to the stored data groups 130. The persistent
metadata associated with a stored data group 130 may
comprise one or more of: persistent metadata 535 of a data
packet 532 within the stored data group 130, persistent
sequence metadata 537, a persistent metadata entry 3539
and/or the like.

In some embodiments, the validation manager 106 1s
configured to select stored data groups 130 that were being
written at the time the invalid shutdown occurred. The stored
data groups 130 that were being written at the time of the
invalid shutdown may be 1dentified by use of the persistent
metadata associated with the stored data groups 130. As
disclosed herein, the persistent metadata associated with a
stored data group 130 may comprise sequence information,
which may indicate the time at which the stored data group
130 was written to the storage array 110. Alternatively, or 1n
addition, the validation manager 106 may select stored data
groups 130 for validation based metadata pertaining to the

storage log, such as the storage address of a log append point
109 at the time the invalid shutdown occurred, as disclosed
herein.

FIG. 6A depicts one embodiment 600A of a storage log
650 comprising data stored sequentially within a storage
address space 116 of the storage array 110. In the FIG. 6A
embodiment, log module 108 may partition the storage
address space 116 into a plurality of log segments 670 (e.g.,
log segments 670[1]-670[N]). The log segments 670 may
comprise a respective range of storage addresses. The log
segments 670 may correspond to a collection of log storage
units 671 that are reused as a group. The log module 108
may comprise a log manager 508 configured to 1mnitialize the
respective log segments 670. Initializing a log segment 670
may comprise relocating valid data from the log segment
670 (if any), such that existing data on the log segment 670
may be reused (e.g., erased and/or overwritten). The disclo-
sure 1s not limited 1n this regard, however, and may be
adapted to treat the entire storage address space 116 of the
storage array 110 as a single log segment 670 and/or manage
cach log storage unit 671A-N as a respective log segment
670.

In the FIG. 6 A embodiment, the log segments 670 com-
prise a plurality of log storage units 671A-N capable of
storing data (e.g., data units 132, data groups 130, and/or the
like). The log storage units 671 A-N may correspond to
storage location(s) on a storage resource 310, such as the
storage array 110. Accordingly, 1n the FIG. 6 A embodiment,
the log storage umits 671 A-N comprise respective data
groups 130 capable of storing N-1 data units 132 on
respective storage elements 112A-N of the storage array 110,
as disclosed herein.

The log module 108 may be configured to append data
sequentially within the log segments 670. The log module
108 may be further configured to associate data appended to
the storage log 650 with persistent metadata. As disclosed
herein, the persistent metadata may comprise one or more
ol: persistent metadata 535 of a data packet 532 (within a
data unit 132 of a data group 130), persistent sequence
metadata 537 associated with one or more data packets 532,
and/or a persistent metadata entry 539 stored with the data
(and/or a separate metadata log 560), as disclosed herein.
The persistent metadata stored within the respective log
storage units 671 may be used to determine the log store
order of the log segments 670 and/or log storage units 671
therein. In the FIG. 6 A embodiment, the log segments 670
comprise respective sequence metadata 673 configured to
determine a relative log order of the log segments 670. The
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sequence metadata 673 may be written within a first log
storage unit 671 of the respective log segments 670 (e.g.,
may be written to data unit 132A of the first data group 130
within each log segment 670).

The log module 108 may be configured to append data
groups 130 sequentially within the storage address space 116
(e.g., within respective log segments 670[1]-670[N]). The
order 1n which data groups 130 are written within the
respective log segments 670[1]-670[IN] may be determined
according to the availability of log segments 670[1]-670[IN].
The log module 108 may be configured to fill the respective
log segments 670[1]-670[N] before appending data to other
log segments 670[1]-670[N]. The log segments 670[1]-670
[N] may be filled according to any suitable fill pattern.

In the FIG. 6 A embodiment, the log module 108 may have
written data groups 130[1][A]-130[1][P] sequentially within
log segment 670[1] (by 1ssuing requests to write respective
data sets 530 to the storage array 110), such that stored data
group 130[1][P] 1s later in the storage log 650 (stored more
recently) relative to stored data group 130[1][A]. FIG. 6A
turther illustrates data groups 130 stored sequentially within
the log storage units 671 of other log segments 670[2]-670
IN]: data groups 130[2][A]-130][2][P] are stored sequen-
tially within log storage umts 671[2][A]-671[2][N] of log
segment 670[2], data groups 130[3][A]-130[3][P] are stored
sequentially within log storage units 671[3][A]-671[3][N] of
log storage segment 670[3], data groups 130[N][A]-130[N]
|P] are stored sequentially within log storage units 671[N]
|A]-671[N][N] of log segment 670[N], and so on.

The storage module 130 may mark log segments 670[1]-
670[N] with respective sequence metadata 673, as disclosed
above. The sequence metadata 673 may be configured to
define the order in which the log segments 670[1]-670[N]

were lilled. Accordingly, the order in which the data groups
130[1][A]-130[N][P] were written to the storage array 110

may be defined by, inter alia, sequence information 673[1]-
673|Y] of the log segments 670[1]-670[N]. In some embodi-
ments, the sequence information 673[1]-673[Y] 1s stored at
predetermined locations within the log segments 670[1]-670
IN] (e.g., 1n a first data unit 132 of a first data group 130
within a log segment 670, and/or the like).

In the FIG. 6 A embodiment, the sequence mformation
673| Y| may correspond to the head 654 of the storage log
650 (most recently stored), and the sequence information
673[1] may correspond to the tail 655 of the storage log 650
(oldest). As 1llustrated 1n FIG. 6 A, the log order 652 of the
log segments 670[1]-670[N] may be 670[IN] at the head 654
of the storage log 650 (most recently written), followed by
670[1], 670[3], and 670[2] at the tail 655 of the storage log
650 (oldest log segment 670). The log order 6352 of the
respective stored data groups 130[1][A]-130[N][P] may be
determined based on the sequence information 673 of the
respective log segments 670 and the relative order of the
stored data groups 130[1][A]-130[N][P] within the respec-
tive log segments 670. In the FIG. 6 A embodiment, the log
order 652 from the head 654 of the storage log 650 (most
recently stored) to the tail 655 of the storage log 650
(oldest): 130[N][P]-130[N][A], 130[1][P]-130[1][A], 130
[3][P]-130[3][A], and 130[2][P]-130[2][A].

As disclosed above, the validation manager 106 may be
configured to select data groups 130 to validate based on the
log order 652 of the stored data groups 130. The validation
manager 106 may be configured to select stored data units
132 for validation at the head 654 of the storage log 650
(e.g., most recently stored), since such data groups 130 are
more likely to have been affected by the mvalid shutdown
condition. By contrast, data groups 130 at the tail 653 of the
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storage log 650 may be determined to have been written
betfore the invalid shutdown occurred and, as such, do not
require validation. In the FIG. 6 A embodiment, the valida-
tion manager 106 may select the data units at the head 654
of the storage log 650 for validation (e.g., stored data group
130[N] [P]). The validation manager 106 may be configured
to validate stored data groups 130 at and/or near the head
654 of the storage log 630 (e.g., within the log segment
670[N], and/or log segment 670[1]). In some embodiments,
the validation manager 106 validates stored data groups 130
within a validation region 118. The validation region 118
may comprise region within the storage address space 116.
In the FIG. 6 A embodiment, the validation region 118
includes log segment 670[N] and a portion of log segment
670[1]. Accordingly, the validation region 118 may com-
prise disjointed and/or non-contiguous sets ol storage
addresses within the storage address space 116 of the storage
array 110 (e.g., and/or within other storage resources). The
validation manager 106 may select the size of the validation
region 118 to include stored data groups 130 that may have
been aflected by the invalid shutdown condition (e.g., data
groups 130 that were being written at, or near, the time of the
invalid shutdown). Accordingly, the validation region 118
may be sized 1n accordance with a rate of write operations
being executed by the storage service layer 102 at the time
of the mvalid shutdown. The validation manager 106 may be
configured to expand the validation region 118 1n response
to determining that the storage service layer 102 was 1ssuing
write operations at a relatively high rate, and may contract
the validation region 118 1n response to determiming that the
storage service layer 102 was i1ssuing write operations at a
lower rate. The validation manager 106 may determine
and/or estimate the rate of write operations being performed
on the storage array 110 by use of virtualization metadata
5035 maintained by the storage layer 102, by use of metadata
maintained by the storage array 102, and/or the like. The
validation manager 106 may be configured to validate stored
data groups 130 within the validation region 118, as dis-
closed herein. The validation manager 106 may be further
configured to prevent access to data stored within the
validation region 118 (e.g., data stored 1n data groups 130 at
storage addresses within the validation region 118) until the
validation operations are complete. The validation manager
106 may allow access to other portions of the storage
address space 116 (e.g., may allow access to data stored
within stored data groups 130 on storage addresses outside
of the validation region 118).

FIG. 6B depicts embodiments of log storage operations
performed by the log module 108 of the storage service layer
102. The log module 108 may be configured to append data
at an append point 109 within the storage address space 116
of the storage array 110 (e.g., within respective log segments
670). Accordingly, the append point 109 may correspond to
a head 654 of the storage log 650. In the FIG. 6B embodi-
ment, the current append point 109 corresponds to storage
address 682 within log segment 670[1]. In response to
writing data to the data group 130 at storage address 682, the
log module 108 may advance 681 the append point 109 to
a next storage address within the log segment 670[1] (1if
any). When the log segment 670[1] 1s filled, the log module
108 may increment the append point 109 to a next available
log segment 670. As used herein, an “available” log segment
670 refers to a log segment 670 that can be erased and/or
overwritten by the log module 108 (e.g., a log segment 670
that does not comprise valid data that needs to be retained).

Log segments 671 comprising valid data may be “unavail-
able,” “un-writeable” and/or 1n an “un-writeable” state. In
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the FIG. 6B embodiment, the log segment 670[2] may be
unavailable for use by the log module 108 (e.g., the log
segment 670[2] may comprise valid data associated with one

or more LIDs of the logical address space 104). As disclosed
above, the log module 108 may comprise a log manager 508 5
configured to reclaim log segments 670 for reuse. Reclaim-
ing a log segment 670 may comprise relocating valid data
stored within the log segment 670 (1f any) by, inter alia,
rewriting the data to another log segment 670. Reclaiming a
log segment 670 may further comprise erasing the contents 10
of the log segment 670, recording that the log segment 670

1s available for use, and/or the like.

After filling the log storage segment 670[1], the log
module 108 may advance 681 the append point 109 to a next
available storage division 670[3] (storage address 683). The 15
log module 108 may append data at the append point 109 by,
inter alia, writing data to respective storage addresses within
log segment 670[3] (e.g., writing data sets 530 as respective
data groups 130 on the storage array 110). The log module
108 may be further configured to write sequence metadata 20
673 to the log segments 670, as disclosed herein (e.g., write
sequence metadata 673 to the data group 130 at a first
storage address within the respective log segments 670).

The log module 108 may be configured to append data at
storage address 682, which may comprise a) coalescing data 25
units 132A-N-1 for storage as a data group 130 as disclosed
herein (e.g., grouping data units 132A-N-1 into a data set
530, and b) generating integrity data 144 corresponding to
the data set 530 (by use of the validation manager 106). The
validation manager 106 may be further configured to include 30
the integrity data 144 within the data set 530 (e.g., include
the integrity data 144 within one or more of the data units
132A-N). Alternatively, or in addition, the validation man-
ager 106 may be configured to write the integrity data 544
to a separate storage resource, such as a metadata log 560. 35
The data written to the data group 130 at storage address 682
may be associated with respective LIDs 104A-N-1.
Appending the data at storage address 682 may further
include recording persistent metadata to associate the data
units 132A-N-1 with respective LIDs. The persistent meta- 40
data may comprise persistent metadata 335 of a data packet
532, a persistent metadata entry 539 within one or more of
the data units 132A-N, a persistent metadata entry 539
appended to a separate metadata log 560, and/or the like. In
some embodiments, the integrity data 144 1s included with 45
other persistent metadata, such as a persistent metadata entry
539 corresponding to the data set 530. Appending data at
storage address 682 may further comprise updating the
virtualization metadata 505 by, inter alia, recording an entry
526 1n the forward map 525 to associate LIDs 104A-N-1 50
with the stored data group 130 at storage address 682.

The log module 108 may be configured to append the data
set 330 to the storage log 650 by 1ssuing a write request to
the storage array 110 (by use of the coordination module
101). In response, the storage array 110 may write the data 55
units 132A-N-1 within a data group 130 at storage address
683 (e.g., on respective storage elements 112A-N of the
storage array 110). The storage array 110 may be further
configured to generate and/or store array metadata 134
corresponding to the data group 130. 60

As disclosed above, 1n response to an mvalid shutdown,
the validation manager 106 may be configured to select
stored data groups 130 for validation based on, inter alia, the
storage address of the append point 109. In the FIG. 6B
embodiment, an invalid shutdown may occur as the data set 65
530 1s being written to a data group 130 at storage address
682 by the storage array 110. In response to the invalid
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shutdown, the validation manager 106 may implement one
or more recovery operations. As disclosed herein, the recov-
cery operations of the validation manager 106 may be
executed 1n place of one or more array recovery operations
124 of the storage array 110.

The validation manager 106 may be configured to select
stored data groups 130 for validation based on, inter alia, the
storage address of the append point 109. The validation
manager 106 may determine the storage address of the
append point 109 by use of the log module 108 (e.g., based
on sequence metadata 673 stored on the log segments 670
and/or the like). In some embodiments, the log module 108
1s configured to maintain the storage address of the append
point 109 in persistent storage. The log module 108 may
determine the storage address of the append point 109 by,
inter alia, accessing the persistent storage. In another
embodiment, the log module 108 determines the storage
address of the append point 109 by, inter alia, accessing the
contents of the storage log 650, accessing a separate meta-
data log 560, and/or the like. Although particular techniques
for determining a storage address of a log append point 109
are described herein, the disclosure 1s not limited in this
regard, and could be adapted to store and/or determine the
storage address of the append point 109 after an invalid
shutdown using any suitable technique or mechanism.

In one embodiment, the validation manager 106 1s con-
figured to validate one or more stored data groups 130 at the
head 654 of the storage log 650 (e.g., at the determined
append point 109). Storage operations pertaining to data
groups 130 stored at the head 654 of the storage log 650 may
have been interrupted by the mvalid shutdown, resulting in
a write hole (and/or other write errors). The validation
manager 106 may select the stored data groups 130 to
validate based on the determined storage address of the
append point 109. In the FIG. 6B embodiment, the valida-
tion manager 106 may select the data group 130 stored at
storage address 682 for validation (based on the storage
address of the append point 109). The validation manager
106 may validate the stored data group 130, as disclosed
herein (e.g., by accessing the data units 132A-N-1 of the
stored data group 130 and comparing the contents of the data
umts 132A-N-1 to integrity data 144 of the stored data
group 130). The validation manager 106 may be further
configured to detect a write hole 1n the stored data group 130
in response to determining that stored data of the data group
130 does not correspond to the integrity data 144. In
response to determining that the stored data group 130 1s
incomplete, the validation manager 106 may a) invalidate
the stored data group 130 (e.g., remove the entry associating
the LIDs 104A-N-1 with the data group 130 stored at
storage address 682), b) notily the storage array 110, and/or
the like. The validation manager 106 may be further COn-
figured to a) repair the stored data group 130, b) 1dentify and
retain valid portions of the stored data group 130, and so on,
as disclosed herein.

In some embodiments, the validation manager 106 vali-
dates stored data groups within a validation region 118. The
validation region 118 may correspond to the determined
storage address of the append point 109. In the FIG. 6B
embodiment, the validation region 118 includes storage
address 682 corresponding to the append point 109 and one
or more storage addresses at the head 654 of the storage log
650. The validation region 118 may exclude data groups 130
stored at the tail 6535 of the storage log 650. The size and/or
configuration of the validation region 118 may be based on
the log order 652 of the storage log 650 (e.g., sequence
metadata 673 of the respective log segments 670), the rate
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of write operations being performed on the storage array 110
at the time of the invalid shutdown, and/or the like, as
disclosed herein.

FIG. 7 1s a schematic block diagram of another embodi-
ment of a system 700 for managing storage errors. In the
FIG. 7 embodiment, the storage service layer 102 comprises
a metadata log module 708 configured to maintain a meta-
data log 560 on a storage device 710. The metadata log 560
may comprise an ordered sequence of metadata log entries
7359 corresponding to storage operations implemented on the
storage array 110 (and/or other storage resources 510). The
storage device 710 may be separate from other storage
resources 510 of the storage service layer 102, including the
storage array 110. In some embodiments, the storage device
710 comprises a byte addressable storage device, such as a
persistent memory storage device (e.g., battery backed
RAM), auto-commit memory, a solid-state storage device,
and/or the like. The storage device 710 may be communi-
catively coupled to the storage service layer 102 through,
inter alia, an interconnect 715. The interconnect 715 may
correspond to the interconnect 515 of the storage array 110.
Alternatively, the mterconnect 715 may be separate and/or
independent of the mterconnect 515. In some embodiments,
the interconnect 715 comprises a high-performance com-
munication bus configured to implement byte-addressable
storage operations. The interconnect 715 may comprise an
internal memory bus of the computing system 501.

As disclosed herein, the storage layer 102 may comprise
hardware components, such as circuits, programmable logic,
and/or the like. In the FIG. 7 embodiment, portions of the
storage layer 102, such as the validation manager 106 and/or
log module 108 comprise hardware components 702. Por-
tions of the storage layer 102 may be embodied as machine-
readable instructions stored on a non-transitory storage
medium. In the FIG. 7 embodiment, the storage service layer
102 may comprise non-volatile storage 704 comprising
instructions configured to cause the hardware components
702 to implement functionality of the translation layer 105,
validation module 106, log module 108, and so on. The
non-volatile storage 704 may comprise firmware of the
hardware components 702, an FPGA, an FPGA bitstream,
programmable logic configuration data, and/or the like. In
some embodiments, the non-volatile storage 704 comprises
a ROM, FPROM, and/or the like.

In the FIG. 7 embodiment, the log module 108 may be
configured to append data to a storage log 650 on the storage
array 110 at an append point 109 within a storage address
space 116 of the storage array 110, as disclosed herein. The
log module 108 of FIG. 7 may be configured to write the
data to the storage array 110 without persistent metadata
(e.g., without writing data packets 532 comprising persistent
metadata 535 and/or without writing persistent metadata
entries 539 to the storage array 110). The log module 108
may be configured to store persistent, crash-sate metadata
pertaining to data being stored on the storage array 110
(and/or other storage resources 310) 1in a metadata log 560.
The metadata log 560 may be maintained by a metadata log
module 708 of the storage service layer 102. The metadata
log module 708 may be configured to append persistent,
crash-safe metadata log entries 759. The metadata log mod-
ule 708 may append the metadata log entries 759 to an
ordered metadata log 560 within the storage address space
716 of the storage device 710.

The metadata log entries 759 may comprise contextual
metadata pertaiming to data units 132A-N-1 being written to
the storage array 110 within respective storage groups 130.
As disclosed herein, writing data to the storage array 110
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may comprise a) collecting a data set 530 comprising a
plurality of data umts 132A-N-1, b) generating integrity
data 144 pertaining to the data units 132A-N-1, and c)
1ssuing a write request to store the set of N-1 data units 132
as a data group 130 on the storage array 110. In response, the
storage array 110 may write the data units 132A-N-1 as a
data group 130 with corresponding array metadata 134 on
respective storage elements 112A-N. In the FIG. 7 embodi-
ment, writing data to the storage array 110 further comprises
appending a persistent metadata log entry 759 to the meta-
data log 560. The persistent metadata log entry 759 may
include persistent, crash-sate metadata pertaining to the data
units 132A-N-1 being written to the storage array 110. As
illustrated 1 FIG. 7, a persistent metadata log entry 759
corresponding to a stored data group 130 may comprise:
LID associations pertaining to the data units 132A-N-1,
storage addresses of the data units 132A-N-1, and so on.
The persistent metadata log entry 759 may further comprise
integrity data 144 pertaining to the data units 132A-N-1. In
the FIG. 7 embodiment, the persistent metadata log entry
759 comprises a plurality of itegrity datum 144A-N-1
corresponding to the respective data units 132A-N-1. In
some embodiments, the persistent metadata log entry 759
further comprises sequence metadata 773 to, inter alia,
define a log order of the persistent metadata log entry 759
within the metadata log 560. Alternatively, the log order of
the persistent metadata log entry 759 may be defined by a
storage location of the persistent metadata log entry 759
within the storage address space 716 of the storage device
710 (e.g., within a particular log segment), by separate
sequence metadata, and/or the like. In some embodiments,
the relative log order of stored data groups 130 are defined
by the log order of the corresponding metadata log entries
759. Since the log order of the stored data groups are defined
within the metadata log 560, the storage operations to write
the data to the storage array 110 (and/or other storage
resources 510) may be implemented out-of-order and/or
may not be strictly ordered with respect to time. Accord-
ingly, in some embodiments, the log module 108 may
append data to the storage array 110 and/or other storage
resources 510 1n a different order from the order in which the
corresponding requests were received. The log module 108
may append data out-of-order due to any number of condi-
tions including, but not limited to: performance consider-
ations, a Quality of Service (QoS) policy, availability of the
data (e.g., data source bandwidth, direct memory access
(DMA) and/or remote DMA latency, and/or the like), avail-
ability of the storage resources 310, and/or the like.

The validation manager 106 may be configured to imple-
ment recovery operations 5317 for the storage service layer
102 1n response to detection of an mnvalid shutdown (by the
monitor 506). As disclosed herein, the validation manager
106 may select stored data groups 130 for validation based
on a log order of the stored data groups 130. The validation
manager 106 may determine the log order of the stored data
groups 130 by use of the metadata log module 708, which
may 1dentily the storage address(es) of the data groups 130
that were being written to the storage array 110 at the time
the mvalid shutdown occurred. The metadata log module
708 may 1dentily the storage address(es) based on the log
order of the metadata log entries 759 within the metadata log
560 (e.g., the storage addresses corresponding to the meta-
data log entries 759 at the head of the metadata log 560).

FIG. 8A 1s a schematic block diagram of another embodi-
ment of a system 800A for managing storage errors. In the
FIG. 8A embodiment, the storage service layer 102 com-
prises a journaling module 808 configured to, inter alia,
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manage journal storage 810. The journal storage 810 may
comprise high-performance storage resources, such as per-
sistent RAM, battery-backed RAM, auto-commit memory,
solid-state storage resources, and/or the like. The journal
storage 810 may be communicatively coupled to the storage
service layer 102 through an interconnect 815, which, 1n
some embodiments, comprises an internal memory bus of
the computing system 301. The journaling module 808 may
be configured to coalesce data sets 330 for storage on the
storage array 110 as respective data groups 130, as disclosed
herein. The journaling module 808 may be configured to
butler and/or queue incoming write requests to collect N-1
data units 132 for storage as a data group 130 on the storage
array 110 (e.g., collect N-1 data units 132 1n a data set 530).
The validation manager 106 may be configured to generate
integrity data 144 for the data sets 530, as disclosed herein.

The journaling module 808 may be configured to write
data sets 530 being written to the storage array 110 to the
journal storage 810 as a journaling entry 830 (e.g., as a
journaling entry 830A). The journaling entry 830A may
comprise the contents of the data units 132A-N-1, metadata
pertaining to the data units 132A-N-1 (e.g., LID(s) associ-
ated with the data unmits 132A-N-1), and/or integrity data
144 corresponding to the data units 132A-N-1. In some
embodiments, the journaling entry 830A further includes
storage addresses to which the data set 530 1s being stored
on the storage array 110. In some embodiments, the jour-
naling entry 830A comprises status metadata 833 to indicate
whether the data units 132A and/or 132B have been written
to the storage array 110 and/or whether the journaling entry
830A 1s ready for storage on the storage array 110 (e.g.,
whether the journaling entry 830A comprises N-1 data units
132).

In some embodiments, the journaling module 808 buflers
and/or queues incoming data 1n the journal storage 810. The
journaling module 808 may be configured to collect data
units 132 into respective data sets 330 within the journal
storage 808 (and/or by writing the data umts 132 to the
journal storage 810). The journal storage 810 may comprise
a persistent, crash-safe storage resource. Accordingly, the
storage service layer 102 may acknowledge completion of
incoming write requests pertaining to particular data units
132 as the data units 132 are written to the journal storage
810, and before the data units 132 are included 1n a data set
530 and/or written to a the storage array 110 as a data group
130.

The storage service layer 102 may further comprise a
crash recovery module 516 configured to recover from
invalid shutdown conditions pertaining to the computing
system 301, storage array 110, and/or the like, as disclosed
herein. The recovery module 516 may be configured to
recover from an invalid shutdown of the storage service
layer 102 that occurs after data of one or more write requests
have been written to the journal storage 810, and before the
data 1s written to the storage array 110 as a data group 130.
In the FIG. 8 A embodiment, the journaling module 808 may
have received requests to write data units 132A and 132B to
the storage array 110. The storage service layer 102 may
acknowledge completion of the respective write requests 1n
response to storing the data units 132A and 132B 1in the

journal storage 810, before forming a full data set 530 of

N-1 data units 132 and/or before writing the data units 132A
and/or 132B to the storage array 110.

The storage layer 102 may incur an invalid shutdown,
which may affect the storage service layer 102. The invalid
shutdown may occur before the data units 132 A and/or 132B
are written to the storage array 110. Since the journal storage
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810 comprises persistent, crash-sate storage resources, the
journaling entry 830A comprising the data units 132A and
132B may be accessible after the mnvalid shutdown of the
storage service layer 102 and/or storage resources 510
(including the journal storage 810). The recovery module
516 may detect the invalid shutdown and, 1n response, may
configure the journaling module 808 to resume bullering
and/or queuing a data set 530 comprising the data units
132A and/or 132B for storage as a data group 130 on the
storage array 110.

FIG. 8B 1s a schematic block diagram of a system 800B
for managing storage errors, including embodiments of
recovery operations 317 pertaining to the journal storage
810. In the FIG. 8B embodiment, the recovery module 516
may detect an invalid shutdown of the storage service layer
102 and, 1n response, access the journal storage 810 to
determine that the journal storage 810 comprises one or
more unwritten data units 132 (as recorded in a journaling
entry 830A). The recovery module 516 may configure the
journal module 808 to resume bullering and/or queuing
incoming data in the journaling entry 830A. The journal
module 808 may modily the journaling entry 830B (e.g.,
append data to the journal storage 810), resulting in a full
data set 530 of journaling entry 830B. As illustrated 1n FIG.
8B, the journaling entry 830B comprises N-1 data units
132A-N-1 with corresponding metadata, and/or integrity
datum 144A-N-1. In response, the journaling module 808
may update the status metadata 833 of the journaling entry
830B to indicate that the data set 330 1s ready for storage as
a data group 130 on the storage array 110. The journaling
module 808 may be further configured to 1ssue a request to
write the data set 530 by use of the coordination module 101,
as disclosed herein. In response to 1ssuing the write request
and/or receiving a response irom the storage array 110, the
journaling module 808 may update the status metadata 833
of the journaling entry 830B to indicate that the journaling
entry 830B has been written to the storage array 110.

The journaling module 808 may be further configured to
remove journaling entries 830 that have been written to the
storage array 110 and/or validated by the validation manager
106. In some embodiments, the journaling module 808
retains journaling entries 830 1n accordance with an avail-
able capacity of the journal storage 810. The journaling
module 808 may retain journaling entries 830 for use in,
inter alia, recovering from invalid shutdown conditions as
disclosed above, and/or mvalid shutdown conditions per-
taining to the storage array 110. In the FIG. 8B embodiment,
the write request pertaining to journaling entry 830B may
fail due to an nvalid shutdown of the storage array 110.

In response to the invalid shutdown, the validation man-
ager 106 may be configured to implement one or more
recovery operations 517, which may preempt array recovery
operations 124 of the storage array 110, as disclosed herein.
In the FIG. 8B embodiment, the validation manager 106
may determine that the stored data group 130 comprising the
data of journal entry 830B comprises a write hole. In
response, the validation manager 106 may be configured to
rewrite the data segments 132A-N-1 using the contents of
the journaling entry 830B rather than imnvalidating the stored
data group 130 and/or attempting to recover portions of the
stored data group 130.

FIG. 9 15 a flow diagram of one embodiment of a method
900 for managing storage errors. Step 910 may comprise
storing integrity data 144 corresponding to data groups 130
being written to a storage array 110. Step 910 may comprise
buflering and/or queuing data sets 530 configured to storage
within respective data groups by the storage array 110 and
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generating integrity data 144 corresponding to the data sets
530. Step 910 may further comprise including the integrity
data 144 1n one or more data units 132A-N-1 of the data set
530. The integrity data 144 may be included as persistent
metadata 535 of a data packet 532 of one or more of the data
units 132A-N-1, may be included as a persistent metadata
entry 539 within one or more of the data units 132A-N-1,
within a persistent metadata log entry 759 appended to a
separate metadata log 3560, and/or the like, as disclosed
herein. In some embodiments, the integrity data of step 910
comprises a plurality of integrity datum 144 A-N-1 corre-
sponding to respective data units 132A-N-1 of the data
group 130. Step 910 may further comprise detecting invalid
shutdown conditions pertaining to the storage array 110
and/or 1mplementing recovery operations 517 to idenfily
and/or mitigate write hole conditions by use of the stored
integrity data 144, as disclosed herein.

Step 920 may comprise configuring the storage array 110
to delegate crash recovery operations, as disclosed herein. In
some embodiments, 920 comprises setting a configuration
parameter of the storage array 110, modifying a configura-
tion file of the storage array 110, signaling the storage array
110, and/or the like. Step 920 may comprise transmitting a
message 566 to the storage array 110 configured to prevent
the storage array 110 from performing one or more array
recovery operations 124. The message 566 may be trans-
mitted through an interface 111 of the storage array 110 (via
an 1terconnect 515) by use of a coordination module 101.
The coordination module 101 may be configured to manage
the storage array 110. In some embodiments, the coordina-
tion module 101 1s configured to 1ssue messages and/or
directives to the storage array 110 through a custom inter-
face of the storage array 110. In some embodiments, the
message 566 may comprise a command, a library call, a
tfunction call, an API call, an RPC call, a signal, an interrupt,
and/or the like. Step 920 may comprise sending the message
566 to the storage array 110 in response to detection of an
invalid shutdown pertaining to the storage array 110. The
message 566 may be configured to block the storage array
110 from attempting to validate stored data units 130, block
the storage array 110 from resynchronizing stored data units
130, block the storage array 110 from attempting to recon-
struct one or more stored data units 130, and/or the like.
Accordingly, the message(s) of step 920 may correspond to
a particular ivalid shutdown condition. Alternatively, step
920 may comprise transmitting message(s) 366 to the stor-
age array 110 configured to prevent the storage array 110
from 1mplementing certain array reconstruction operations
124 1n response to all invalid shutdown conditions.

In some embodiments, step 920 further comprises noti-
tying the storage array 110 of incomplete stored data groups
130, invalidating stored data groups 130 1n the storage array
130, requesting reconstruction of portions of particular
stored data groups 130 (e.g., by use of array metadata 134
maintained by the storage array 110), and so on, as disclosed
herein. Step 920 may comprise configuring the storage array
110 to delegate a subset of a plurality of array recovery
operations 124 to the storage service layer 102, such a first
set of array recovery operations 124 are preempted by the
storage service layer 102, and other array recovery opera-
tions 124 of a second set are performed 1n response to an
invalid shutdown. The storage array 110 may be configured
to continue performing array recovery operations 124 to a)
validate functionality of particular storage elements 112A-N
(e.g., verily that the storage elements 112A-N are usable); b)
validate communication interconnects of the storage array
110 (e.g., mterconnect 515); ¢) verily internal firmware
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and/or metadata maintained by the storage array 110, and so
on. The array reconstruction operations 124 blocked in step
920 may include operations to validate data groups 130
stored on the storage array 110, as disclosed herein, such as
operations to validate stored data groups 130 (using array
metadata 134), operations to resynchromize stored data
groups 130, operations to reconstruct stored data groups
130, and so on.

FIG. 10 1s a flow diagram of another embodiment for
managing storage errors. Step 1010 comprises identifying
write hole 1 a stored data group 130 by use of stored
integrity data 144 corresponding to data umits 132A-N-1 of
the stored data group 130. Step 1010 may comprise a)
generating itegrity data 144 corresponding to data sets 530
being written to the storage array 110 within respective data
groups 130, b) storing the integrity data within the respective
data groups 130 (and/or other storage location, such as a
metadata log 560), and ¢) implementing recovery operations
517 to validate stored data groups 130 1n place of one or
more array recovery operations 124 of the storage array 110,
as disclosed herein. Step 1010 may comprise 1dentiiying the
write hole in response to determining that data of a stored
data group 130 does not correspond to integrity data 144 of
the stored data group 130.

Step 1010 may further comprise 1dentifying invalid por-
tion(s) of the stored data group 130 (e.g., identifying data
umt(s) 132A-N-1 comprising invalid data 131). Step 1010
may comprise comparing respective integrity datum
144 A-N to data of corresponding data units 132A-N-1 of
the stored data group 130, as disclosed herein. Step 1010
may further comprise determining that one or more of the
data units 132A-N-1 of the stored data group 130 comprise
valid data, as disclosed herein.

Step 1020 comprises implementing one or more recovery
operations 517, which may include, but are not limited to: a)
notifying one or more of the translation layer 105, the
storage array 110, a client 502, and/or the like, of the write
hole; b) invalidating the stored data group 130; c¢) invali-
dating a portion of the stored data group 130; d) reconstruct-
ing portion(s) of the stored data group 130; e) requesting
replacement data pertaining to the stored data group 130;
and/or the like, as disclosed herein. In some embodiments,
step 1020 comprises nvalidating data units 132A-N-1
determined to comprise invalid data 131 at step 1010. Step
1020 may comprise invalidating and/or TRIMing LIDs
associated with the invalid data units 132A-N-1. Step 1020
may include removing logical-to-storage mappings pertain-
ing to LIDs associated with the invalid data umits 132A-N-1
(e.g., removing and/or modifying one or more entries 526 of
a forward map 3525). Step 1020 may further comprise
notitying the storage array 110 that the stored data group 130
comprises a write hole and/or identifying the invalid portion
(s) of the stored data group 130.

In some embodiments, step 1020 comprises retaining
valid portion(s) of the stored data group 130 by, inter alia,
retaining logical-to-storage mappings pertaining to valid
data units 132A-N-1 of the stored data group 130, rewriting
valid data of the stored data group 130, and so on, as
disclosed herein. Alternatively, or in addition, step 1020 may
comprise reconstructing the contents of data units 132A-
N-1 determined to comprise mvalid data by use of the
storage array 110 (e.g., through parity reconstruction), may
comprise accessing replacement data for one or more data
units 132A-N-1, and/or the like.

FIG. 11 1s a flow diagram of another embodiment 1100 of
a method for managing storage errors. Step 1110 may
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comprise 1dentifying a write hole 1n a stored data group 1n
response to an invalid shutdown, as disclosed herein.

Step 1120 may comprise reconstructing portions of the
stored data group 130. Step 1120 may comprise identifying

invalid portions of the stored data group 130 by use of °

respective integrity datum 144A-N-1. Step 1120 may fur-
ther comprise 1ssuing a request to the storage array 110 to
reconstruct the invalid portion(s) of the stored data group
130 by use of array metadata 134 corresponding to the stored
data group 130. Alternatively, or 1n addition, step 1120 may
comprise an iterative parity operation to iteratively recon-
struct portions of a stored data array 130, attempt to validate
the reconstructed data, and 1dentity a valid reconstruction by
use of the integrity data 144 corresponding to the stored data
group 130, as disclosed herein.

FIG. 12 1s a flow diagram of another embodiment of a
method 1200 for managing storage errors. Step 1210 may
comprise maintaining a storage log pertaining to a logical
address space 104. Alternatively, or 1n addition, step 1210
may comprise a storage log corresponding to storage opera-
tions performed on a storage array 110 (e.g., operations to
store data groups 130 comprising data associated with LIDs
of the logical address space 1040). Step 1210 may comprise
appending data to an ordered storage log 6350 on the storage
array 110. Alternatively, or in addition, step 1210 may
comprise maintaining a metadata log 560 on a separate
storage device 710, as disclosed herein. Step 1210 may
comprise appending data groups 130 sequentially within a
storage address space 116 of the storage array 110 (e.g., at
an append point 109), as disclosed herein.

Step 1220 may comprise selecting stored data groups 130
to validate 1n a crash recovery operation. Step 1220 may be
performed 1n response to an invalid shutdown. Step 1220
may further comprise configuring the storage array 110 to
delegate and/or defer crash recovery operations to the stor-
age service layer 102.

Step 1220 may comprise selecting stored data groups 130
for validation based on the ordered log of step 1210. Step
1220 may comprise selecting stored data groups 130 at the
head 654 of the storage log 650. Accordingly, in some
embodiments step 1220 comprises i1dentifying a storage
address corresponding to the head 654 of the storage log 650
and selecting stored data groups 130 for validation corre-
sponding to the identified storage address. Alternatively, or
in addition, step 1220 may comprise determining a storage
address of the append point 109 at the time of the mvalid
shutdown (by use of the log module 108 and/or metadata log
module 708). Step 1220 may comprise selecting stored data
groups 130 at the determined append point 109.

In some embodiments, step 1220 further comprises vali-
dating stored data groups 130 stored within a validation
region 118 within the storage address space 116 of the
storage array 110. The validation region 118 may comprise
storage addresses at the head 654 of the storage log 650. The
s1ze and/or configuration of the validation region 118 may be
based on the log order 652 of the storage log 650 (e.g.,
relative log order of segments 670 of the storage log 650),
the rate of write operations performed on the storage array
110 at the time of the invalid shutdown, and/or the like, as
disclosed herein. In some embodiments, step 1220 further
includes blocking access to stored data groups 130 within
the validation region 118 while the stored data groups 130
therein are validated by the validation manager 106. Step
1220 may further include providing access to other region(s)
of the storage address space 116 outside of the validation
region 118.
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Step 1230 may comprise validating the selected stored
data groups 130 by use of integrity data 144 stored 1n
association with the stored data groups 130, as disclosed
herein. Step 1230 may comprise 1dentifying incomplete
stored data groups 130, invalidating the mncomplete stored
data groups 130, notifying the storage array 110 of the
incomplete stored data groups 130, rebuilding the incom-
plete stored data groups 130, and so on, as disclosed herein.

FIG. 13 1s a flow diagram of another embodiment of a
method 1300 for managing storage errors. Step 1310 may
comprise journaling data units 132 for storage on a storage
array 110. Step 1310 may comprise writing journaling
entries 830 to journal storage 810, as disclosed herein. Step
1310 may further comprise bullering and/or queuing data
sets 530 configured to storage within respective data groups
130 on the storage array 130, generating integrity data 144
corresponding to the contents of the data sets 530, inserting
the integrity data 144 into the data sets 530 (and/or storing
the integrity data 544 in a separate storage location), and
1ssuing requests to write the data sets 530 as respective data
groups 130 on the storage array 130. Step 1310 may
comprise journaling the data units 132 in response to write
requests from clients 502. Step 1310 may further comprise
acknowledging completion of the write requests in response
to journaling the data units 132 in the journal storage 810.
The wrote requests may be acknowledged before the data
units 132 are written to the storage array 110 (and/or before
the data units 132 are included 1n a complete data set 530
comprising N-1 data units 132).

Step 1320 comprises 1dentifying a storage error in
response to an invalid shutdown. Step 1320 may comprise
identifying data units 132 in the journal storage 810 that
have not been written to the storage array 110. Step 1320
may comprise accessing the journal storage 810 to identify
one or more journaling entries 830 comprising data units
132 that have not been written to the storage array 110.
Alternatively, or addition, step 1320 may comprise 1denti-
tying a stored data group 130 that comprises a write hole by
use of the integrity data 144 stored for the data group 130 1n
step 1310.

Step 1320 may comprise recovering from the invalid
shutdown by use of the contents of the journal storage 810.
Step 1330 may comprise writing unwritten data units 132 1n
the journal storage 810 as a stored data group 130 on the
storage array 110. Alternatively, or in addition, step 1330
may comprise rewriting a stored data group 130 that com-
prises a write hole by use of a data set 530 stored 1n the

journal storage 810 (e.g., in one or more journal entries 830),
as disclosed herein.

This disclosure has been made with reference to various
exemplary embodiments. However, those skilled 1n the art
will recognize that changes and modifications may be made
to the exemplary embodiments without departing from the
scope of the present disclosure. For example, various opera-
tional steps, as well as components for carrying out opera-
tional steps, may be implemented in alternative ways
depending upon the particular application or 1in consider-
ation ol any number of cost functions associated with the
operation of the system (e.g., one or more of the steps may
be deleted, modified, or combined with other steps). There-
fore, this disclosure 1s to be regarded 1n an illustrative rather
than a restrictive sense, and all such modifications are
intended to be included within the scope thereotf. Likewise,
benelits, other advantages, and solutions to problems have
been described above with regard to various embodiments.
However, benefits, advantages, solutions to problems, and
any element(s) that may cause any benefit, advantage, or
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solution to occur or become more pronounced are not to be
construed as a critical, a required, or an essential feature or
clement. As used herein, the terms “comprises,” “compris-
ing,” and any other varnation thereof are intended to cover a
non-exclusive inclusion, such that a process, a method, an
article, or an apparatus that comprises a list of elements does
not include only those elements but may include other
clements not expressly listed or mherent to such process,
method, system, article, or apparatus. Also, as used herein,
the terms “coupled,” *“coupling,” and any other variation
thereol are intended to cover a physical connection, an
clectrical connection, a magnetic connection, an optical
connection, a communicative connection, a functional con-
nection, and/or any other connection.

Additionally, as will be appreciated by one of ordinary
skill 1n the art, principles of the present disclosure may be
reflected 1n a computer program product on a machine-
readable storage medium having machine-readable program
code means embodied 1n the storage medium. Any tangible,
non-transitory machine-readable storage medium may be
utilized, including magnetic storage devices (hard disks,
floppy disks, and the like), optical storage devices (CD-
ROMs, DVDs, Blu-ray discs, and the like), flash memory,
and/or the like. These computer program instructions may be
loaded onto a general purpose computer, special purpose
computer, or other programmable data processing apparatus
to produce a machine, such that the instructions that execute
on the computer or other programmable data processing
apparatus create means for implementing the functions
specified. These computer program instructions may also be
stored 1n a machine-readable memory that can direct a
computer or other programmable data processing apparatus
to function 1n a particular manner, such that the mnstructions
stored 1n the machine-readable memory produce an article of
manufacture, including implementing means that implement
the function specified. The computer program instructions
may also be loaded onto a computer or other programmable
data processing apparatus to cause a series ol operational
steps to be performed on the computer or other program-
mable apparatus to produce a computer-implemented pro-
cess, such that the mstructions that execute on the computer
or other programmable apparatus provide steps for imple-
menting the functions specified.

While the principles of this disclosure have been shown 1n
vartous embodiments, many modifications of structure,
arrangements, proportions, elements, materials, and compo-
nents that are particularly adapted for a specific environment
and operating requirements may be used without departing
from the principles and scope of this disclosure. These and
other changes or modifications are mtended to be included
within the scope of the present disclosure.

We claim:

1. An apparatus, comprising:

a storage service layer configured to:

generate integrity metadata corresponding to data being
stored within respective data groups by a storage
engine, wherein the storage engine 1s configured to
store the data groups with reconstruction metadata
on a storage array comprising a plurality of non-
volatile storage devices; and

recover from an mvalid shutdown of the storage array
by use of the integrity metadata, wherein recovering
from the mvalid shutdown comprises preventing
implementation of a recovery operation of the stor-
age engine pertaining to the mvalid shutdown.

2. The apparatus of claim 1, wherein the storage service
layer 1s further configured to determine, by use of the

5

10

15

20

25

30

35

40

45

50

55

60

65

48

integrity metadata, whether the imvalid shutdown resulted 1n
storage of an incomplete data group on the storage array.

3. The apparatus of claim 2, wherein the storage service
layer 1s further configured to i1dentily an incomplete data
group stored on the storage array in response to a mismatch
between integrity metadata generated for the data group and
integrity metadata derived from data read from the storage
array.

4. The apparatus of claim 2, wherein the storage service
layer 1s further configured to mnvalidate at least a portion of
a particular data group stored on the storage array 1n
response to determining that the particular data group 1s
incomplete.

5. The apparatus of claim 1, wherein:

the recovery operation of the storage engine comprises
validating a set of stored data groups by use of the
reconstruction metadata stored with the respective data
groups on the storage array; and

the storage service layer 1s further configured to validate
a subset of the set of stored data groups in response to
the invalid shutdown.

6. The apparatus of claim 1, wherein the storage service

layer 1s further configured to:

write data at an append point of a storage log on the
storage array by use of the storage engine; and

validate a data group corresponding to the append point of
the storage log 1n response to the mnvalid shutdown of
the storage array.

7. The apparatus of claim 1, further comprising a coor-
dination module configured to direct the storage engine to
delegate recovery from the invalid shutdown to the storage
service layer.

8. The apparatus of claim 1, further comprising a storage
array coordinator configured to prevent implementation of a
resynchronization operation by the storage engine in
response to the invalid shutdown, the resynchromization
operation to validate data groups stored on the storage array
by use of the reconstruction metadata stored with the data
groups by the storage engine.

9. A system, comprising:

a storage layer configured to store integrity data corre-
sponding to data being stored within respective data
stripes of a storage system, wherein the data stripes
stored within the storage system correspond to respec-
tive parity reconstruction data generated for the data
stripes by the storage system;

a crash recovery module configured to validate one or
more data stripes of the storage system by use of the
stored integrity data 1n response to an invalid shutdown
of the storage system; and

a storage coordination module configured to block per-
formance of a recovery operation by the storage system
in response to the mvalid shutdown.

10. The system of claim 9, wherein the crash recovery
module 1s further configured to detect the invalid shutdown
of the storage system.

11. The system of claim 9, wherein:

the storage system comprises a Redundant Array of
Inexpensive Disks (RAID) storage system; and

the storage coordination module 1s further configured to
cause the RAID storage system to delegate recovery
operations pertaining to mvalid shutdowns of the stor-
age system to the storage layer.

12. The system of claim 9, wherein:

the crash recovery module i1s configured to validate a
particular data stripe 1n response to the invalid shut-
down; and
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validating the particular data stripe comprises determin-
ing whether the particular data stripe comprises a write
error by comparing stored integrity data of the particu-
lar data stripe to integrity data generated from the

50

17. The non-transitory computer-readable storage

medium of claim 16, the operations further comprising:

invalidating the identified data stripe 1n response to a
mismatch between the checksum value derived from

particular data stripe stored within the storage system. s the identified data stripe and the stored checksum value
13. The system O_f Clt‘fllm 9, where:m: corresponding to the i1dentified data stripe.
the storage coordination module 1s further configured "[0 18. The non-transitory computer-readable storage
transmit a nlllesgagert((lj ‘ltlhedRAID hstorage syster;lﬁ 1n medium of claim 16, wherein:
response to the mvalid shutdown, the message conlig- the data stripe at the head of the storage log comprises a
ured to block performance of the recovery operation by 10 : :
. .. plurality of data blocks mapped to respective addresses
the storage system, the recovery operation comprising, of a lowical address space: and
a Redundant Array of Inexpensive Disks (RAID) resyn- & part, dil L -
chronization operation the operations further comprise invalidating associations
14. The system of claim '9 wherein: between the data stripe and the respective addresses 1n
a particular data stripe stored within the storage system 15 TESpOLSE to a mlsplatd} between th.e checksum value
comprises a plurality of data units: derived from the i1dentified data stripe and the stored
the integrity data stored for the particular data stripe checksum value corresponding to the identitied data
comprises a plurality of integrity datum, each integrity stripe. |
datum corresponding to a respective data umt of the 19. The non-transitory computer-readable storage
plurality of data units; and >0 medium of claim 15, wherein:
the crash recovery module 1s further configured to vali- storing the checksum values comprises appending map-
date respective data units of the particular data stripe ping entries comprising the checksum values to a
stored within the storage system 1in response to the metadata log maintained on a storage device that is
invalid shutdown, by comparing the integrity datum independent of the storage array, and
stored for the particular data stripe with itegrity datum 25  the mapping entries associate data blocks within the

derived from the respective data units of the particular
data stripe stored within the storage system.
15. A non-transitory computer-readable storage medium

respective data stripes with respective logical addresses
of a logical address space.
20. The non-transitory computer-readable storage

storing program code configured to cause a computing
device to perform operations, the operations comprising: 30
appending data groups to a storage log maintained on a

medium of claim 15, wherein storing a checksum value of
a data stripe comprises including the checksum value in the
data group stored within the data stripe on the storage array.

storage array by use of a storage array controller, the
storage array controller configured to store the data
groups within respective data stripes on the storage

21. The non-transitory computer-readable storage

medium of claim 15, wherein:

the stored checksum values for a data group stored within

array, wherein appending the data groups further com- 35 _ _ _ _ .
prises storing checksum values corresponding to the the 1dentified data stripe comprise a plurality of seg-
data groups; and ment checksum values, each segment checksum value
1n response toj an 1nvalid shutdown of the storage array, corresponding 1o a respective data segment of the data
the operations further comprise: I OUP: and . . . .
validating an 1dentified data stripe stored at a head of 40 Vahdatmg.the 1dent1ﬁed data stripe further comprises:
the storage log on the storage array by use of the comparing respective checksum values stored for each
stored checksum values corresponding to the data of a plurality of data segments of a data group to
groups; and checksum values derived from corresponding data
preventing execution of a crash recovery operation by . segments stored within the 1dentified data Stripe;
the storage array controller. 45 invalidating a first data segment stored within the
16. The non-transitory computer-readable storage 1d§nt1ﬁed data stripe 1n response 1o a checksum
medium of claim 15, the operations further comprising;: m{iplatch pertauémdg tto the ﬁrsttda;[a szgm egl;, ali,d
identifying the data stripe at the head of the storage log in rewriing a second data segment stored within the
response to the invalid shutdown; and 1dentified data stripe to a different data stripe on the
comparing a checksum value derived from the i1dentified 50 storage array 1in response to a checksum match

data stripe to a stored checksum value corresponding to
the 1dentified data stripe.

pertaining to the second data segment.
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