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(57) ABSTRACT

Network devices, like switches, selectively store network
addresses of data packets received at their interfaces within
forwarding tables. A management device determines work-
load devices related to a workload. The management device
determines the network devices through which network
tratlic related to the workload among the workload devices
traverses, and the network devices through which network
traflic related to the workload among the workload devices
does not traverse. The management device causes each
network device to store or not store the network addresses of
the workload devices depending on whether network trathic
among the workload device traverses therethrough.
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SELECTIVE NETWORK ADDRESS
STORAGE WITHIN NETWORK DEVICE
FORWARDING TABLE

BACKGROUND

Many if not the vast majority of computing devices today
are currently networked so that they can commumnicate with
one another as well as access resources like storage and
other devices over networks, including local-area networks
(LANSs), wide-area networks (WANSs), the Internet, intra-
nets, extranets, and so on. Network devices like routers and
switches assist 1n networking such devices with one another.
For example, a switch may have a number of networking
ports into which networking cables are inserted. The other
ends of the networking cables are 1nserted into networking
ports of other devices, such as computing devices, storage
devices, other network devices, and so on.

SUMMARY

An example method includes determining, by a manage-
ment device, workload devices related to a workload. The
method 1ncludes determining, by the management device,
first network devices of network devices through which
network traflic related to the workload among the workload
devices traverses, and second network devices of the net-
work devices through which the network traflic related to the
workload does not traverse. The method includes causing,
by the management device, each network device to store or
not store network addresses of the workload devices depend-
ing on whether the network device 1s one of the first network
devices or one of the second network devices.

An example non-transitory computer-readable data stor-
age medium stores computer-executable code executable by
a management device to perform a method. The method
includes determiming workload devices related to a work-
load. The method includes determining first network devices
of network devices through which network trathic related to
the workload among the workload devices traverses, and
second network devices of the network devices through
which the network traflic related to the workload does not
traverse. The method includes causing each network device
to store or not store network addresses of the workload
devices depending on whether the network device 1s one of
the first network devices or one of the second network
devices.

An example network device includes interfaces. Each
interface 1s to connect the network device to a different
device. The network device includes a memory to store a

forwarding table having entries. Each entry includes a
network address of a device and the interface at which the
device 1s accessible. The network device includes logic to
receive from a management device instructions as to how to
selectively store source network addresses of data packets
received at the iterfaces within the forwarding table.

BRIEF DESCRIPTION OF THE DRAWINGS

The drawings referenced herein form a part of the speci-
fication. Features shown 1n the drawing are meant as 1llus-
trative of only some embodiments of the invention, and not
of all embodiments of the invention, unless otherwise
explicitly indicated, and implications to the contrary are
otherwise not to be made.
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FIG. 1 1s a diagram of an example system in which
selective network address storage within network device
forwarding tables occurs.

FIG. 2 1s a flowchart of an example general method for
selective network address storage within a network device
forwarding table.

FIGS. 3A and 3B are flowcharts of example particular
methods for selective network address storage within a
network device forwarding table, according to a first imple-
mentation.

FIGS. 4A and 4B are flowcharts of example particular
methods for selective network address storage within a
network device forwarding table, according to a second
implementation.

FIGS. 5A and 5B are flowcharts of example particular
methods for selective network address storage within a
network device forwarding table, according to a third imple-
mentation.

FIG. 6 1s a block diagram of an example network device,
such as a switch, which can selectively store network
addresses.

DETAILED DESCRIPTION

In the following detailed description of exemplary
embodiments of the invention, reference 1s made to the
accompanying drawings that form a part hereof, and 1n
which 1s shown by way of illustration specific exemplary
embodiments 1 which the imvention may be practiced.
These embodiments are described in sufficient detail to
enable those skilled 1n the art to practice the invention. Other
embodiments may be utilized, and logical, mechanical, and
other changes may be made without departing from the spirit
or scope of the present invention. The following detailed
description 1s, therefore, not to be taken in a limiting sense,
and the scope of the embodiment of the invention 1s defined
only by the appended claims.

As noted 1 the background section, network devices
assist 1n networking computing and other devices with one
another, and network devices like switches including a
number of networking ports, which are more generally
interfaces. Network devices can operate at diflerent net-
working layers. For example, a layer two (L2) network
device routes data packets based on their media-access
control (MAC) addresses. A layer three (LL3) network device
routes data packets based on their Internet protocol (IP)
addresses. An L2 network device operates at a lower net-
working level than an L3 network device.

At least L2 network devices such as switches generally
operate as follows. A data packet that arrives at an interface
of an L2 network device includes a source MAC address
identifying the sender of the packet, and a destination MAC
address 1dentifying the destination of the packet. The net-
work device includes a forwarding table, which 1s also
known as a forwarding information base (FIB) or a content
addressable memory (CAM) table. The forwarding table has
a number of entries. Each entry associates a MAC address
with an interface of the network device.

For an armving data packet, the network device deter-
mines whether 1ts forwarding table stores an entry for the
source MAC address of the packet. If there 1s no such entry
within the table, the network device adds an entry associ-
ating this MAC address with the interface of the device at
which the packet arrived. If there 1s an entry within the table
tor the source MAC address, the network device updates the
interface associated with the MAC address within the entry
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if 1t has changed—i.e., 1 the interface at which the data
packet arrived 1s different than that indicated 1n the forward-
ing table.

The network device then looks up the destination MAC
address of the data packet within the forwarding table. If the
table includes an entry for this MAC address, the network
device sends the data packet out on the interface associated
with the MAC address within the table. If the table does not
include an entry for the MAC address, then the network
device may “flood” the data packet on all the interfaces
except that at which the packet arrived. That 1s, the network
device may send the data packet out on every interface
except the interface at which the packet arrived. The net-
work device will later learn the correct interface for this
destination MAC address when a reply data packet arrives
from the destination at a particular interface, because the
source MAC address of the reply data packet will be
destination MAC address of the original data packet.

As the number of devices on a given network, sub-
network, or a network partition increases, the size of the
forwarding table of each network device increases as well.
Therefore, network devices, like switches, have to have
increasing amounts of physical memory to store their for-
warding tables to ensure optimal networking performance. It
a network device has undersized memory, entries will be
dropped from 1its forwarding table, which means that, for
instance, the flooding process described above will be per-
formed more often, potentially saturating the network with
network trathic and causing network congestion. However,
upgrading network devices with more memory, or replacing
them with such devices that have more memory, can be a
costly proposition, particularly 1n larger enterprises.

Disclosed herein are techmques that mimmize the sizes of
the forwarding tables of network devices within a network,
and thus that ameliorate the need for network devices with
ever 1ncreasing amounts of physical memory even as the
number of devices on the network increases. The techniques
disclosed herein 1nvolve selectively storing network
addresses within a network device forwarding table. For a
given workload, the workload devices, such as computing
devices, storage devices, and so on, related to this workload
are determined. The network devices of the network are
classified as either network devices through which network
trailic among the workload devices related to the workload
traverses, or network devices through which network trathic
among the workload devices related to the workload does
not traverse. Each network device 1s caused to store or not
store network addresses of the workload devices within 1ts
tforwarding table, depending on the network device’s clas-
sification.

As such, the number of network addresses that a network
device has to store within its forwarding table 1s reduced. A
network device just stores the network addresses of the
workload devices associated with workloads that generate
network traflic that passes through the network device. For
other network tratlic that passes through the network device,
the network device does not store the network addresses of
such data packets within 1ts forwarding table. The tech-
niques disclosed herein thus leverage the novel msight that
most network traflic within a network will be related to
workloads, and theretore the network devices of the network
should store network addresses regarding the network traflic
related to the workloads that has to pass through them.

As a straightforward example, a first switch may directly
be connected to a computing device and a first storage
device related to a particular workload, as well as to a second
switch that 1s connected to a second storage device unrelated

10

15

20

25

30

35

40

45

50

55

60

65

4

to this workload. The first switch stores the network
addresses of the computing device and the first storage
device, whereas the second switch does not. This 1s because
most 1f not the vast majority of the network tratlic generated
by the computing device and the first storage device will be
related to the workload. However, occasionally but inire-
quently the computing device may access the second storage
device. Such network trafhic traverses the second switch, but
the second switch does not store the network address of the
computing device, because it 1s presumed that the amount of
such workload-unrelated network traflic will be minor and
relatively insignificant.

Stated another way, then, the techmques disclosed herein
provide for an intelligent manner by which to determine
which network addresses of network traflic that traverses a
network device should be stored within the device’s for-
warding table. Therefore, the size of the forwarding table
will not grow indiscriminately, decreasing 11 not eliminating,
the potential of network addresses being dropped from the
forwarding table that relate to network traflic the network
device will receive most often. Rather, the selective network
address storage within a network device forwarding table 1s
governed on the assumption that most network traflic within
a network will be related to workloads, such that storage of
network addresses should occur in accordance with this
assumption.

FIG. 1 shows an example system 100 1n which selective
network address storage occurs within network device for-
warding tables. The system 100 includes switches 102A,
102B, and 102C, which are collectively referred to as
switches 102, which are more generally network devices,
and which may be L2 switches. The system 100 includes
storage devices 104A and 104B, which are collectively
referred to as storage devices 104, and which can be
storage-area networks (SANs), network-attached storage
(NAS) devices, and so on. The system includes computing
devices 106A, 106B, 106C, and 106D, which are collec-
tively referred to as computing devices 106, and which can
be client computing devices, server computing devices,
desktop computer, laptop computers, and so on. The com-
puting devices 106 and the storage devices 104 are different
types of workload devices, which are devices that are used
in order for workloads to be performed.

The system also includes a management device 108,
which 1s responsible for managing workloads performed by
the computing devices 106 1n relation to data stored on the
storage devices 104. For instance, the management device
108 by a server computing device. Workload management
can occur 1n a passive or active manner. Passively, when one
or more computing devices 106 mnitiate a workload, the
devices 106 may notily the management device 108 of the
workload. Either the management device 108 or these com-
puting devices 106 may determine which of the storage
devices 104 stores the data related to the workload. Actively,
the management device 108 may receive requests for users
for workloads to be performed. The management device 108
may assign one or more computing devices 106 to the
workload, and may determine which of the storage devices
104 stores the data related to the workload.

For example purposes, assume that there are three work-
loads A B, and C. Workload A 1s performed by computing
devices 106 A and 106B 1n relation to data stored on storage
device 104B. Workload B 1s performed by computing device
106C 1n relation to data stored on storage device 104A.
Workload C 1s performed by computing device 106D 1n
relation to data stored on storage device 104B.
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The management device 108 causes the switches 102 to
selectively store the network addresses, such as MAC
addresses, of the storage devices 104 and of the computing
devices 106, depending on which workloads’ network traflic
among the devices 104 and 106 traverses therethrough.
Because workload A 1s performed by computing devices
106A and 106B 1n relation to data stored on storage device

1048, network ftrailic related to workload A among the
devices 1048, 106A, and 106B traverses through switches

102A and 102B. As such, the switches 102A and 102B are
caused to store the addresses of the devices 104B, 106 A, and
106B, and the other switch 102C is caused to not store these
addresses.

Because workload B 1s performed by computing device
106C 1n relation to data stored on storage device 104A,
network trathc related to workload B between the devices
104 A and 106C traverses through switches 102A and 102C.
The switches 102A and 102C are caused to store the network
addresses of the devices 104A and 106C, and the other
switch 102B 1s caused to not store these addresses. Because
workload C 1s performed by computing device 106D in
relation to data stored on storage device 104B, network
traflic related to workload C among the devices 104B and
106D traverses through switches 102A and 102C. The
switches 102A and 102C are caused to store the network
addresses of the devices 104B and 106D, and the other
switch 102B 1s caused to not store these addresses.

In this example, the switch 102A stores the network
addresses of both the storage devices 104 and of all the
computing devices 106, because network traflic pertaining
to each of the workloads A, B, and C may traverse the switch
102A. The switch 102B stores just the network addresses of
the storage device 104B and of the computing devices 106 A
and 106B, because network trailic pertaining to just the
workload A may traverse the switch 102B. The switch 102C
stores just the network addresses of the storage devices
104 A and of the computing devices 106C and 106D, because
network tratlic pertaining to just the workloads B and C may
traverse the switch 102C.

Network traflic unrelated to the workloads A, B, and C
may still occur within the system 100. For example, the
computing device 106C may access the storage device 1048
occasionally outside of the auspices of a workload. In this
case, network traflic between the devices 104B and 106C
traverses through the switches 102A and 102C. However,
the switch 102C does not store the network address of the
storage device 104B, since the storage device 104B does not
participate 1n any workload to which network traflic relates
that passes through the switch 102C. Thus, even when a data
packet 1s received by the switch 102C from the storage
device 104B for the computing device 106C, the switch
102C may not store the network address of the storage
device 104B.

FIG. 2 shows an example general method 200 that a
management device, such as the management device 108,
performs to achieve selective storage of network addresses
of workload devices like the devices 104 and 106 within
forwarding tables of network devices like the switches 102.
The method 200 i1s performed for each workload. The
management device determines the workload devices
related to a workload (202), which are the devices that
perform data processing of the workload, or that store data
related to the workload. As noted above, the management
device may assign computing devices to a workload, or may
be notified by one or more computing devices that they are
mitiating a workload. The management device may have
information as to which storage devices store data regarding
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which workloads, or the management device may query the
storage devices to learn which storage device(s) store data
regarding a workload.

The management device determines first network devices
and second network devices (204). That 1s, the management
device eflectively divides the network devices into {irst
network devices for the workload 1n question, and nto
second network devices for the workload 1n question. First
network devices are those through which network trathic
related to the workload traverses among the workload
devices determined 1n part 202. Second network devices are
those through which network tratlic related to the workload
does not traverse among the workload devices determined 1n
part 202.

For instance, the management device may have a network
map as to which devices are directly connected to each
network device. Such a network map may be constructed,
for example, by interrogating the network devices via the
simple network management protocol (SNMP), or 1n
another way. Ultimately, the management device causes
each network device to store, or not store, network addresses
of the workload devices, depending on whether the network
device 1s a first network device or a second network device

(206). Three example implementations of part 206 are now

described.

FIGS. 3A and 3B show example methods 300 and 350,
respectively, ol a first implementation of part 206 of the
method 200. In the method 300 of FIG. 3A, the management
devices sends the network addresses of the workload devices
related to a particular workload just to the first network
devices that have been determined, and not to the second
network devices (302). The management device sends the
network addresses along with an instruction to store them.
The first network devices (and not the second network
devices) each receive these network addresses along with
the 1nstruction (304), and store the network addresses within
their forwarding tables (306). The method 300 1s repeated
for each different workload, which means that each network
device will ultimately receive the network addresses of
workload devices pertaining to workloads that the network
traflic of which will traverse the network device 1n question.
The method 300 may be performed once for each difierent
workload, when the workload 1s first initiated, and may not
have to be performed again for a particular workload unless
the workload devices pertaining to that workload change.

In this implementation, a network device does not add
network addresses to 1ts forwarding table unless nstructed
to do so 1 accordance with the method 300. For example,
when a data packet arrives at the network device, the
network device will not add the source network address of
the data packet to its forwarding table if the network address
1s not already present within the forwarding table. As noted
above, the forwarding table associates network addresses
with interfaces. When the management device sends the
network addresses to the first network devices 1n part 300,
cach first network device may store the network addresses
within entries of 1ts forwarding table as being associated
with null values for the interfaces thereof. As data packets
arrive matching the network addresses, the 1dentities of the
interfaces may then be added to these entries.

This 1s explained 1n relation to the method 350 of FI1G. 3B,
which describes what occurs at each network device (regard-
less of whether the network device 1s a first network device
or a second network device as to a particular workload) 1n
the first implementation. A data packet 1s received at an
interface of a network device (352). The data packet
includes at least a source network address 1dentifying the
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sender of the packet, a destination network address 1denti-
tying the recipient of the packet, and a payload. The network
device determines whether the source network address of the
packet 1s present within 1ts forwarding table (354).

If the source network address of the packet 1s present, then
the network device adds or updates the interface associated
with this network address within the forwarding table if
necessary, and routes the data packet out of the device (356).
For instance, if the source network address of the packet 1s
stored within an entry of the forwarding table but no
interface 1s associated with this network address within the
entry yet, then the network device adds the interface to this
entry. If the source network address 1s stored within an entry
with an interface that 1s diflerent than that at which the
packet was received, the interface 1s updated within the
forwarding table to that at which the packet was received.
The latter scenario may occur, for istance, when network
cables are switched among the physical ports (corresponding
to the interfaces) of the network device.

By comparison, 1 the source network address of the
packet 1s absent from the forwarding table, the network
device simply routes the data packet of the device without
adding the network address to the table (358), which 1s a
departure from conventional packet processing. That i1s, 1n
the first implementation, the only time that network
addresses are added to a network device’s forwarding table
may be responsive to receiving them from the management
device 1n accordance with the method 300. Routing a data
packet out of the network device 1n parts 356 and 358 may
be performed by looking up the destination network address
of the packet within the forwarding table, and 1f present,
sending the packet out of the device at the interface asso-
ciated with the destination address within the table. If not
present, the packet may be sent out of the device at all the
interfaces except the interface at which the packet was
received.

FIGS. 4A and 4B show example methods 400 and 450,
respectively, of a second implementation of part 206 of the
method 200. In the method 400 of FIG. 4A, the management
device sends the network addresses of the workload devices
related to a particular workload just to the second network
devices that have been determined, and not to the first
network devices (402). The management device sends the
network addresses along with an instruction to purge them.
The second network devices (and not the first network
devices) each receive these network addresses along with
the instruction (404), and deletes the network addresses
from theiwr forwarding tables (406). That 1s, each second
network device deletes any entry from 1ts forwarding table
matching any network address received from the manage-
ment device. The method 400 1s repeated for each diflerent
workload, which means that each network device will ulti-
mately receive the network addresses of workload devices
pertaining to workloads that the network traflic of which will
not traverse the network device 1n question.

In this implementation, each network device adds net-
work addresses to 1ts forwarding table as 1t receives data
packets. Periodically, the method 400 1s performed, and each
network device removes entries from 1ts forwarding table
that relate to network addresses of workload devices per-
taining to workloads that the network traflic of which does
not traverse through the network device. As such, the
method 400 may be considered 1n eflect a garbage collection
routine. Whereas 1n the first implementation, the network
devices store just the network addresses that they have been
instructed to store, 1 the second implementation, the net-
work devices are periodically mstructed to selectively purge

10

15

20

25

30

35

40

45

50

55

60

65

8

network addresses from their forwarding tables. Such selec-
tive network address purging 1s 1in eflect selective network
storage, isofar as just the network addresses of the work-
load devices related to workloads that the traflic of which
traverses through a given network device remain in that
network device’s table after purging.

The method 450 of FIG. 4B thus describes what occurs at
cach network device (regardless of whether the network
device 1s a first network device or a second network device
as to a particular workload) 1n the second implementation. A
data packet 1s received at an interface of a network device
(452). The data packet includes at least a source network
address 1dentifying the sender of the packet, a destination
network address identifying the recipient of the packet, and
a payload. The network device determines whether the
source network address of the packet 1s present within 1ts
forwarding table (454).

I1 the source network address of the packet is present, then
the network device updates the mterface associated with this
network address within the forwarding table 11 necessary,
and routes the data packet out of the device (456). Because
in the second implementation an entry 1s added to a network
device’s forwarding table just when a data packet arrives at
an 1nterface of the network device, there may not be any
situation 1 which a null value i1s stored for the interface
within an entry as there 1s 1n the first implementation. As
such, the interface 1s updated in that if the data packet arrives
at an 1nterface diflerent than that associated with the source
network address within the forwarding table already, the
corresponding entry within the table 1s updated with the
interface at which the packet was received.

By comparison, if the source network address of the
packet 1s absent from the forwarding table, the network
device adds the network address and the interface at which
the packet was received within a new entry within the
forwarding table, and routes the data packet out of the device
(458). The method 400 1s desirably performed often enough
that no network device will run out of physical memory
space to add entries to theiwr forwarding tables, because
certain entries will be periodically purged in accordance
with the method 400 so that new entries can be added 1n part
458 of the method 450. However, 1f the network device does
run out of physical memory space to add an entry in part
4358, the device may first delete the oldest added entry from
the forwarding table. Routing a data packet out of the
network device can occur 1n parts 456 and 4358 as has been
described above 1n relation to parts 356 and 338.

In the two implementations that have been described, the
implementation of FIGS. 3A and 3B 1s a white list imple-
mentation, 1n which network devices receive the network
addresses of the workload devices that are to be stored 1n
their forwarding table. The implementation of FIGS. 4A and
4B, comparison 1s a type of black list implementation, 1n
which network devices recerve the network addresses of the
workload devices that should be purged from their forward-
ing table, 1n a garbage collection-type manner. In both these
implementations, the workload devices themselves do not
have to modily their behavior 1n sending data packets. That
1s, they form and send data packets no differently than 1f
these implementations were not in eflect.

FIGS. 5A and 5B show example methods 500 and 350,
respectively, of a third implementation of part 206 of the
method 200. In the method 500 of FIG. 5A, the management
device sends a workload 1dentifier of a particular workload
just to the first network devices that have been determined,
and not to the second network devices (502). The manage-
ment device may not send any network addresses, but does
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send an 1nstruction along with the workload identifier to
store 1t. The first network devices (and not the second
network devices) each recerve the workload 1dentifier along
with the instruction (504), and stores the workload 1dentifier
(506). The method 500 1s repeated for each differently
workload, which means that each network device will ulti-
mately receive the workload identifier of each workload of
which network traflic will traverse the network device in
question. The method 500 may be performed once for each
different workload, when the workload is first initiated, and
may not be performed again for a particular workload.

In this implementation, the workload devices themselves
change how they form and send data packets to include
workload identifiers of data packets that are related to
workloads. For instance, a workload device may add a
workload identifier to the header of a data packet before
sending the data packet, where the workload identifier
identifies the workload to which the payload of the data
packet pertains. A network device does not add source
network addresses of received data packets to 1ts forwarding
table unless the data packets include workload identifiers
that match any workload identifier the network device
previously received and stored.

This 1s explained 1n relation to the method 350 of FIG. 5B,
which describes what occurs at each network device (regard-
less of whether the network device 1s a first network device
or a second network device as to a particular workload) 1n
the third implementation. A data packet 1s received at an
interface of a network device (552). The data packet
includes at least a source network address i1dentifying the
sender of the packet, a destination network address 1denti-
tying the recipient of the packet, and a payload, and may
turther include a workload identifier 1dentitying the work-
load to which the payload pertains.

It the data packet includes a workload identifier, the
network device determines whether the workload 1dentifier
of the packet matches any workload identifier that the device
previously received from the management device and stored
(554). I there 1s a match, the source network address and the
interface at which the packet was received are stored 1n an
entry within the network device’s forwarding table, and the
data packet 1s routed out of the device (556). The source
network address and the interface can be stored within the
forwarding table as described in relation to parts 454, 456,
and 458 of the method 400. That 1s, 1t the network address
1s already present within the forwarding table, the interface
associated with the address 1n the table 1s updated to the
interface at which the packet was received 1f the stored
interface diflers from the interface at which the packet was
received. Further, 1 the network address 1s not present
within the forwarding table, then the address and the inter-
face are stored in a new entry thereof.

It the workload identifier of the data packet does not
match any workload identifier that the network device
previously received and stored, or if the data packet does not
include a workload identifier, then the network device
simply routes the data packet out of the device without
storing the network address to the table (558). This 1s a
departure from conventional packet process similar to that of
part 358 of the method 300. Routing a data packet out of the
network device 1n parts 556 and 538 may be performed as
has been described 1n relation to parts 356 and 358 of the
method 300.

The third implementation reduces the amount of data that
the management device has to send each network device,
because the management device just has to send a workload
identifier of a workload, and not the network addresses of
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the workload devices pertaining to the workload. The third
implementation 1s also a white list implementation, 1n that 1t
prescribes which network addresses each network device 1s
to store, 1n an indirect manner via workload identifiers. As
noted above, though, the workload devices themselves in the
third implementation have to add the workload identifiers to
relevant data packets.

FIG. 6 shows an example network device 600 that can
selectively store network addresses 1n accordance with any
of the implementations that have been described. The net-
work device 600 may be a switch, such as an .2 switch that
stores MAC addresses, for instance. The network device 600
includes interfaces 602A, 602B, . . . , 602N, which are
collectively referred to as the interfaces 602. The network
device 600 also includes at least logic 604, and memory 606,
such as volatile random-access memory, storing a forward-
ing table 608.

The interfaces 602 may be physically realized as network
ports, such as network jacks into which plugs of correspond-
ing network cables 610A, 6108, . . ., 610N, collectively
referred to as the network cables 610, are inserted. Plugs at
the other ends of the network cables 610 are inserted into
other devices, such as computing devices, storage devices,
other network devices, and so on. In the example of FIG. 6,
then, the interfaces 602 are wired interfaces at which data
packets are received.

The logic 604 may be implemented as software stored on
a non-transitory computer-readable data storage medium
that 1s executed by a processor, or may be implemented
completely 1n hardware, such as an application-specific
integrated circuit (ASIC), a field programmable gate array
(FPGA), and so on. The logic 604 implements any of the
implementations that have been described, 1n relation to the
interfaces 602 and the forwarding table 608 of the memory
606. Thus, as to the first implementation of FIGS. 3A and
3B, the logic 604 performs parts 304, 306, 352, 354, 356,
and 508. As to the second implementation of FIGS. 4A and
4B, the logic performs 404, 406, 452, 454, 456, and 438. As
to the third implementation of FIGS. 5A and 5B, the logic
performs 504, 506, 552, 554, 556, and 558.

The techniques that have been disclosed herein provide
for selective storage of network addresses within network
devices, such as within forwarding tables of routers and
other network devices. Although three specific implemen-
tations have been described, other implementations may also
cllect the general methodology of FIG. 2. Furthermore,
although the three specific implementations have been
described as disparate, they may be combined and used
together as well.

It 1s finally noted that, although specific embodiments
have been 1llustrated and described herein, it will be appre-
ciated by those of ordinary skill 1in the art that any arrange-
ment calculated to achieve the same purpose may be sub-
stituted for the specific embodiments shown. For instance,
whereas the techniques disclosed herein have been described
largely 1n relation to L2 switches, the techniques may be
implemented 1n relation to other types of applicable to other
types of L2 network devices, as well as to other types of
network devices, such as L3 network devices. This appli-
cation 1s thus intended to cover any adaptations or variations
of embodiments of the present invention. Examples of
non-transitory computer-readable media include both vola-
tile such media, like volatile semiconductor memories, as
well as non-volatile such media, like non-volatile semicon-
ductor memories and magnetic storage devices. It 1s mani-
festly intended that this mvention be limited only by the
claims and equivalents thereof.
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We claim:

1. A method comprising:

determining, by a management device, a plurality of
workload devices related to a workload:

determining, by the management device, first network
devices of a plurality of network devices through which
network traflic related to the workload among the
workload devices traverses, and second network
devices of the network devices through which the
network traflic related to the workload does not tra-
verse; and

causing, by the management device, each network device
to store or not store network addresses of the workload
devices depending on whether the network device 1s
one of the first network devices or one of the second
network devices.

2. The method of claim 1, wherein each of the network

devices 1s a layer two (LL2) network devices, and the network

addresses of the workload devices are media-access control
(MAC) addresses.

3. The method of claim 1, wherein causing each network
device to store or not store the network addresses of the
workload devices comprises:

sending the network addresses of the workload devices to

the first network devices and not to the second network
devices, with an instruction to store the network
addresses.

4. The method of claim 3, further comprising:

receiving, by each first network device and not by each

second network device, the network addresses of the
workload devices and the instruction:

storing, by each first network device and not by each

second network device, the network addresses within a
forwarding table thereof;

by each network device, responsive to recerving a data

packet at an interface thereof:

determining whether a source network address of the
data packet 1s present within the forwarding table;

in response to determinming that the source network
address of the data 1s present within the forwarding
table,

11 the source network address 1s not associated with
an interface within the forwarding table, associat-
ing the network address within the forwarding
table with the interface at which the data packet
arrived;

i1 the source network address 1s associated with an
interface within the forwarding table different
from the interface at which the data packet arrived,
updating the interface with which the network
address 1s associated within the forward table to
the interface at which the data packet arrived;

routing the data packet out of the network device;

in response to determinming that the source network
address of the data packet 1s absent from the for-
warding table,

routing the data packet out of the first network device
without storing the source network address of the
data packet within the forwarding table.

5. The method of claim 1, wherein causing each network
device to store or not store the network addresses of the
workload devices comprises:

sending the network addresses of the workload devices to

the second network devices and not to the first network
devices, with an instruction to purge the network
addresses therefrom.
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6. The method of claim 5, further comprising:

recerving, by each second network device and not by each

first network device, the network addresses of the
workload devices and the instruction;

deleting, by each second network device and not by each

first network device, the network addresses from a
forwarding table thereof;

by each network device, responsive to recerving a data

packet:
determining whether a source network address of the
data packet 1s present within the forwarding table;
in response to determining that the source network
address of the data packet 1s absent from the for-
warding table,
storing the source network address and an interface
of the network device at which the data packet
arrived within the forwarding table;
in response to determining that the source network
address of the data packet 1s present within the
forwarding table,
updating the source network address as stored within
the forwarding table with the interface of the first
network device at which the data packet arrived 1f
the interface differs from that already stored
within the forwarding table; and
routing the data packet out of the network device.

7. The method of claim 1, wherein the workload 1s a given
workload, the network traflic comprises a plurality of data
packets, and each data packet comprises:

a source network address 1dentifying a device that sent the

data packet; and

a packet workload identifier identifying a workload to

which the data packet pertains,

wherein causing each network device to store or not store

the network addresses of the workload devices com-

Prises:

sending a workload 1dentifier of the given workload to
the first network devices and not to the second
network devices, with an instruction to store the
source network address of each data packet travers-
ing the first network devices of which the packet
workload 1dentifier matches the workload 1dentifier
of the given workload.

8. The method of claim 7, further comprising:

recerving, by each first network device and not by each

second network device, the workload 1dentifier of the
given workload;

by each first network device, responsive to receiving a

data packet:

determining whether the packet workload identifier
matches the workload 1dentifier of the given work-
load;

in response to determining that the packet workload
identifier matches the workload identifier of the
given workload, storing the source network address
of the data packet along with an interface of the first
network device at which the data packet arrived
within a forwarding table of the network device, and
routing the data packet out of the first network
device; and

in response to determining that the packet workload
identifier does not match the workload identifier,
routing the data packet out of the first network device
without storing the source network address of the
data packet.
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9. The method of claim 1, wherein the workload devices
comprise:
one or more computing devices to process data related to
the workload; and
one or more storage devices to store the data related to the
workload.

10. A non-transitory computer-readable data storage
medium storing computer-executable code executable by a
management device to perform a method comprising:

determining a plurality of workload devices related to a

workload:;

determining first network devices of a plurality of net-

work devices through which network traflic related to
the workload among the workload devices traverses,
and second network devices of the network devices
through which the network traflic related to the work-
load does not traverse; and

causing each network device to store or not store network

addresses of the workload devices depending on
whether the network device 1s one of the first network
devices or one of the second network devices.

11. The non-transitory computer-readable data storage
medium of claim 10, wherein causing each network device
to store or not store the network addresses of the workload
devices comprises:

sending the network addresses of the workload devices to
the first network devices and not to the second network
devices, with an instruction to store the network
addresses.

12. The non-transitory computer-readable data storage
medium of claim 10, wherein causing each network device
to store or not store the network addresses of the workload
devices comprises:

sending the network addresses of the workload devices to
the second network devices and not to the first network
devices, with an instruction to purge the network
addresses therefrom.

13. The non-transitory computer-readable data storage
medium of claim 10, wherein the workload 1s a given
workload, the network tratlic comprises a plurality of data
packets, and each data packet comprises:

a source network address 1dentifying a device that sent the

data packet; and

a packet workload identifier 1dentifying a workload to
which the data packet pertains,

wherein causing each network device to store or not store
the network addresses of the workload devices com-
Prises:
sending a workload 1dentifier of the given workload to

the first network devices and not to the second
network devices, with an instruction to store the
source network address of each data packet travers-
ing the first network devices of which the packet
workload i1dentifier matches the workload 1dentifier
of the given workload.

14. A network device comprising:

a plurality of iterfaces, each interface to connect the
network device to a difterent device;

a memory to store a forwarding table having a plurality of
entries, each entry including a network address of a
device and the interface at which the device 1s acces-
sible;

logic to recerve from a management device instructions as
to how to selectively store source network addresses of
data packets received at the interfaces within the for-
warding table.
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15. The network device of claim 14, wherein the instruc-
tions comprise a plurality of network addresses that are to be
stored within the forwarding table, and the logic 1s to, after
receiving the instructions from the management device:

store each network address within an entry of the for-

warding table;

recerve at one of the interfaces a data packet having a

source network address:

determine whether the source network address of the data

packet matches any network address previously stored
within the forwarding table;

in response to determining that the source network

address matches any network address previously stored

within the forwarding table,

update the entry of the forwarding table including the
source network address with the interface at which
the data packet was received, and route the data
packet out of the network device; and

in response to determining that the source network

address does not match any network address previously

stored within the forwarding table,

route the data packet out of the network device without
storing the source network address within the for-
warding table.

16. The network device of claim 14, wherein the instruc-
tions comprise a plurality of network addresses that are to be
purged within the forwarding table, and the logic 1s to, after
receiving the instructions from the management device:

delete each entry of the forwarding table of which the

network address matches any network address to be
purged;

recerve at one of the interfaces a data packet having a

source network address:

determine whether the source network address of the data

packet matches any network address stored within the
forwarding table;

in response to determining that the source network

address matches any network address stored within the

forwarding table,

updating the entry of the forwarding table including the
source network address with the interface at which
the data packet was received 1f the interface differs
from that already stored within the entry;

in response to determining that the source network

address does not match any network address stored

within the forwarding table,

create a new entry within the forwarding table includ-
ing the source network address and the interface at
which the data packet was recerved; and

route the data packet out of the network device.

17. The network device of claim 14, wherein the instruc-
tions comprise a workload 1dentifier, and the logic 1s to, after
receiving the mstructions from the management device:

receive at one of the interfaces a data packet having a

source network address and a packet workload 1denti-
fler:

determine whether the packet workload 1dentifier matches

the workload 1dentifier;

in response to determining that the packet workload

identifier matches the workload identifier, store the
source network address of the data packet and the
interface at which the data packet arrived within an
entry of the forwarding table, and route the data packet
out of the network device; and

in response to determining that the packet workload

identifier does not match the workload i1dentifier, route
the data packet out of the network device without
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storing the source network address or the interface at
which the data packet arrived within the forwarding
table.

18. The network device of claim 14, wherein the network
device 1s a layer two (L2) network device, and the network
address of each entry of the forwarding table 1s a media-
access control (MAC) address.

19. The network device of claim 18, wherein the network
device 1s a L2 network switch.

20. The network device of claim 14, wherein each inter-
face comprises a port receptive to a first end of a network
cable having a second end 1nsertable into a port of a different
device.
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