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SYSTEMS AND METHODS FOR MANAGING
COMPUTER COMPONENTS

BACKGROUND

This disclosure relates generally to the field of informa-
tion technology, and more specifically to network-based
systems and methods for managing software and hardware
components through a lifecycle of these components.

As a matter of background, information technology com-
ponents may include at least software components and
hardware components. A software component 1s a collection
ol computer-executable instructions that cause a computer
processor to perform specific functions required by, for
example, a department of a company. Software component
functions include processing, testing, reporting, graphic
design, or the like. A software component may be commer-
cially available off the shelf and available for sale, lease or
license for the general public, or 1t may be open source
soltware or freeware. Maintenance of the software compo-
nent may also be available to purchase from the software
vendor. Altematively, the software component may be
developed internally by a company and/or may be a com-
petitor to a commercially available software product. Hard-
ware components include physical devices that are part of a
computer system.

Large organizations, especially those heavily reliant on
computer technology, employ a massive number of diverse
software and hardware components (also referred to herein
as “‘computer components” or “components™) in their day-
to-day operations. A large multinational business entity, for
example, may have thousands of computer components 1n
use. Components may be specific to geographical region,
department, or even team. Components are acquired from
many disparate sources and at different points 1n the life of
the organization, as well as the maturity of the component
itself. Accordingly, 1n many organizations, 1t becomes dii-
ficult or impossible to track all computer components in use.
Moreover, it 1s tedious to repeatedly survey each department
regarding computer components 1 use within the depart-
ment. There may be no single component repository where
computer components are inventoried, managed, and main-
tained through their respective lifecycles. Component users
in one organizational department are frequently unaware of
components 1n use 1 other departments, and these users may
mistakenly purchase redundant components for a solution
when other solutions already acquired by the orgamization
may be 1n use. Worse still, the lack of cross-department
awareness on components may cause some users to develop
their own components even as viable commercial compo-
nents exist in other company departments. Moreover, 1n
these cases, where one department procures a computer
component and shares its license with another department,
the procuring department needs to be able to notily the other
department each time a license expires or 1s renewed, or risk
unlicensed use or component shutdown without notice to a
user.

BRIEF DESCRIPTION

In one aspect, a computer-based method for managing a
plurality of computer components 1 an organization 1s
provided. The method 1s implemented using a Component
Manager (CM) computing device. The CM computing
device comprises a processor in communication with a
memory device. The method includes receiving, by the CM
computing device, from a stakeholder computing device,
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2

component data for at least one computer component of the
plurality of computer components. The method also includes

storing, by the CM computing device, the component data 1n
a memory block in the memory device. The method further
includes assigning, by the CM computing device, a {irst
lifecycle classification, a domain, and at least one stake-
holder to the at least one computer component by updating
the memory block 1n the memory device. The method also
includes causing, by the CM computing device, the stake-
holder computing device to electronically display an inter-
active dashboard that includes a graphical representation of
the at least one computer component. The method further
includes prompting, by the CM computing device, a stake-
holder to update a component utilization scheme for the at
least one computer component, by electronically displaying
the graphical representation.

In another aspect, a system for managing a plurality of
computer components in an organization 1s provided. The
system comprises a database configured to store component
data and a component manager (CM) computing device
configured to be coupled to the database. The CM comput-
ing device 1s configured to receive, from a stakeholder
computing device, component data for at least one computer
component of the plurality of computer components. The
CM computing device 1s also configured to store the com-
ponent data in the memory device. The CM computing
device 1s further configured to assign a first lifecycle clas-
sification, a domain, and at least one stakeholder to the at
least one computer component. The CM computing device
1s also configured to cause the stakeholder computing device
to electromically display an interactive dashboard that
includes a graphical representation of the at least one
computer component. The CM computing device 1s further
configured to prompt a stakeholder to update a component
utilization scheme for the at least one computer component,
by electronically displaying the graphical representation.

In yet another aspect, a non-transitory computer readable
medium that includes computer executable instructions for
managing a plurality of computer components 1n an orga-
nization 1s provided. When executed by a Component Man-
ager (CM) computing device comprising a processor 1in
communication with a memory device, the computer execut-
able 1mnstructions cause the CM computing device to receive,
from a stakeholder computing device, component data for at
least one computer component of the plurality of computer
components. The computer executable instructions also
cause the CM computing device to store the component data
in the memory device. The computer executable istructions
turther cause the CM computing device to assign a lifecycle
classification, a domain, and at least one component stake-
holder to the at least one computer component. The com-
puter executable instructions also cause the CM computing
device to cause the stakeholder computing device to elec-
tronically display an interactive dashboard that includes a
graphical representation of the at least one computer com-
ponent. The computer executable mstructions further cause
the CM computing device to prompt a stakeholder to update
a component utilization scheme for the at least one computer
component, by electronically displaying the graphical rep-
resentation.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1-7 show example embodiments of the methods
and systems described herein.

FIG. 1 1s an example configuration showing a component
manager (CM) computing device in communication with
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various other computing devices such as component host
computing devices, stakeholder computing devices, and

vendor computing devices.

FIG. 2 illustrates an example configuration of a user
system operated by a user, such as a stakeholder, shown 1n
FIG. 1.

FIG. 3 illustrates an example configuration of a server
system such as the CM computing device shown 1n FIG. 1.

FI1G. 4 shows an example display configuration generated
by the CM computing device.

FIG. S illustrates an example display configuration gen-
crated by the CM computing device showing components
organized by domain.

FIG. 6 shows an example method by which the CM
computing device manages computer components.

FIG. 7 shows an example configuration of a database
within a computing device, along with other related com-
puting components, that may be used to manage connected
computer components.

Like numbers in the Figures indicate the same or func-
tionally similar components.

DETAILED DESCRIPTION

Systems and methods are described herein for managing
software and hardware components through a lifecycle of
these components. More specifically, the embodiments
described herein relate to using a Component Manager (CM)
computing device to receive, process, and transmit data
about computer components to enable stakeholders of com-
ponents to update the utilization of these components
accordingly.

The CM computing device 1s configured to manage one or
more computer components used within an orgamzation
throughout the life of the computer component (e.g., soft-
ware components or hardware components). Hardware com-
ponents may include, but are not limited to, servers, com-
puter subcomponents (graphics cards, memory components,
removable media), cables and wires, peripherals (mice,
keyboards), display components, any combination of the
above, or the like. Software components may be internally
developed 1n an organization, or purchased or licensed from
a vendor or other organization. Software components may
be any set of computer-readable instructions, including
desktop applications, mobile device applications, server
software, I'T management tools, firmware, plugin software,
operating systems, programming tools (e.g., integrated
development environments (IDEs) enabling code creation),
device drivers, or the like.

More specifically, the CM computing device 1s configured
to maintain a component database at least by receiving data
about computer components, updating the component data-
base, storing updated data regarding computer components,
and directing stakeholders 1n the organization to update their
utilization of the computer components. A stakeholder may
be an organization member who creates and/or uses a
computer component, one who relies on data generated by
a computer component, a member dedicated to maintaining
data in the component database using the CM computing
device, or some combination of the above. Additionally, the
CM computing device 1s configured to organize each com-
ponent by domain. As used herein, “domain” may refer to a
team, a department, a geographical unit, a community of
practice, or any grouping of individuals or systems that are
subsidiary to a larger organization (e.g., a corporation,
university, government office, etc.). The CM computing
device associates each component with a domain that i1s
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4

using the component. In one embodiment, one domain may
be associated with a plurality of components, but each
component may be associated with only one domain.

In at least some 1mplementations, the CM computing
device receives component data from a plurality of stake-
holders by transmitting to stakeholders a component data
request. In at least some implementations, a component data
request 1s an electronic form including multiple fields that a
stakeholder must populate with component data and return
to the CM computing device. The component data request
may be available as part of a larger stakeholder interface that
ecnables component data entry, reporting, and display of
components sorted by domain, category, lifecycle classifi-
cation (sometimes also called *“‘status” or “component sta-
tus”), and other parameters. In at least some 1mplementa-
tions, component data includes component attributes such as
a component name, component description, component
source, component version, component domain, component
category, restrictions on component use, associated licenses,
and one or more dates. Other data may be received including
the computer component platform (e.g., Windows, Unix)
and contact information for the computer component. The
CM computing device 1s configured to store the computer
component as a data object (e.g., an array, linked list, hash
table, etc.) that can store the component attributes as key-
value pairs (e.g., component name: Java® IDE, component
domain: Software Development, component category: IDEs,
etc.). One or more of the component attributes may also
serve as a unique 1dentifier. For example, the combination of
component vendor: Microsoft, component name: Windows
Enterprise® and version: 10 may be a unique identifier.
(MICROSOFT and WINDOWS ENTERPRISE are regis-
tered trademarks of Microsoit Corporation, headquartered in
Redmond, Wash., USA).

The CM computing device 1s configured to compare the
unique 1dentifier contained in the completed component data
request form against unique identifiers in the component
database. In the event that there 1s a match on unique
identifiers, the CM computing device 1s configured to inter-
pret the incoming component data as an update to data for
an existing computer component. In this case, the CM
computing device compares each component attribute in the
component data request to a corresponding component attri-
bute for the computer component 1in the component data-
base, and updates the component database where there 1s a
mismatch 1n component attribute values. Alternatively,
where the unique identifier 1n the completed component data
request form does not match any unique identifier 1n the
component database, the CM computing device generates a
new data object and populates i1t with data from component
attributes 1n the completed component data request form.

The CM computing device 1s configured to assign a
domain to each computer component. In at least some
implementations, one computer component 1s assigned only
one domain. A domain (also referred to as a “user base”)
may represent a department in the organization, a team of
organization members, a geographical region, or some arti-
ficial grouping of computer components. In at least some
implementations, assigning a domain to the computer com-
ponent includes assigning a managing stakeholder (such as
a domain owner) to the computer component. Component
data associated with the computer component may then be
modified only by the managing stakeholder or the appointed
application administrator.

The CM computing device i1s configured to assign a
lifecycle classification (or status) to each computer compo-
nent. In at least some implementations, a computer compo-
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nent 1s assigned one of “Emerging,” “Preferred,” “Sup-
ported,” “Retiring,” and “Avoid” lifecycle classifications.
Moreover, each lifecycle classification may be assigned a
default color for ease of display and understanding. In one
embodiment, Fmerging 1s assigned blue, Preferred 1is
assigned green, Supported 1s assigned Yellow, Retiring 1s
assigned orange, and Avoid 1s assigned red. So for example,
if a component 1s in the Preferred lifecycle classification and
1s displayed (e.g., on a stakeholder computing device
screen), it may appear associated with the color green.

Stakeholders may define any usetul classifications denot-
ing any particular point 1n the computer component’s life-
cycle. A lifecycle classification represents a status of the
computer component, defined at least by its age, nature of
usage in the organization, and availability of alternative or
newer versions for the computer component. For example,
an organization may use multiple versions of Microsoit
Oflice®. (MICROSOFT OFFICE 15 a reglstered trademark
of Microsoft Corporation, headquartered im Redmond,
Wash., USA). Based on received component data, the CM
computing device may assign Office 2013® to the Preferred
lifecycle classification because 1t 1s currently 1n use. Oflice
2016® may be assigned to Emerging because it 1s in use by
carly adopters only but not the full orgamzation. Office
2007® may be still 1n use but assigned to Supported in case
it 1s not the preferred version but still 1s supported by the
soltware vendor. Alternatlvely, Office 2007® may be
assigned to Retiring 1n case 1t 1s going to be phased out soon.
Ofhice 2000® may be assigned to Avoid based on received
component data that notes that Oflice 2000® no longer
serves the needs of the orgamization. (OFFICE 2000,
OFFICE 2007, OFFICE 2013, and OFFICE 2016 are reg-
istered trademarks of Microsoit Corporation, headquartered
in Redmond, Wash., USA).

A lifecycle classification may be assigned by entering a
status date for each of the lifecycles based on received
component data (e.g., where a stakeholder enters a particular
lifecycle classification 1n the component data request form).
In other embodiments, the CM computing device may be
configured to move a computer component from one life-
cycle classification to the next after a certain time period
(e.g., a computer component may move from Preferred to
Supported after 12 months, then to Retiring after another 12
months, and so on). In still other embodiments, the CM
computing device may employ one or more hfecycle models
that may be specific to component category. For example,
the organization may decree that all computer components
in category “Testing Components” must remain in the
“Preferred” lifecycle classification for no longer than 6
months, aiter which they are moved to “Supported.” Using,
this lifecycle model, the CM computing device regularly
queries component data status dates for each lifecycle. This
triggers the lifecycle status change and 1t applies the model
to all computer components marked “Testing Components,”
moving any Components in the Preferred lifecycle classifi-
cation for longer than 6 months into the Supported lifecycle
classification. Additionally, the lifecycle status change may
be triggered by a date 1n each lifecycle status. For example,
1/1/2016 may be the supported status date. On 1/1/2016 the
product will move from Preferred to Supported.

The CM computing device 1s configured to display com-
puter components to a stakeholder, using a specialized
stakeholder interface. Computer components can be dis-
played at least by domain, by lifecycle classification, and by
component category. The stakeholder interface also enables
a stakeholder to tag computer components using predefined
or user-defined tags (e.g., “My Team Components™), further
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cnabling the stakeholder to view all computer components
associated with a particular tag.

The CM computing device 1s configured to transmit a
notification to one or more stakeholders. In at least some
implementations a notification comprises an alert that, for
example, a particular computer component has moved from
one lifecycle classification to the next. A notification may
also comprise alerts related to scheduled component data-
base updates, component data requests, and license expira-
tion notifications (e.g., where one domain 1s using software
that 1s licensed to another domain). The CM computing
device can send an alert when a percentage of the software
1s outside of a specified range specified by the domain
owner. For example, when software assigned the “Retiring”
lifecycle classification exceeds 10% or more of the domain
owners solftware portiolio, the CM computing device may
send an alert or other notification.

The CM computing device 1s also configured to determine
an operational health for each domain, by determiming the
proportion ol computer components used by that domain
that are 1n particular lifecycle classifications. A domain
using computer components that are all “Preferred” may be
in better operational health than a domain using computer
components that are all 1n the “Avoid” lifecycle classifica-
tion. In at least some implementations, the CM computing
device determines the proportion of computer components
marked “Preferred,” and *“Supported,” compares that pro-
portion to the complete set of components for the domain,
and 1ssues a measure of operational health, for example as
a percentage.

The CM computing device 1s also configured to 1ssue a
series ol reports. In one embodiment, the three reports are
the Lifecycle Report, the Taxonomy Report, and the Full
report. The Lifecycle report displays the lifecycle status of
individual titles for the next three years by domain. The
Taxonomy Report shows software by a hierarchy of catego-
ries. The Full report displays all the information available
for a software title. In at least some implementations, the
reports may be exported 1n other formats (e.g., Microsoit
Excel®).

The technical problems addressed by this system include
at least one of: (1) mability to centrally control all computer
components 1n use, (11) lack of coordination between dispa-
rate computer systems due to lack of a central computer
system directing activities such as updates, fixes, etc., and
(111) data redundancy 1ssues caused by multiple (potentially
outdated) copies of software being in use, and (1v) increased
risk of security breaches (e.g., mtroduction of computer
viruses or malware) due to there being no centralized
command of all components 1n use, some of which may be
outdated and vulnerable to attack.

The methods and systems described herein may be imple-
mented using computer programming or engineering tech-
niques including computer software, firmware, hardware, or
any combination or subset thereof, wherein the technical
ellects may be achieved by performing at least one of the
following steps: (a) receiving, by the CM computing device,
from a stakeholder computing device, component data for at
least one computer component of a plurality of computer
components, (b) storing, by the CM computing device, the
component data 1n a memory block in the memory device,
(c) assigning, by the CM computing device, a lifecycle
classification, a domain, and at least one stakeholder to the
at least one computer component by updating the memory
block 1n the memory device (d) causing, by the CM com-
puting device, the stakeholder computing device to elec-
tronically display an interactive dashboard including a
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graphical representation of the at least one computer com-
ponent, and (e)prompting, by the CM computing device, a
stakeholder to update a component utilization scheme for the
at least one computer component based on the graphical
representation.

The resulting technical benefits achieved by this system
include at least one of: (1) improved performance of each
computer component due to a centralized inventorying that
enables more robust maintenance, and upgrades of compo-
nents and (1) reduced error rates and security 1ssues for
computer components caused by a central CM computing
device continuously monitoring and scrutinizing each com-

ponent throughout 1ts lifecycle.

As used herein, a processor may include any program-
mable system including systems using micro-controllers,
reduced 1nstruction set circuits (RISC), application specific
integrated circuits (ASICs), logic circuits, and any other
circuit or processor capable of executing the functions
described herein. The above examples are example only, and
are thus not mtended to limit 1n any way the definition and/or
meaning of the term “processor.”

As used herein, the terms “‘software” and “firmware” are
interchangeable, and include any computer program stored

in memory for execution by a processor, including RAM
memory, ROM memory, EPROM memory, EEPROM
memory, and non-volatile RAM (NVRAM) memory. The
above memory types are example only, and are thus not
limiting as to the types of memory usable for storage of a
computer program.

In one embodiment, a computer program 1s provided, and
the program 1s embodied on a computer readable storage
medium. In an example embodiment, the system 1s executed
on a single computer system, without requiring a connection
to a server computer. In a further embodiment, the system 1s
being run 1n a Windows® environment (Windows 1s a
registered trademark of Microsoit Corporation, Redmond,
Wash.). In yet another embodiment, the system 1s run on a
mainframe environment and a UNIX® server environment
(UNIX 1s a registered trademark of X/Open Company
Limited located in Reading, Berkshire, United Kingdom).
The application 1s flexible and designed to run 1n various
different environments without compromising any major
functionality. In some embodiments, the system includes
multiple components distributed among a plurality of com-
puting devices. One or more components may be in the form
of computer-executable instructions embodied 1n a com-
puter-readable medium. The systems and processes are not
limited to the specific embodiments described herein. In
addition, components of each system and each process can
be practiced independent and separate from other compo-
nents and processes described herein. Each component and
process can also be used in combination with other assembly
packages and processes.

The following detailed description illustrates embodi-
ments of the disclosure by way of example and not by way
of limitation. It 1s contemplated that the disclosure has
general application to managing computer components 1n
industrial, commercial, and academic applications.

As used herein, an element or step recited in the singular
and proceeded with the word “a” or “an” should be under-
stood as not excluding plural elements or steps, unless such
exclusion 1s explicitly recited. Furthermore, references to
“example embodiment™ or “one embodiment” of the present
disclosure are not intended to be interpreted as excluding the
existence ol additional embodiments that also incorporate

the recited features.
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FIG. 1 1s a block diagram of an example component
management environment 100, 1n which a vanety of com-
puting devices are communicatively coupled to each other
via network connections 115. Network connections 115 may
be Internet, LAN/WAN, or other connections capable of
transmitting data across computing devices. Environment
100 shows a component manager (CM) computing device
150 and a database server 116. In one embodiment, CM
computing device 150 and database server 116 are compo-
nents of a component manager (CM) system 112. CM
system 112 may be a server, a network of multiple computer
devices, a virtual computing device, or the like. CM com-
puting device 150 1s connected to at least one stakeholder
computing device 130, a vendor computing device 114, and
a plurality of component host computing devices 111. Stake-
holder computing device 130 1s also connected to vendor
computing device 114 and to component host computing
devices 111.

Database server 116 1s connected to database 120, which
contains mformation on a variety of matters, as described
below 1n greater detail. In one embodiment, database 120 1s
stored on CM system 112 and can be accessed by potential
users of CM system 112. In an alternative embodiment,
database 120 1s stored remotely from CM system 112 and
may be non-centralized.

Environment 100 shows a group of computing devices
collectively referred to herein as component host (CH)
computing devices 111. A component host computing device
represents any hardware-based host for a software or hard-
ware component. For example, a mainiframe computer may
be a component host computing device. The mainirame
computer may house a number of processor cores that each
process computer-executable instructions and are hardware
components managed by the CM computing device 150.
Each processor core may operate using one or more oper-
ating systems (1.e., operating system software). Each oper-
ating system 1s 1tself a computer component hosted by the
mainframe computer. The operating system may run several
other software suites (e.g., word processing soltware appli-
cations, database management software, integrated develop-
ment environments (IDEs) for computer programming, etc.).
Each software suite may also count as a component man-
aged by the CM computing device 150.

CM computing device 150 1s configured to send and
receive “lifecycle data” to CH computing devices 111. As
used herein, lifecycle data may refer to data about each
hosted component that pertains to the component’s version,
installation date, usage pattern, domain of use, or the like. In
one embodiment, CM computing device 150 1s configured to
process lifecycle data and generate a lifecycle classification
or status. Moreover, CM computing device 150 1s configured
to store an entry for each component in database 120, such
as 1n a dedicated memory block, memory section, memory
address or memory area. CM computing device 150 1is
configured to update the component entry with the generated
status, and update the generated status as newer lifecycle
data 1s received from various CH computing devices 111.

CM computing device 150 1s also configured to update the
component entry 1n memory with an 1dentifier (e.g., a tag)
associated with the component. For example, stakeholder
computing device 130 may transmit an electronic instruction
to CM computing device 150 directing 1t to associate a
particular label with a component in memory (e.g., the tag
“Programming” with a component used for writing com-
puter programs or code). CM computing device 1350 1s
configured to recerve the mstruction, process the istruction
and update the component entry in memory accordingly. For
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example, CM computing device 150 may first determine
what tags are already associated with the component, com-
pare the mcoming tag with existing tags, determine that
there 1s no duplication, and update a data structure in
memory storing all tags for the component with the newly
associated tag. CM computing device 150 may also transmut
a notification to stakeholder computing device 130 commu-
nicating that the tag has been associated, causing a display
on stakeholder computing device 130 to display the notifi-

cation and update any associated dashboard, report, or the
like.

CM computing device 150 1s also configured to program-
matically update a status for a component, given specific
inputs. For example, stakeholder computing device 130 will
provide a number of component 1dentifiers and specific dates
by which each component i1s to move from one status to the
next. Stakeholder computing device 130 will also provide a
usage level (e.g., how many users use each component), and
a rating (e.g., four stars out of five). For example, stake-
holder computing device 130 may communicate that Com-
ponents A and B, which perform similar functions, are
scheduled to move to the status “Retiring” in the year 2016.
However, component A has a higher usage level (more
users) and higher rating (more stars out of five) than com-
ponent B. Accordingly, absent a specific date in 2016 being
provided, CM computing device 150 1s configured to move
Component B into the “Retiring” status sooner than Com-
ponent A since Component A 1s more preferable. In one
embodiment, CM computing device 150 executes computer-
readable 1nstructions that—given a numeric year, usage
level, rating, and expected status as input arguments—{ior
two or more components will provide a specific calendar
date by which each component should be moved 1nto that
status.

Alternatively, where specific dates are provided, CM
computing device 150 1s configured to assign each date to a
component entry in memory and associate 1t with a particu-
lar status. CM computing device 150 continuously monitors
the current date and updates a component’s status as a
milestone date (e.g., when a component 1s to be moved from
“Retiring” mto “Avoid”) arrives. In one embodiment, once
a component reaches status “Avoid” CM computing device
150 ends status updating processes for that component, since
the component 1s potentially no longer in use. In another
embodiment, CM computing device 150 1s configured to
periodically contact a user or stakeholder for the component
marked “Avoid” to request status updates or suggest
archiving or deletion of the component data entry.

CM computing device 150 1s also configured to provide
instructions to stakeholders on when and why to alter the
usage ol a component. For example, vendor computing
device 114 may send CM computing device 150 an alert
regarding a computer component which states that the
computer component 1s vulnerable to a certain computer
VIrus.

CM computing device 150 1s also configured to transmit
lifecycle data to stakeholder computing device 130. In one
embodiment, such transmission may take the form of
reports, alerts, or other periodic communications. In another
embodiment, users of stakeholder computing device 130
may also query CM computing device 150 using a portiolio
display (described below) to review the status of each
component. In yet another embodiment, CM computing
device 150 may format and display lifecycle data as a
dashboard for quick review by a user of stakeholder com-
puting device 130.
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In one embodiment, CH computing devices 111 are com-
municatively coupled to one or more vendor computing
devices 114. Vendor computing device 114 may transmit
updates to components hosted on CH computing devices
111. Updates may include patches, fixes, upgrades, or the
like. Alternatively, CM computing device 150 may receive
updates from vendor computing devices 114 and deploy to
CH computing devices 111 as necessary.

Database 120 may include a single database having
separated sections or partitions or may include multiple
databases, each being separate from each other. Database
120 may store component data for each component used by
the organization that operates CM computing device 150.
Component data may include data regarding a component’s
status/lifecycle classification, version, installation date,
update dates, or the like. Database 120 may store component
license data, user data (e.g., the departments or teams that
use a component), domain data, stakeholder data, compo-
nent version data, or the like. Database 120 may also store
stakeholder instructions, updates, queries, version updates or
the like. Database 120 may also store tagging data (e.g.,
where a stakeholder tags a component with a specific label).
Database 120 may also store patches, fixes, update sched-
ules, and other update data received from component ven-
dors. Database 120 may also store component maintenance
data (e.g., component health checks, data integrity checks,
or the like). Database 120 may also store report data (e.g.,
periodic reports CM computing device 150 may provide to
various stakeholders regarding particular components).
Database 120 may also store various algorithms that are
used to programmatically update a component’s status or
lifecycle classification. Database 120 may also store a vari-
ety of template views for stakeholders, based on predefined
preferences or usage history (e.g., components by domain,
all retired components, components that require urgent
patches, etc.).

In the example embodiment, CM computing device 150
does not consist of generic computer hardware, nor does 1t
require merely generic computer instructions to perform the
above functions. Rather, CM computing device 150 1s a
specially designed and customized computer device built to
perform the specific function of managing and monitoring a
component throughout its entire lifecycle by receiving
inputs from other computing devices (stakeholder comput-
ing devices, vendor computing devices, component host
computing devices etc.), processing those inputs, and gen-
erating outputs (e.g., updated lifecycle data) that are trans-
mitted to other computing devices.

FIG. 2 illustrates an example configuration of a user
system operated by a user, such as a stakeholder for a
component. User system 202 may include, but 1s not limited
to, stakeholder computing device 130. In the example
embodiment, user system 202 includes a processor 205 for
executing 1nstructions. In some embodiments, executable
instructions are stored 1n a memory area 210. Processor 205
may include one or more processing units, for example, a
multi-core configuration. Memory area 210 1s any device
allowing information such as executable instructions and/or
written works to be stored and retrieved. Memory area 210
may include one or more computer readable media.

User system 202 also includes at least one media output
component 215 for presenting information to user 201.
Media output component 2135 1s any component capable of
conveying information to user 201. For example, media
output component 215 may be a display component config-
ured to display component lifecycle data in the form of
reports, dashboards, communications, or the like. In some
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embodiments, media output component 215 includes an
output adapter such as a video adapter and/or an audio
adapter. An output adapter 1s operatively coupled to proces-
sor 205 and operatively connectable to an output device such
as a display device, a liquid crystal display (LCD), organic
light emitting diode (OLED) display, or “electronic ink™
display, or an audio output device, a speaker or headphones.

In some embodiments, user system 202 includes an input
device 220 for recerving input from user 201. Input device
220 may include, for example, a keyboard, a pointing
device, a mouse, a stylus, a touch sensitive panel, a touch
pad, a touch screen, a gyroscope, an accelerometer, a posi-
tion detector, or an audio iput device. A single component
such as a touch screen may function as both an output device
ol media output component 215 and mput device 220. User
system 202 may also include a communication interface
225, which 1s communicatively connectable to a remote
device such as server CM system 112. Communication
interface 225 may include, for example, a wired or wireless
network adapter or a wireless data transceiver for use with
a mobile phone network, Global System for Mobile com-
munications (GSM), 3G, or other mobile data network or
Worldwide Interoperability for Microwave Access (WI-
MAX).

Stored 1n memory area 210 are, for example, computer
readable 1nstructions for providing a user interface to user
201 via media output component 215 and, optionally, rece1v-
ing and processing input from input device 220. A user
interface may include, among other possibilities, a web
browser and client application. Web browsers enable users,
such as user 201, to display and interact with media and
other mformation typically embedded on a web page or a
web site from server CM system 112. A client application
allows user 201 to interact with a server application from
server CM system 112.

FIG. 3 illustrates an example configuration of a server
system 301 such as the CM system 112 shown 1n FIG. 1 that
includes CM computing device 150. Server system 301 may
include, but 1s not limited to, database server 116 or CM
computing device 150 (shown 1n FIG. 1). In some embodi-
ments, server system 301 1s similar to CM system 112
(shown 1n FIG. 1).

Server system 301 includes a processor 303 for executing
instructions. Instructions may be stored 1n a memory area
310, for example. Processor 305 may include one or more
processing units (e.g., in a multi-core configuration) for

executing instructions. The instructions may be executed
within a variety of different operating systems on the server
system 301, such as UNIX, LINUX, Microsoit Windows®,
ctc. More specifically, the instructions may cause various
data manipulations on data stored in storage 134 (e.g.,
create, read, update, and delete procedures). It should also be
appreciated that upon 1mtiation of a computer-based
method, various instructions may be executed during ini-
tialization. Some operations may be required in order to
perform one or more processes described herein, while other
operations may be more general and/or specific to a par-
ticular programming language (e.g., C, C#, C++, Java, or
other suitable programming languages, etc.).

Processor 305 1s operatively coupled to a communication
interface 315 such that server system 301 1s capable of
communicating with a remote device such as a user system
or another server system 301. For example, communication
interface 315 may receive communications from vendor
computing devices 114 via the Internet, as illustrated 1n FIG.

1.
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Processor 305 may also be operatively coupled to a
storage device 134. Storage device 134 1s any computer-
operated hardware suitable for storing and/or retrieving data.
In some embodiments, storage device 134 1s integrated 1n
server system 301. In other embodiments, storage device
134 1s external to server system 301 and 1s similar to
database 120 (shown 1n FIG. 1). For example, server system
301 may include one or more hard disk drives as storage
device 134. In other embodiments, storage device 134 1is
external to server system 301 and may be accessed by a
plurality of server systems 301. For example, storage device
134 may include multiple storage units such as hard disks or
solid state disks in a redundant array of mexpensive disks
(RAID) configuration. Storage device 134 may include a
storage area network (SAN) and/or a network attached
storage (NAS) system.

In some embodiments, processor 305 1s operatively
coupled to storage device 134 via a storage interface 320.
Storage interface 320 1s any component capable of providing
processor 305 with access to storage device 134. Storage

interface 320 may include, for example, an Advanced Tech-
nology Attachment (ATA) adapter, a Serial ATA (SATA)
adapter, a Small Computer System Interface (SCSI) adapter,
a RAID controller, a SAN adapter, a network adapter, and/or
any component providing processor 305 with access to
storage device 134.

Memory area 310 may include, but are not limited to,
random access memory (RAM) such as dynamic RAM
(DRAM) or static RAM (SRAM), read-only memory
(ROM), erasable programmable read-only memory
(EPROM), clectrically erasable programmable read-only
memory (EEPROM), and non-volatile RAM (NVRAM).
The above memory types are exemplary only, and are thus
not limiting as to the types of memory usable for storage of
a computer program.

FIG. 4 shows an example display configuration 400 of
component data as processed and displayed by CM com-
puting device 150 (shown 1n FIG. 1). In one embodiment,
CM computing device 150 1s configured to cause one or
more display devices (e.g., associated with stakeholder
computing device 130 shown i FIG. 1) to show display
configuration 400.

In one embodiment, display configuration 400 represents
all components within a particular domain. CM computing
device 150 1s configured to render domain selector 401 on
display configuration 400. Domain selector 401 may be a
dropdown list, option selector, picker, real-time search
prompt, freeform text box, list of domains selectable via
checkboxes or radio buttons, or any type of interactive
control enabling a user of stakeholder device 130 to select a
domain to view components therein. In one embodiment,
when a user selects a domain titled “Data Services” using
domain selector 401. In response to the selection, CM
computing device 150 causes lifecycle data for Component
A, Component B, and Component C to be displayed via
display configuration 400.

As shown 1n FIG. 4, lifecycle data 1s denoted using a
plurality of data labels 406. Also shown 1s component list
410, version list 412, lifecycle dates 414, and lifecycle
indicators 416. In one embodiment, lifecycle indicators 416
take the form of colored bricks (represented 1n FIG. 4 as the
color names). In other embodiments, lifecycle indicators
may be represented by the actual status (e.g., Emerging,
Preferred, etc.), numbers, symbols, other alphanumeric char-
acters, sliding scales, stars out of five, or any other symbolic
display scheme enabling a user to understand the status of a
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component. A legend or key (not shown) may be displayed
to assist the user to further interpret litecycle indicators 416.

For purposes of illustration, 1t 1s assumed that the current
date of the display 1s 9/1/2015. Accordingly, and in an
example embodiment, CM computing device 150 1s config-
ured to display that Component A has version 3.0, was in
Emerging status as of 4/1/2015, Preferred status as of

5/1/2013, Supported status as of 6/1/2013, Retired status as
of 7/1/2013, and Avoid status as 0of 8/1/2015. In one embodi-
ment, lifecycle imdicators 416 for Component A are marked
RED, denoting that as of the current date of 9/1/2015 (which
1s aiter the Avoid date of 8/1/20135), Component A remains
in a status of Avoid. By default, CM computing device 150
1s configured to assign the status of Avoid to Component A
for all future years, barring receipt of updated lifecycle data
from stakeholder computing device 130.

Similarly, Component B 1s shown to have version 2.2, and

to be 1n Emerging status as of 4/1/2015, Preferred status as
of 5/1/2015, Supported status as of 5/1/2017, Retired status

as of 7/1/2018, and Avoid status as of 8/1/2019. As of the
current date (9/1/2015), Component B 1s assigned the status
of Preferred. CM computing device 150 1s configured to
display that through 2015, 2016, and 2017, Component B
will remain 1n Preferred status, 1.e., GREEN.

Similarly, Component C 1s shown to have version 1.0, and
to be 1n Emerging status as of 5/1/2014, Preferred status as
of 5/1/2015, Supported status as of 5/1/2016, Retired status
as of 5/1/2017, and Avoid status as of 5/1/2018. As of the
current date (9/1/2015), Component C 1s 1n Preferred status
(shown as GREEN 1n lifecycle indicators 416 for 2015). CM
computing device 150 1s configured to display YELLOW
(Supported) for 2016 and ORANGE (Retiring) for 2017 for
Component C, according to the respective dates on which
status will change.

FIG. 5 shows example display configuration 300 whereby
CM computing device 150 (shown in FIG. 1) 1s configured
to display an overall status of a plurality of domains. As
shown, display configuration 500 includes a plurality of data
labels 504, a domain list 510, component count data 512,
and overall health data 514. In one embodiment, domain list
510 includes a plurality of domains that are part of an
organization, (e.g., Domain A, Domain B, Domain C).
Component count data 512 represents a display of all
components within a domain, organized by status. For
example, Domain A 1s represented to use 2 components with
status Emerging, 11 with status Avoid, 9 with status Retiring,
14 with status Supported, and 99 with status Preferred.

CM computing device 150 1s configured to determine an
overall health idicator for each domain, and display 1t as
part of overall health data 514. In one embodiment, CM
computing device 150 counts only Preferred and Supported
components toward the overall health of a domain. In other
words, the number of Preferred and Supported components
represent a measure of how robust a domain 1s 1n terms of
its use of software and hardware components. In one
embodiment, CM computing device 150 1s configured to
calculate the overall health indicator by calculating a per-
centage of Preferred and Supported components as a share
of the total. Accordingly, for Domain A, overall health
indicator=(99+14)/(99+14+9+11+2)=83.7%.

In another embodiment, CM computing device 150 1s
configured to include components with other statuses (e.g.,
Emerging) as well into the percentage calculation. In yet
another embodiment, CM computing device 150 1s config-
ured to mcorporate component usage levels or rating infor-
mation into the determination of the overall health indicator.
For example, where two domains have identical overall
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health indicators initially according to component counts,
one domain may have a higher overall health indicator
because it has a higher usage level or rating. In one embodi-
ment, CM computing device 150 1s configured to add a
predefined premium to the overall health indicator to reflect
higher component rating. For example, where ratings are at
or below four stars out of five, for all components 1n Domain
A, the premium may be zero. Where a component 1s rated
five stars of five, a weighting of 0.1% may be added to the
overall health indicator for each such component, indicating
that the domain 1s in better health overall due to higher user
satisfaction with the component(s) in use.

FIG. 6 shows an example method by which CM comput-
ing device 150 manages the lifecycle of computer compo-
nents. The CM computing device receives 602, from a
stakeholder computing device, component data for at least
one computer component of the plurality of computer com-
ponents. The CM computing device stores 604 the compo-
nent data in a memory block 1n the memory device. The CM
computing device assigns 606 a lifecycle classification, a
domain, and at least one stakeholder to the at least computer
component by updating the memory block 1in the memory
device. The CM computing device causes 608 the stake-
holder computing device to electronically display an inter-
active dashboard that includes a graphical representation of
the at least one computer component. The CM computing
device prompts 610 a stakeholder to update a component
utilization scheme for the at least one computer component,
by electronically displaying the graphical representation.

FIG. 7 shows an example configuration of a database 700
within a computing device, along with other related com-
puting components, that may be used to manage the lifecycle
of computer components. In some embodiments, computing
device 710 1s similar to CM system 112 (shown 1n FIG. 2).
User 702 (such as a stakeholder for a component) may
access computing device 710 1n order to manage a computer
component. In some embodiments, database 720 1s similar
to database 120 (shown 1n FIG. 2). In the example embodi-
ment, database 720 includes component data 722, stake-
holder data 724, and domain data 726. Component data 722
includes data regarding each component (e.g., component
identifiers, version, status, associated domain, associated
stakeholders, usage levels, ratings, or the like). Stakeholder
data 724 includes data about stakeholders for each compo-
nent (e.g., stakeholder identifiers, stakeholder computing
device 1dentifiers, stakeholder associated domains, permis-
sion data, authorization data, records of updates made by
stakeholders, or the like). Domain data 726 includes com-
ponent lists, components according to status, overall health
data, domain 1dentifiers, responsible stakeholders, or the
like.

Computing device 710 also includes data storage devices
730. Computing device 710 also includes analytics compo-
nent 740 that processes lifecycle data received from various
component host computing devices and from stakeholder
computing devices at least in order to generate display
configurations 400 and 500. Computing device 710 also
includes display component 750 that receives processed
lifecycle data from analytics component 740 and converts 1t
into various formats in order to provide lifecycle data 1n a
format compatible with various different stakeholder com-
puting devices. Computing device 710 also includes com-
munications component 760 which 1s used to communicate
with stakeholder computing devices, vendor computing
devices, and component host computing devices using pre-
defined network protocols such as TCP/IP (Transmission
Control Protocol/Internet Protocol) over the Internet.
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As will be appreciated based on the foregoing specifica-
tion, the above-described embodiments of the disclosure
may be implemented using computer programming or engi-
neering techniques including computer software, firmware,
hardware or any combination or subset thereof, wherein the
technical effect 1s to manage computer components over
their lifecycles 1n an organization. Any such resulting pro-
gram, having computer-readable code means, may be
embodied or provided within one or more computer-read-
able media, thereby making a computer program product,
(1.e., an article of manufacture), according to the discussed
embodiments of the disclosure. The computer-readable
media may be, for example, but 1s not limited to, a fixed
(hard) drive, diskette, optical disk, magnetic tape, semicon-
ductor memory such as read-only memory (ROM), and/or
any transmitting/receiving medium such as the Internet or
other communication network or link. The article of manu-
facture containing the computer code may be made and/or
used by executing the code directly from one medium, by
copying the code from one medium to another medium, or
by transmitting the code over a network.

These computer programs (also known as programs,
software, solftware applications, “apps”, or code) include
machine 1nstructions for a programmable processor, and can
be implemented 1 a high-level procedural and/or object-
ortented programming language, and/or in assembly/ma-
chine language. As used herein, the terms “machine-read-
able medium” “computer-readable medium”™ refers to any
computer program product, apparatus and/or device (e.g.,
magnetic discs, optical disks, memory, Programmable Logic
Devices (PLDs)) used to provide machine instructions and/
or data to a programmable processor, including a machine-
readable medium that recerves machine instructions as a
machine-readable signal. The “machine-readable medium”
and “computer-readable medium,” however, do not include
transitory signals. The term “machine-readable signal”
refers to any signal used to provide machine instructions
and/or data to a programmable processor.

This written description uses examples to disclose the
disclosure, including the best mode, and also to enable any
person skilled 1n the art to practice the disclosure, including,
making and using any devices or systems and performing
any incorporated methods. The patentable scope of the
disclosure 1s defined by the claims, and may include other
examples that occur to those skilled 1n the art. Such other
examples are intended to be within the scope of the claims
if they have structural elements that do not differ from the
literal language of the claims, or 1f they include equivalent
structural elements with nsubstantial differences from the
literal languages of the claims.

What 1s claimed 1s:

1. A computer-based method for managing a plurality of
computer components in an organization, the method imple-
mented using a Component Manager (CM) computing
device, wherein the CM computing device comprises a
processor 1 communication with a memory device, the
method comprising:

receiving, by the CM computing device, from a stake-

holder computing device, component data for at least
one computer component of the plurality of computer
components;

storing, by the CM computing device, the component data

in a memory block in the memory device;

assigning, by the CM computing device, a first lifecycle

classification, a domain, and at least one stakeholder to
the at least one computer component by updating the
memory block 1n the memory device, wherein the first
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lifecycle classification 1s one of a plurality of lifestyle
classifications, and wherein each lifestyle classification
represents a status of the at least one computer com-
ponent defined by an age of the component, a nature of
usage of the component, and an availability of alterna-
tive or newer versions of the component;

automatically updating the memory block 1n the memory
device by applying a lifecycle model stored within the
memory device, the lifecycle model updating the life-
style classification assigned to the at least one computer
component from the first lifecycle classification to a
second lifecycle classification of the plurality of life-
cycle classifications;

causing, by the CM computing device, the stakeholder

computing device to electronically display an interac-
tive dashboard that includes a graphical representation
of the at least one computer component 1including the
update from the first lifecycle classification to the
second lifecycle classification;

prompting, by the CM computing device, the at least one

stakeholder to further update the memory block for the
at least one computer component, by electronically
displaying the graphical representation;
determining, by the CM computing device, at least one
future lifecycle transition date for the at least one
computer component, wherein the at least one future
lifecycle transition date includes at least a first future
lifecycle transition date when the at least one compo-
nent should be updated from the second lifecycle
classification to a third lifecycle classification; and

causing, by the CM computing device, a lifecycle report
to be displayed, wherein the lifecycle report includes a
lifecycle status for the at least one component over a
specified future period of time, the lifecycle status
including the at least one future lifecycle transition
date, wherein the method facilitates one or more of 1)
centrally controlling the plurality of computer compo-
nents, 11) coordinating between disparate computer
systems to direct updates and fixes, 111) resolving data
redundancy 1ssues caused by multiple copies of sofit-
ware being In use, and 1v) decreasing risk of security
breaches.

2. A method 1n accordance with claim 1, wherein receiv-
ing component data comprises receiving at least one coms-
ponent attribute for the at least one computer component,
and wherein the at least one component attribute includes at
least one of a component name, component description,
component source, component version, component domain,
component category, restrictions on component use, associ-
ated licenses, and at least one date at which the at least one
computer component 15 to be assigned the second lifecycle
classification.

3. A method 1n accordance with claim 1, wherein auto-
matically updating the memory block in the memory device
by applving a lifecycle model further comprises applying the
lifecycle model to the component data stored 1n the memory
block for the at least one component and assigning the
second lifecycle classification to the at least one computer
component when a predefined time period 1s reached,
wherein the lifecycle model 1includes at least one predefined
time period associated with a domain and a lifecycle clas-
sification such that, when the predefined time period passes
for a computer component having said domain and said
lifecycle classification, the lifecycle model causes said life-
cycle classification for the computer component to be
updated.
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4. A method 1n accordance with claim 1, wherein assign-
ing the first lifecycle classification includes assigning at least
one of an emerging lifecycle classification, a supported
lifecycle classification, a preferred lifecycle classification,
an avoidance lifecycle classification, and a retirement life-
cycle classification to the at least one computer component.

5. A method 1n accordance with claim 1, further compris-
ing organizing the plurality of computer components by
lifecycle classification, including calculating a sum of com-
puter components assigned to each lifecycle classification,
and causing a second dashboard to be displayed on the
stakeholder computing device including the calculated sum
of computer components assigned to each lifecycle classi-
fication.

6. A method 1 accordance with claim 1, further compris-
ng:

determining an operational health indicator for a selected

domain by determiming a percentage of the plurality of
computer components for the selected domain that are
assigned to a preferred lifecycle classification and a
supported lifecycle classification; and

causing the stakeholder computing device to display

another iteractive dashboard including the operational
health indicator for the selected domain.
7. A system for managing a plurality of computer com-
ponents 1n an organization, the system comprising:
a database configured to store component data; and
a component manager (CM) computing device configured
to be coupled to the database and comprising a pro-
cessor, the CM computing device further configured to:

receive, from a stakeholder computing device, component
data for at least one computer component of the plu-
rality of computer components;

store the component data n a memory block 1n the

database:
assign a first lifecycle classification, a domain, and at least
one stakeholder to the at least one computer component
by updating the memory block in the database, wherein
the first lifecycle classification 1s one of a plurality of
lifestyle classifications, and wherein each lifestyle clas-
sification represents a status of the at least one com-
puter component defined by an age of the component,
a nature of usage of the component, and an availability
of alternative or newer versions of the component;

automatically update the memory block 1n database by
applying a lifecycle model stored within the database,
the lifecycle model updating the lifestyle classification
assigned to the at least one computer component from
the first lifecycle classification to a second lifecycle
classification of the plurality of lifecycle classifica-
tions;
cause the stakeholder computing device to electronically
display an interactive dashboard that includes a graphi-
cal representation of the at least one computer compo-
nent including the update from the first lifecycle clas-
sification to the second lifecycle classification;

prompt the at least one stakeholder to further update the
memory block for the at least one computer compo-
nent, by electronically displaying the graphical repre-
sentation;

determine at least one future lifecycle transition date for

the at least one computer component, wherein the at
least one future lifecycle transition date includes at
least a first future lifecycle transition date when the at
least one component should be updated from the sec-
ond lifecycle classification to a third lifecycle classifi-
cation; and
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cause a lifecycle report to be displayed, wherein the
lifecycle report includes a lifecycle status for the at
least one component over a specified future period of
time, the lifecycle status including the at least one
future lifecycle transition date, wherein the system
facilitates one or more of 1) centrally controlling the
plurality of computer components, 11) coordinating
between disparate computer systems to direct updates
and fixes, 111) resolving data redundancy issues caused
by multiple copies of software being in use, and 1v)
decreasing risk of security breaches.

8. A system i1n accordance with claim 7, wherein, to
receive component data, the CM computing device 1s further
configured to receive at least one component attribute for the
at least one computer component.

9. A system 1 accordance with claim 8, wherein the at
least one component attribute includes at least one of a
component name, component description, component
source, component version, component domain, component
category, restrictions on component use, associated licenses,
and at least one date at which the at least one computer
component 1s to be assigned the second lifecycle classifica-
tion.

10. A system 1n accordance with claim 7, wherein, to
automatically update the memory block in the database, the
CM computing device 1s further configured to apply a
lifecycle model by applying the lifecycle model to the
component data stored 1n the memory block for the at least
one component and assign the second lifecycle classification
to the at least one computer component when a predefined
time period 1s reached, wherein the lifecycle model includes
at least one predefined time period associated with a domain
and a lifecycle classification such that, when the predefined
time period passes for a computer component having said
domain and said lifecycle classification, the lifecycle model
causes said lifecycle classification for the computer compo-
nent to be updated.

11. A system 1n accordance with claim 7, wherein, to
assign the first lifecycle classification, the CM computing
device 1s further configured to assign at least one of an
emerging lifecycle classification, a supported lifecycle clas-
sification, a preferred lifecycle classification, an avoidance
lifecycle classification, and a retirement lifecycle classifica-
tion to the at least one computer component.

12. A system 1n accordance with claim 7, wherein the CM
computing device 1s further configured to organize the
plurality of computer components by component attribute,
including calculating a sum of computer components
assigned to each lifecycle classification, and to cause a
second dashboard to be displayed on the stakeholder com-
puting device including the calculated sum of computer
components assigned to each lifecycle classification.

13. A system 1n accordance with claim 7, wherein the CM
computing device 1s further configured to:

determine an operational health indicator for a selected

domain, by determining a percentage of the plurality of
computer components for the selected domain that are
assigned to a preferred lifecycle classification and a
supported lifecycle classification; and

cause the stakeholder computing device to display another

interactive dashboard including the operational health
indicator for the selected domain.

14. A non-transitory computer readable medium that
includes computer executable instructions for managing a
plurality of computer components i1n an organization,
wherein when executed by a Component Manager (CM)
computing device comprising a processor i communication
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with a memory device, the computer executable instructions
cause the CM computing device to:
receive, from a stakeholder computing device, component
data for at least one computer component of the plu-
rality of computer components;
store the component data 1n the memory device;
assign a first lifecycle classification, a domain, and at least
one stakeholder to the at least one computer component
by updating the memory block 1n the memory device,
wherein the first lifecycle classification 1s one of a
plurality of lifestyle classifications, and wherein each
lifestyle classification represents a status of the at least
one computer component defined by an age of the
component, a nature of usage of the component, and an
availability of alternative or newer versions of the
component;
automatically update the memory block in the memory
device by applying a lifecycle model stored within the
memory device, the lifecycle model updating the life-
style classification assigned to the at least one computer
component from the first lifecycle classification to a
second lifecycle classification of the plurality of life-
cycle classification;
cause the stakeholder computing device to electronically
display an interactive dashboard that includes a graphi-
cal representation of the at least one computer compo-
nent including the update from the first lifecycle clas-
sification to the second lifecycle classification;
prompt the at least one stakeholder to further update the
memory block for the at least one computer compo-
nent, by electronically displaying the graphical repre-
sentation;
determine at least one future lifecycle transition date for
the at least one computer component, wherein the at
least one future lifecycle transition date includes at
least a first future lifecycle transition date when the at
least one component should be undated from the sec-
ond lifecycle classification to a third lifecycle classifi-
cation; and
cause a lifecycle report to be displayed, wheremn the
lifecycle report includes a lifecycle status for the at
least one component over a specified future period of
time, the lifecycle status including the at least one
future lifecycle transition date, wherein the non-tran-
sitory computer readable medium facilitates one or
more of 1) centrally controlling the plurality of com-
puter components, 1) coordinating between disparate
computer systems to direct updates and fixes, 111)
resolving data redundancy issues caused by multiple
copies of soltware being 1n use, and 1v) decreasing risk
ol security breaches.
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15. A non-transitory computer readable medium 1n accor-
dance with claam 14, wherein the computer-executable
istructions cause the CM computing device to receive at
least one component attribute for the at least one computer
component.

16. A non-transitory computer readable medium 1n accor-
dance with claim 15, wherein the at least one component
attribute includes at least one of a component name, com-
ponent description, component source, component version,
component domain, component category, restrictions on
component use, associated licenses, and at least one date at
which the at least one computer component 1s to be assigned
the second lifecycle classification.

17. A non-transitory computer readable medium in accor-
dance with claim 14, wherein, to automatically update the
memory block 1n the memory device by applying a lifecycle
model, the computer-executable mnstructions cause the CM
computing device to apply the lifecycle model to the com-
ponent data stored 1n the memory block for the at least one
component and assign the second lifecycle classification to
the at least one computer component when a predefined time
period 1s reached, wherein the lifecycle model includes at
least one predefined time period associated with a domain
and a lifecycle classification such that, when the predefined
time period passes for a computer component having said
domain and said lifecycle classification, the lifecycle model
causes said lifecycle classification for the computer compo-
nent to be updated.

18. A non-transitory computer readable medium in accor-
dance with claam 14, wherein the computer-executable
instructions cause the CM computing device to organize the
plurality of computer components by component attribute,
including causing the CM computing device to calculate a
sum of computer components assigned to each lifecycle
classification, and to cause a second dashboard to be dis-
played on the stakeholder computing device including the
calculated sum of computer components assigned to each
lifecycle classification.

19. A non-transitory computer readable medium in accor-
dance with claam 14, wherein the computer-executable
istructions cause the CM computing device to:

determine an operational health indicator for a selected

domain, further causing the CM computing device to
determine a percentage of the plurality of computer
components for the selected domain that are assigned to
a preferred lifecycle classification and a supported
lifecycle classification; and

cause the stakeholder computing device to display another

interactive dashboard including the operational health
indicator for the selected domain.

¥ ¥ H ¥ H



UNITED STATES PATENT AND TRADEMARK OFFICE
CERTIFICATE OF CORRECTION

APPLICATION NO. . 14/965407
DATED : March 13, 2018
INVENTORC(S) . Jettrey Scott Smith
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