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(57) ABSTRACT

A memory control device includes a control unit that per-
forms data write/read control on a nonvolatile memory
having at least a first area and a second area. In a case where
writing sets of data into the first area, the control umt
temporarily writes the sets of data into the second area. In a
case where copying the respective sets of data written into
the second area 1nto the first area, the control unit sets a flag
indicating whether the copying of the sets of data into the
first area has been completed.
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FIG. 3
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FIG. 5
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FIG. 6
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FIG. 9
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MEMORY CONTROL DEVICE, MEMORY
DEVICE, AND MEMORY CONTROL
METHOD

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a U.S. National Phase of International
Patent Application No. PCT/IP2015/002168 filed on Apr.
21, 20135, which claims priornty benelfit of Japanese Patent
Apphcatlon No. JP 2014-095925 filed 1in the Japan Patent
Oflice on May 7, 2014. Each of the above-referenced
applications 1s hereby incorporated herein by reference 1n 1ts
entirety.

TECHNICAL FIELD

The present disclosure relates to a memory control device,
a memory device, and a memory control method.

BACKGROUND ART

Studies on nonvolatile memories (nonvolatile random
access memories (NVRAM)) that can be randomly accessed
and can be rewritten with data are being actively made.
Suggested examples of nonvolatile memories include mag-
netic random access memories (MRAMs) including spin
transistor torque (STT)-RAMs, phase change memories
(PCMs), and resistive random access memories (ReRAMs).
Some of these memories are disclosed 1n Patent Document
1 shown below. MRAMSs, PCMs, ReRAMs, and the like can
achieve high degrees of integration, and have high rewrite
speeds. In view of this, MRAMs, PCMs, ReRAMs, and the
like are expected to be used as main storages to replace static
random access memories (SRAMs) and dynamic random
access memories (DRAMs).

CITATION LIST
Patent Document

Patent Document 1: JP 4956922 B2

SUMMARY OF THE INVENTION

Problems to be Solved by the Invention

Meanwhile, where a nonvolatile memory 1s used, power
cutoll not intended by the user sometimes occurs due to an
clectric power failure or an incorrect operation. Even 1n a
case where unintended power cutofl has occurred, informa-
tion (data) consistency 1s preferably maintained in the non-
volatile memory before and after the power cutofl.

One object of the present disclosure 1s to provide a
memory control device, a memory device, and a memory
control method that can maintain data consmtency in a
nonvolatile memory before and after power cutofl, even in
a case where unintended power cutofl has occurred, for
example.

Solutions to Problems

To solve the above problems, the present disclosure
relates to, for example,

a memory control device that includes a control unit that
performs data write/read control on a nonvolatile memory
having at least a first area and a second area,
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wherein:

when writing sets of data into the first area, the control
unit temporarily writes the sets of data into the second area;
and,

when copying the respective sets of data written into the
second area into the first area, the control unit sets a flag
indicating whether the copying of the sets of data mto the
first area has been completed.

The present disclosure relates to, for example,

a memory control device that includes a control unit that
performs data write/read control on a nonvolatile memory
having at least a first area and a second area,

wherein, when a first flag has been set at a time of
activation of a power supply, the control umt copies data
having a second flag set therefor into the first area, the data
being of data stored in the second area.

The present disclosure relates to, for example,

a memory device that includes:

a nonvolatile memory having at least a first area and a
second area; and

a control unit that performs data write/read control on the
nonvolatile memory,

wherein:

when writing sets of data into the first area, the control
umt temporarily writes the sets of data into the second area,
and,

when copying the respective sets of data written into the
second area into the first area, the control unit sets a flag
indicating whether the copying of the sets of data into the
first area has been completed.

The present disclosure relates to, for example,

a memory device that includes:

a nonvolatile memory having at least a first area and a
second area; and

a control unit that performs data write/read control on the
nonvolatile memory,

wherein, when a first flag has been set at a time of
activation of a power supply, the control unit copies data
having a second flag set therefor into the first area, the data
being of data stored in the second area.

The present disclosure relates to, for example,

a memory control method implemented by a control unit
that performs data write/read control on a nonvolatile
memory having at least a first area and a second area,

the memory control method including:

temporarily writing sets of data into the second area, when
writing the sets of data into the first area; and,

setting a flag indicating whether copying of the sets of
data into the first area has been completed, when copying the
respective sets of data written into the second area into the
first area.

The present disclosure relates to, for example,

a memory control method implemented by a control unit
that performs data write/read control on a nonvolatile
memory having at least a first area and a second area,

the memory control method including,

when a first flag has been set at a time of activation of a
power supply, copying data having a second flag set therefor
into the first area, the data being of data stored 1n the second
area.

‘ects of the Invention

[T]

According to at least one embodiment, data consistency 1n
a nonvolatile memory can be maintained before and after
power cutoll, even in a case where unintended power cutoil
has occurred. It should be noted that the eflects of the present
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technology are not limited to the eflects described herein,
and may include any of the effects described 1n the present
disclosure. Also, the contents of the present disclosure
should not be interpreted 1n a restrictive manner on the basis
of the effects described as example eflects herein.

BRIEF DESCRIPTION OF DRAWINGS

FIGS. 1A, 1B, and 1C are diagrams for explaining an
example where data consistency 1s not maintained.

FIG. 2 1s a block diagram for explaimng an example
configuration of a memory device according to an embodi-
ment of the present disclosure.

FIG. 3 1s a diagram for explaiming an example of the
logical configuration of a main storage (a nonvolatile
memory) according to the embodiment of the present dis-
closure.

FIG. 4 1s a sequence chart for explaining an example of
a process sequence according to the embodiment of the
present disclosure.

FIG. 5 1s a diagram for explaining an example of the
logical configuration of the main storage (nonvolatile
memory) before a commit process 1s performed.

FIG. 6 1s a diagram for explaiming an example of the
logical configuration of the main storage (nonvolatile
memory) during a commit process.

FIG. 7 1s a flowchart for explaining an example of a
process sequence aiter the power supply 1s reactivated
according to the embodiment of the present disclosure.

FIG. 8 1s a block diagram for explaiming an example
configuration of a memory device according to a modifica-
tion.

FIG. 9 1s a sequence chart for explaining an example of
a process sequence according to the modification.

MODES FOR CARRYING OUT TH.
INVENTION

L1l

The following 1s a description of an embodiment of the
present disclosure, with reference to the drawings. It should
be noted that explanation will be made in the following
order.

<1. Embodiment>

<2. Modification>

The embodiment and the like described below are pre-
terred specific examples of the present disclosure, and the
contents of the present disclosure are not limited to the
embodiment and the like.

1. Embodiment

In an information processing system, a DRAM or the like
1s used as the main storage (work memory) of the central
processing unit (CPU) (also referred to as the processor or
the like 1n some cases). This DRAM 1s normally a volatile
memory, and the data stored in the DRAM disappears when
the power supply 1s stopped.

Meanwhile, nonvolatile memories are also used as main
storages these days. Nonvolatile memories are roughly clas-
sified 1nto flash memories compatible with large-size data
access, and nonvolatile random access memories capable of
high-speed random access to small-size data. Examples of
flash memories include NAND flash memories. Meanwhile,
examples of nonvolatile random access memories 1nclude
the above described MRAMs, PCM, and ReRAMs.

In an embodiment of the present disclosure, a nonvolatile
memory 1s used as the main storage. Not to mention the
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above described example kinds of nonvolatile memories,
some other nonvolatile memory can be used 1n the embodi-
ment of the present disclosure. Where a nonvolatile memory
1s used as the main storage, the information stored before the
power supply 1s cut off remains 1n the nonvolatile memory,
and accordingly, there 1s no need to reconstruct or reload the
information after the power supply 1s reactivated. Thus, the
activation process can be performed at a higher speed, and
the suspended application can be resumed from the state in
which the application was before the cutofl of the power

supply.

However, 1f the power supply 1s unintentionally cut off
during a process being performed on a nonvolatile memory,
such as a rewrite process, the state of the memory cells of the
nonvolatile memory becomes unstable, resulting in data
destruction. A capacitor or a battery 1s provided in the
system so as to supply enough power to appropriately end
the rewrite process on the nonvolatile memory even 1f the
power supply 1s unintentionally cut ofl. Thus, data destruc-
tion can be prevented. However, it 1s diflicult to provide a
capacitor or a battery particularly 1in a small-sized memory
device, due to physical restrictions.

Meanwhile, the number of bits 1n a memory that can be
rewritten with a single write request from the CPU 1s limited
by the memory specification, for example. Therefore, even
though the data to be rewritten with a single rewrite request
1s protected from unintended power cutoil, the data structure
of the nonvolatile memory becomes inconsistent when the
power supply 1s cut ofl during a process that becomes valid
with more than one rewrite request. As a result, inconve-
nience might be caused, such as an incorrect operation of the
system after the power supply 1s reactivated.

Referring to FIGS. 1A through 1C, this problem 1s
described 1n detail. FIGS. 1A, 1B, and 1C schematically
show a list structure (a unidirectional list) that 1s an example
of a data structure. In the list structure, an information
portion including a data portion and a pointer portion 1s
called anode. The data portion 1s actual data, and the pointer
portion 1ndicates the next data.

As shown 1n FIG. 1A, 1n an 1nitial state, a node N and a
node M are associated with each other (step ST0). Here, a
process of adding a node L between the node N and the node
M 1s discussed. In this case, a rewrite process 1s performed
so that the pointer of the node N indicates the address of the
node L, as shown 1n FIG. 1B (step ST1). Next, a rewrite
process 1s performed so that the pointer of the node L
indicates the address of the node M, as shown in FIG. 1C
(step ST2). In this manner, a rewrite process 1s performed
twice to add a node to the data structure of a unidirectional
list, for example. These two rewrite processes are equivalent
to one process 1n a program that becomes valid only when
cach of the processes ends properly.

Specifically, during the processes, the power supply 1s
unmintentionally cut off between the process 1n step ST1 and
the process 1n step ST2, for example. In this case, the state
at the time of reintroduction of the power supply 1s the state
shown 1n FIG. 1B. That 1s, the node L. and the node M are
not associated with each other, and the link structure that 1s
the data structure of the list structure becomes improper.

As described above, when the power supply 1s uninten-
tionally cut off during processes (write processes, for
example), data consistency might not be maintained. In the
description below, an embodiment of the present disclosure
that has been developed in view of the above problem will
be described. It should be noted that although FIGS. 1A

through 1C show an example of a unidirectional list for ease
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of understanding, the data structures that can be used 1n the
embodiment of the present disclosure are not limited to that.

It should be noted that 1n the description below, a series
of rewrites that become valid when the memory 1s rewritten
more than once, for example, will be referred to as a
“transaction”. Also, retlecting a rewrite during a transaction
in the memory will be referred to as a “commit”. In the
example shown in FIGS. 1A through 1C, the series of
rewrite processes performed through the processes in steps
ST1 and ST2 started from the state in step ST0 are equiva-
lent to a transaction process. When the results of the
processes 1n steps ST1 and ST2 are retlected 1n the memory
and are confirmed, a commit 1s performed. Unintended
power cutoll might occur during a transaction process or a
commiut.

|[Example Configuration of a Memory Device]

FIG. 2 shows an example of an mformation processing
system 1 including a memory device according to an
embodiment of the present disclosure. The information
processing system 1 1includes a host device 10 and a memory
device 100, for example. The host device 10 1s a personal
computer, an 1imaging device, a portable electronic device
such as a portable telephone or a smartphone, or the like. The
memory device 100 1s a so-called memory card of a portable
type, for example. The memory device 100 can be detach-
ably attached to the host device 10, for example.

Data and commands are exchanged between the host
device 10 and the memory device 100. Also, power 1is
supplied from the host device 10 to the memory device 100
while the memory device 100 1s connected to the host device
10. The memory device 100 operates, with 1ts power being
supplied from the host device 10. Therefore, when the
memory device 100 1s detached from the host device 10, or
the power supply from the host device 10 stops, the opera-
tion of the memory device 100 stops. It should be noted that
the host device 10 and the memory device 100 can be
mechanically attached to and detached from each other, but
the present technology 1s not limited to that. The host device
10 and the memory device 100 may be connected (pairing)
by a predetermined wireless scheme so that data, electrical
power, and the like can be wirelessly exchanged. The
memory device 100 may also include an energy storage
clement, such as a capacitor or a battery.

The memory device 100 includes a memory controller
101, a main storage 102, an external interface (input output
(1/0)) 103, a buller RAM 104, and a nonvolatile memory
denoted by reference numeral 105, for example. The

memory controller 101 1s connected to both the main storage
102 and the bufler RAM 104. The buffer RAM 104 1s

connected to both the external interface 103 and the non-
volatile memory.

The memory controller 101 performs control on the
respective components of the memory device 100. Specifi-
cally, the memory controller 101 interprets a command
received by the external mterface 103 from the external host
device 10, performs data write/read control on the nonvola-
tile memory in accordance with a command, and generates
various kinds of management information for managing the
data recorded 1n the nonvolatile memory, for example. The
memory controller 101 further performs an ECC error
correction process or the like in generating, adding, or
reading error correction code (ECC) data when data 1s
written 1nto the nonvolatile memory. The memory controller
101 also performs information processing by executing
various kinds of programs. Using a storage area in the main
storage 102 as the work area, the memory controller 101
executes a program by repeatedly loading or storing data.
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The main storage 102 functions as the main storage for the
memory controller 101. The main storage 102 1s a nonvola-
tile memory (NVRAM), and may be one of the above
described various kinds of nonvolatile memories. The main
storage 102 includes an NVRAM 102q that 1s an area 1n
which data and the like are stored, and an NVRAM con-
troller 10256 that can access the NVRAM 102a and commu-
nicate with the memory controller 101.

The external interface 103 i1s provided to enable trans-
mission and reception of various kinds of data between the
external host device 10 and the memory controller 101. A
command that 1s mput from the host device 10 1s received
via the external interface 103, and data 1s transmitted to and
received from the host device 10 via the external interface
103.

The bufler RAM 104 1s formed with an SRAM that 1s a
volatile memory, for example, and temporarily stores data to
be read from or written into the nonvolatile memory. It
should be noted that although the memory device 100
includes the builer RAM 104 1n the configuration shown 1n
FIG. 2, an external memory device attached to the memory
device 100 may be used as the bufler memory.

The nonvolatile memory 1s formed with NAND flash
memories, for example. A NAND flash memory includes a
memory cell array in which electrically rewritable memory
cells are arranged 1n a matrix fashion. It should be noted that
although three nonvolatile memories are provided in the
example shown i FIG. 2, the present technology 1s not
limited to that. In the description below, the respective
nonvolatile memories will be referred to as a flash memory
105a, a flash memory 1056, and a flash memory 105c¢.
Where there 1s no need to distinguish the respective flash
memories from one another, these flash memories will be
referred to as the flash memories 105.

It should be noted that although not shown 1n the drawing,
the respective flash memories 105 are connected to the
memory controller 101 by signal lines. Each signal line 1s
the signal line for supplying an enable signal to be used in
indicating the data read/write timing to the current flash
memory 105 to be read or written.

Also, a common data line 1s connected to the flash
memories 1035, This data line 1s also connected to the bufler
RAM 104 so that write data can be supplied from the bufler
RAM 104 to the flash memories 105, and read data can be
supplied from the flash memories 105 to the bufler RAM
104.

It should be noted that the configurations of the informa-
tion processing system 1 and the memory device 100 shown
in FIG. 2 are examples, and the present technology 1s not
limited to them. For example, the memory device 100 1s not
necessarily a memory card, and the present disclosure can be
applied to any device that includes a main storage connected
to a CPU. Also, the above described wiring lines in the
memory device 100 are the ones according to the embodi-
ment. In practice, other wiring lines, such as signal lines for
designating read/write addresses, are also provided, but such
wiring lines are not shown in the drawing.

An example of a write operation and an example of a read
operation 1n the information processing system 1 are now
roughly described. Data designated to be written by the host
device 10 1s temporarily stored into the bufler RAM 104 via
the external mterface 103. Under the control of the memory
controller 101, the data stored in the bufter RAM 104 1s
written 1nto a predetermined one of the flash memories 1035
via the data line.

In a case where data written 1n one of the flash memories
105 1s designated to be read by the host device 10, prede-
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termined data 1s read from the flash memory 105 under the
control of the memory controller 101. After temporarily

stored 1nto the buller RAM 104 via the data line, the read

data 1s sent to the host device 10 via the external interface
103 at a predetermined time.

|[Example of the Logical Configuration of the NVRAM]

FIG. 3 shows an example of the logical configuration of
the NVRAM 1024a. In the memory space of the NVRAM
102a, a commit flag area CF, a temporary area (temporary
storage area) TA, and a main area (main storage areca) MA
are set, for example. As the commat tlag area CF, part of the
temporary area TA may be assigned, or part of the main area
MA may be assigned. The main area MA 1s equivalent to an
example of the first area, and the temporary area TA 1is
equivalent to an example of the second area.

A commit flag represented by at least one bit 1s stored 1n
the commit tlag area CF. The temporary area TA has a table
structure that can store entries, for example. In each entry, a
valid flag indicating whether the entry 1s valid, an address
indicating the write destination in the main area MA, and
data main body are stored and associated with one another.
The valid flag 1s represented by one bit, for example.

|[Example Process in the Memory Device]

Referring to the sequence chart shown in FIG. 4, an
example process in the memory device 1s described. The
sequence chart shown 1n FIG. 4 1s a sequence to be executed
between the memory controller 101 and the NVRAM con-
troller 10254. It should be noted that the example described
below 1s an example where the memory controller 101 can
directly access only the main area MA. That 1s, the addresses
to which the memory controller 101 can refer are assigned
only to the main area MA. The temporary area TA and the
commit flag area CF are hidden in the NVRAM 102qa, and
the memory controller 101 cannot directly operate those
areas 1n this example.

In a normal rewrite process, a rewrite request (Store Data)
command 1s transmitted from the memory controller 101 to
the NVRAM controller 10256 (step ST101). In accordance
with the rewrite request command, the NVRAM controller
10256 rewrites the data stored at the designated address with
specified data (step ST102).

In a case where a transaction process 1s to be performed,
the memory controller 101 transmits a transaction start
request (Start Transaction) command to the NVRAM con-
troller 1025. The transaction start request command 1s
received by the NVRAM controller 1025 (step ST103).

A rewrite request command 1s transmitted to the NVRAM
controller 1025 (step ST104). The NVRAM controller 1025,
which has received the transaction start request command,
temporarily stores data, together with address information,
into an entry in the table 1n the temporary area TA, and sets
the valid flag as the process 1n response to the rewrite request
command (step ST105). For example, the valid flag 1s set to
“1”. It should be noted that “1” and “0” in the description
below indicate logical values.

It should be noted that in a case where a read request
(Load Data) command is 1ssued from the memory controller
101, data in the temporary area TA 1s read 1f the data
corresponding to the read request command 1s stored in the
temporary area TA (step ST106 and step ST107). It should
be noted that if the data to be read 1s stored in the main area
MA, however, the NVRAM controller 10254 reads the cor-
responding data from the main area MA.

A rewrite request command 1s again 1ssued to the
NVRAM controller 1025 (step ST108). The NVRAM con-

troller 1026 adds data, together with address information, to
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the entry 1n the table 1n the temporary area TA, and sets the
valid flag (step ST109). For example, the valid flag is set to
“17.

When the transaction process that 1s a series of rewrite
processes ends, the memory controller 101 transmits a
commit request (Commit) command to the NVRAM con-
troller 10256 (step ST110). The NVRAM controller 1025,
which has received the commit request command, sets a
commit tlag. As the commit tlag, “1” 1s set, for example.

The NVRAM controller 10256 then copies the data from
the table 1 the temporary area TA into the main areca MA 1n
accordance with the address information. For example, the
data 1n the respective entries 1s copied into the main area
MA, with each entry or entries stored in the temporary area
TA being a unit. The NVRAM controller 1026 clears the
valid tlags of the entries from which data has been copied.
For example, the valid flag of each entry from which data
has been copied 1s changed from “1” to “0”.

After the data of all the entries 1s copied 1into the main area

MA, the NVRAM controller 10256 clears the commit flag
(step ST111). For example, the commiut tlag 1s changed from
“1” to “0”. That 1s, the commat flag 1s the flag indicating
whether the sets of data having valid flags have been copied
into the main area MA. The process then comes to an end.

FIG. 5 shows an example of the logical configuration of
the NVRAM 1024 prior to a commit. As shown 1n FIG. §,
prior to a commit, the commit flag in the NVRAM 102a 1s
set to <07, for example. It should be noted that the addresses
and the data shown in FIGS. 5 and 6 are hexadecimally
expressed.

Referring now to FIG. 6, a specific example of a commit
process to be performed 1n response to a commit request
command 1s described. As shown in FIG. 6, 1n response to
a commit request command, the commut flag 1s set to *“17, for
example. The commit flag “1” indicates that a commit 1s

being performed.
Data “0x00000000 1s stored at an address “OxA000” 1n

the main area MA. Also, data “OxCC88CC88” 1s stored at an
address “Ox8000”. In the temporary areca TA, data
“OxAAS5AASS” having the address “OxA000” as the write
destination (copy destination) address, and data
“OxFFFFFFFF” having the address “0x8000 as the write
destination address are stored.

The data “OxAAS55AASS” and the data “OxFFFFFFFE”
cach has “1” set as the valid flag. The data “OxFFFFFFFEF”
and the data “OxAAS55AASS” are an example of the data
corresponding to the respective write processes 1n a process
to be made valid by the write processes.

As described above, 1n a commit process, data in the
temporary area TA 1s copied into the area at a predetermined
address 1n the maimn area MA. For example, the data
“OXAASSAASS” 1s copied into the area at the address
“OxA000” 1n the main area MA. That 1s, the data
“Ox00000000” 1s rewritten with the data “OxAAS55AAS5”.
After the rewrite process ends, the valid flag 1s changed from
“1” to “0”.

Likewise, the data “OxFFFFFFFEF” 1s copied into the area
at the address “Ox8000” in the main area MA. That 1s, the
data “OxCC88CC88” 1s rewrntten with the data
“OxFFFFFFFEF”. After the rewrite process ends, the valid
flag 1s cleared, and 1s changed from “1” to “0”. After the

rewrite processes for all the data having “1” as valid flags are
completed, the commut flag 1s cleared, and 1s changed from

& 1 s tO UEO!F?
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|[Example of the Process After Reactivation of the Power

Supply]

FIG. 7 1s a flowchart showing an example of the process
sequence to be executed when the power supply 1s reacti-
vated after unintended power cutoll occurs. The process

described below 1s performed under the control of the

NVRAM controller 1025, for example. The NVRAM con-
troller 1025 1s designed to be able to determine whether the
power supply 1s activated after a proper termination process
1s performed, or whether the power supply 1s activated after
unintended power cutoil occurs, by referring to a command

from the host device 10 or the data stored in the NVRAM
controller 1025.
In step ST201, the NVRAM controller 1026 checks the

commit flag (equivalent to an example of the first flag) of the
NVRAM 102a. In a case where the commit flag has been set,
or where the commuit tlag 1s “1”, the process moves on to step

S1202.

In a case where the commut flag 1s 17, the commuit process
has not been completed due to a failure such as unintended
power cutofl. That 1s, copying of data from the temporary
area TA into the main area MA has not been completed 1n
this state. Therefore, in step ST202, data in the table in the
temporary area TA 1s written into the main area MA in
accordance with the valid flag (equivalent to an example of
the second flag). Specifically, the data 1n the entries having
the valid flag “1” 1s written i1nto the main area MA 1n
accordance with the associated address information. It
should be noted that the valid flags of the data written 1nto
the main area MA are changed from *“1” to “0”. The process
then moves on to step S1203.

In step ST203, a check 1s made to determine whether all
the data having the valid flag “1” 1n the temporary area TA
has been written into the main area MA. In a case where not
all the data having the valid flag “1”” has been written nto the
main area MA, the process returns to step ST1202, and the
procedure 1n step ST202 1s repeated. In a case where all the
data having the valid flag *“1” has been written 1nto the main
arca MA, the process moves on to step ST204.

In step ST204, the commit flag 1s cleared. Specifically, the
commit flag 1s changed from “1” to “0”. Consequently, data
consistency can be maintained in the main areca MA. The
process then comes to an end.

In a case where the result of the determination in step
ST201 shows that the commut flag has not been set, or where
the commuit flag 1s “0”, the process moves on to step ST205.
The commit flag “0” indicates that a failure such as unin-
tended power cutoll has occurred before a commit process
1s performed after a transaction starts, for example. There-
fore, 1mn step ST205, all the valid flags 1n the table 1n the
temporary area TA are cleared, and the data in the temporary
area TA 1s nullified. Specifically, all the valid flags are
changed to “0”, and the temporary area TA 1s returned to the
state prior to the transaction process. It should be noted that
although not shown 1n the drawings, the NVRAM controller
1025 restarts a transaction process when explicitly receiving
a transaction start request command from the memory
controller 101. The process then comes to an end.

It should be noted that the commuat flag 1s also changed to
“0” 1n a case where a failure such as unintended power cutoil
has occurred while any transaction process 1s not being
performed. A similar process 1s performed 1n such a case. A
process similar to the above described process i1s also
performed 1n a case where the power supply 1s reactivated
after a termination process has been properly completed,
regardless of whether the power cutofl was umintentional.
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It should be noted that 1n a case where the commait flag 1s
“07”, a process of erasing the data in the temporary area TA

of the NVRAM 1024 may be performed 1n step S1203. Also,
in a case where “0” 1s set as the valid flag in the first entry
in the temporary area TA, it can be determined that no entries
have the valid flag “1”, and the data in the temporary area
TA may not be erased.

According to the above described embodiment of the
present disclosure, the data structure i a nonvolatile
memory being used as the main storage can be prevented
from becoming inconsistent after the power supply 1s reac-
tivated even 1n a case where umintended power cutofl has
occurred. Thus, there 1s no need to reconstruct or reload data,
and the system can be activated at a high speed.

2. Modification

Although an embodiment of the present disclosure has
been specifically described so far, the present disclosure 1s
not limited to the above embodiment, and various changes
based on the technical idea of the present disclosure can be
made to the embodiment.

FIG. 8 1s a diagram for explaining a modification of the
memory device 100. As shown in FIG. 8, a nonvolatile
memory may be used as a buller RAM while being used as
the main storage 102.

In the above described embodiment, the NVRAM con-
troller 1025 can access only the main area MA of the
NVRAM 102a. However, the present technology 1s not
limited to that.

For example, addresses are assigned to all the areas in the
main storage 102 formed with a nonvolatile memory. Using
the addresses, the memory controller 101 may logically
assign the main area MA, the temporary areca TA, and the
commit flag area CF to the main storage 102, and use the
respective areas for diflerent purposes.

FIG. 9 shows an example of a process sequence 1n the
memory device 100 1n a case where the memory controller
101 controls a process of writing 1nto the temporary area TA,
a process of rewriting the commuit flag, and the like.

In a normal write process, the memory controller 101
writes data into the main area MA of the NVRAM 102a

(step ST301).

In a case where a transaction process 1s to be performed,
the memory controller 101 declares a start of a transaction
process (step S1302). Having declared a start of a transac-
tion process, the memory controller 101 adds the data to be
written, together with address information, to an entry in the
table 1n the temporary area TA, and sets the valid flag (step
S1303 and step S305). For example, the valid flag 1s set to
“17.

It should be noted that, to read data in a case where the
data to be read 1s stored in the temporary area TA, the
memory controller 101 reads the corresponding data from
the temporary area TA (step S1304). It should be noted that
1f the data to be read 1s stored in the main area MA, however,
the memory controller 101 reads the corresponding data
from the main area MA.

When the transaction process that 1s a series of rewrite
processes 1s completed, the memory controller 101 sets the
commit tlag (step S1306). In the commit tlag area CF of the
NVRAM 1024, the commut flag 1s set to “1”°, for example.

The memory controller 101 then temporarily reads data
from the table in the temporary area TA, and performs a
rewrite process on the main area MA by referring to the
address mnformation in each entry. For example, the data 1n
the respective entries 1s copied into the main area MA, with
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cach entry or entries stored in the temporary areca TA being
a unit. The memory controller 101 clears the valid tlags of
the entries from which data has been copied. For example,

the valid flag of each entry from which data has been copied
1s changed from *“1” to “0” (step ST307 and step ST308).

The procedures 1n steps ST307 and ST308 are repeated
for all the entries 1n the temporary area TA (step ST309).
When the processes for all the entries are completed, the
commit flag 1s cleared (step ST310). For example, the
commit flag 1s changed from “1” to *“0”. In this manner, the
memory controller 101 may perform a process of rewriting,

cach set of data and each flag. That 1s, the NVRAM

controller 10256 may be equivalent to an example of the
memory control device, and the memory controller 101 may
be equivalent to an example of the memory control device.

The logical values mentioned in the above described
embodiment and modification are merely examples, and the
present technology 1s not limited to them. Logical values,
and the meanings thereof can be set as appropnate. For
example, a valid flag “0” may indicate that copying of an
entry 1nto the main area MA has not been completed.

In the above described embodiment, a single nonvolatile
memory 1s used as the main storage. However, nonvolatile
memories may be used as the main storage. In such a case,
temporary areas and main areas may be set in the respective
nonvolatile memories.

The present disclosure can be embodied not only by a
device but also by a method, a program a recording medium
storing a program, a system, and the like. A program can be
provided to a user via a network or via a portable memory
such as an optical disk or a semiconductor memory.

It should be noted that the configurations and processes
according to the embodiment and the modification can be
combined as appropriate, without causing technical incon-
sistency. The process sequences in the examples of the
processes can be changed as appropriate, without causing,
technical inconsistency.

The present disclosure can also be applied to a so-called
cloud system 1n which the examples of processes are pro-
cessed by devices 1n a decentralized manner. The present
disclosure can be embodied as a system that processes the
examples of processes according to the embodiment and the
like, and as a device that performs at least one of the
examples ol processes.

The present disclosure may also be embodied in the
configurations described below.

(1)

A memory control device including

a control unit that performs data write/read control on a
nonvolatile memory having at least a first area and a second
area,

wherein:
when writing sets of data into the first area, the control
unit temporarily writes the sets of data into the second area;
and, when copying the respective sets of data written mto the
second area into the first area, the control unit sets a tlag
indicating whether the copying of the sets of data into the
first area has been completed.

(2)

The memory control device of (1), wherein, when the
copying 1s completed, the control unit clears the flag.
(3)

The memory control device of (1) or (2), wherein the
control unit associates the data with the flag indicating
whether the copying into the first area has been completed
and address information about the first area as a copy
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destination, and writes the data associated with the flag and
the address information into the second area.

(4)

The memory control device of (3), wherein, when the
copying ol the data into the first area 1s completed, the
control unit clears the flag associated with the data in the
second area.

()

The memory control device of any of (1) through (4),
wherein each of the plurality of sets of data 1s data corre-
sponding to one of a plurality of write processes 1n a process
to be made valid by the write processes.

(6)

The memory control device of any of (1) through (3),
wherein the nonvolatile memory 1s a memory that 1s con-
nected to the control unit and 1s used as a main storage.

(7)

The memory control device of any of (1) through (6),
wherein the flag 1s stored 1n a third area of the nonvolatile
memory.

(8)

A memory control device including

a control unit that performs data write/read control on a
nonvolatile memory having at least a first area and a second
area,

wherein, when a first flag has been set at a time of
activation of a power supply, the control umt copies data
having a second flag set therefor into the first area, the data
being of data stored in the second area.

©)
The memory control device of (8), wherein the first tlag
1s mformation indicating whether all the data having the

second flag set therefor has been copied from the second
area 1nto the first area.

(10)
The memory control device of (8) or (9), wherein:

the second flag and address information about the first
area as a copy destination are associated with the data and
are stored in the second area; and

the control unit copies the data from the second area into
the first area 1n accordance with the address information.

(11)
The memory control device of any of (8) through (10),
wherein, when the first flag has not been set at the time of

activation of the power supply, the control unit clears the
second flag.

(12)

A memory device including:

a nonvolatile memory having at least a first area and a
second area; and

a control umit that performs data write/read control on the
nonvolatile memory,

wherein:

when writing sets of data into the first area, the control
unit temporarily writes the sets of data into the second area;
and.,

when copying the respective sets of data written into the
second area 1nto the first area, the control unit sets a tlag
indicating whether the copying of the sets of data into the
first area has been completed.
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(13)

A memory device including;:

a nonvolatile memory having at least a first area and a
second area; and

a control unit that performs data write/read control on the
nonvolatile memory,

wherein, when a first flag has been set at a time of
activation of a power supply, the control unit copies data
having a second tlag set therefor into the first area, the data
being of data stored in the second area.

(14)

A memory control method implemented by a control unit
that performs data write/read control on a nonvolatile
memory having at least a first area and a second area,

the memory control method including:

temporarily writing sets of data into the second area, when
writing the sets of data into the first area; and,

setting a flag indicating whether copying of the sets of
data into the first area has been completed, when copying the
respective sets ol data written into the second area into the
first area.

(15)

A memory control method implemented by a control unit
that performs data write/read control on a nonvolatile
memory having at least a first area and a second area,

the memory control method including,

when a first flag has been set at a time of activation of a
power supply, copying data having a second flag set therefor
into the first area, the data being of data stored 1n the second
area.

REFERENCE SIGNS LIST
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The mnvention claimed 1s:

1. A memory control device comprising

a control unit configured to perform data write/read
control on a nonvolatile memory having at least a first
area and a second area,

herein:

hen writing a plurality of sets of data into the first area,
the control unit temporarily writes the sets of data into
the second area; and,

when copying the respective sets of data written into the

second area into the first area, the control unit sets a flag
indicating whether the copying of the sets of data into
the first area has been completed.

2. The memory control device according to claim 1,
wherein, when the copying 1s completed, the control umit
clears the flag.

3. The memory control device according to claim 1,
wherein the control unit associates the data with the flag
indicating whether the copying into the first area has been
completed and address information about the first area as a
copy destination, and writes the data associated with the flag
and the address information into the second area.

4. The memory control device according to claim 3,
wherein, when the copying of the data into the first area 1s
completed, the control unit clears the tflag associated with the
data 1n the second area.

5. The memory control device according to claim 1,
wherein each of the plurality of sets of data 1s data corre-
sponding to one of a plurality of write processes 1n a process
to be made valid by the write processes.

6. The memory control device according to claim 1,
wherein the nonvolatile memory 1s a memory to be used as
a main storage, the memory being connected to the control
unit.

7. The memory control device according to claim 1,
wherein the flag 1s stored 1n a third area of the nonvolatile
memory.
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