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USER INPUT PROCESSING METHOD AND
APPARATUS USING VISION SENSOR

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims priority from Korean Patent
Application No. 10-2014-0018951, filed on Feb. 19, 2014 1n
the Korean Intellectual Property Oflice, the disclosure of
which 1s incorporated herein by reference in its entirety.

BACKGROUND

1. Field

Methods and apparatuses consistent with exemplary
embodiments relate to a user mput processing method and
apparatus using a vision sensor.

2. Description of the Related Art

In a touch interface-based user interfacing method, a user
may mput an intention of the user by directly touching an
icon included 1n a display. Since the user directly touches the
display of a device, the intention of the user may be
improperly mput to the device when a foreign substance 1s
attached to a hand to be used for a touch 1nput, or the user
wears a glove on the hand.

In a spatial recognition-based user interfacing method, the
intention of the user may be input by recognizing a gesture
of the user. However, while holding a mobile device with
one hand, the user may need to perform the iput using
another hand and thus, may experience an inconvenience.

SUMMARY

Exemplary embodiments may address at least the above
problems and/or disadvantages and other disadvantages not
described above. Also, one or more exemplary embodiments
are not required to overcome the disadvantages described
above, and an exemplary embodiment may not overcome
any of the problems described above.

According to an aspect of an exemplary embodiment,
there 1s provided a user input processing apparatus includ-
ing: a receiver configured to obtain one or more events
occurring 1n response to a change 1n an mcident light; a
determiner configured to determine a type of a user input
based on a number of the one or more events; and a
processor configured to process the user iput based on the
determined type.

The determiner may be configured to compute at least one
velocity component, and determine the type of the user input
based on the at least one velocity component.

The determiner may be configured to determine the user
input to be one of at least three types, based on the number
of the one or more events and a magnitude of at least one
velocity component corresponding to the one or more
events.

The at least three types may include a first type 1n which
the number of the one or more events 1s less than a first
threshold, a second type in which the number of the one or
more events 1s greater than the first threshold and each
magnitude of the at least one velocity component corre-
sponding to the one or more events 1s less than a second
threshold, and a third type 1n which the number of the one
or more events 1s greater than the first threshold and the
magnitude of the at least one velocity component 1s greater
than the second threshold.

The processor may be configured to perform an operation
corresponding to the type based on at least one of the type,
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a pattern of the user mput, a current location of a pointer, and
an application currently being executed.

According to an aspect ol another exemplary embodi-
ment, there 1s provided a user mput processing method
including: determining whether a change in an mput 1mage
1s caused by a movement of a vision sensor; and processing
a user mput based on a result of the determining.

The determining may include determining the change 1n
the input 1mage to be caused by the movement of the vision
sensor 1f an amount of the change in the mput 1mage 1s
greater than a first threshold.

The determining may include determining the change 1n
the input 1mage to be caused by a movement of an object
being captured by the vision sensor 1if an amount of the
change 1n the mput image 1s less than a first threshold.

According to an aspect of another exemplary embodi-
ment, there 1s provided a user mput processing method
including: determining at least one characteristic of a change
in an input 1image captured by a vision sensor; determining
a type of a user input according to the determined at least one
characteristic; and processing a user input based on the
determined type of the user nput.

The determining the at least one characteristic may
include determining a value of the change in the mput
image; and the determining the type of the user input may
include determining the type of the user input to be a first
type if the value of the determined change 1s less than a first
threshold.

The determining the type of the user mput may include
determining the type of the user input to be a second type 1f
the value of the determined change 1s less than the first
threshold.

The determining the type of the user mput may include:
determining at least one velocity component corresponding
to the change 1n the mput image if the value of the deter-
mined change 1s greater than the first threshold; and deter-
mining the type of the user mnput based on the determined at
least velocity component.

The determining the type of the user mput based on the
determined at least one velocity component may include:
determining the type of the user input to be a second type 1f
a magnitude of the determined at least one velocity compo-
nent 1s less than a second threshold; and determining the
type of the user mput to be a third type 1f the magnitude of
the determined at least one velocity component 1s greater
than the second threshold.

The at least one velocity component may include a planar
velocity component, an angular velocity component, and a
Z-axial velocity component.

The change in the input image may be caused by a
movement of an object captured by the vision sensor, or a
movement of the vision sensor.

The determining the type of the user mput may include:
determining that the change in the mput image 1s caused by
the movement of the object if a value of the determined
change 1s less than a first threshold; determining that the
change 1n the mput 1mage 1s caused by the movement of the
vision sensor 11 the value of the determined change 1s greater
than the first threshold; determining the type of the user
input to be a first type 1n response to determining that the

change 1n the mput 1mage 1s caused by the movement of the
object; and determining the type of the user mput to be a
second type 1n response to determining that the change 1n the
input 1mage 1s caused by the movement of the vision sensor.
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According to an aspect of another exemplary embodi-
ment, there 1s provided a non-transitory computer-readable
recording medium which stores a program to implement the
above-described method.

According to an aspect of another exemplary embodi-
ment, there 1s provided a user mput processing apparatus
including: a determiner configured to determine at least one
characteristic of a change 1n an input 1mage captured by a
vision sensor, and to determine a type of a user input
according to the determined at least one characteristic; and
a processor configured to process the user mnput based on the
determined type.

The determiner may be configured to determine a value of
the change 1n the input image, and determine the type of the
user mput to be a first type if the value of the determined
change 1s less than a first threshold.

The determiner may be configured to determine the type
of the user mput to be a second type 1f the value of the
determined change 1s less than the first threshold.

The determiner may be configured to determine at least
one velocity component corresponding to the change 1n the
iput image if the value of the determined change 1s greater
than the first threshold, and determine the type of the user
input based on the determined at least velocity component.

The determiner may be configured to determine the type
of the user mput to be a second type 1f a magnitude of the
determined at least one velocity component 1s less than a
second threshold, and determine the type of the user input to
be a third type 1f the magnitude of the determined at least one
velocity component 1s greater than the second threshold.

The at least one velocity component may include a planar
velocity component, an angular velocity component, and a
Z-axial velocity component.

BRIEF DESCRIPTION OF THE DRAWINGS

The above and other aspects will become apparent and

more readily appreciated from the {following detailed
description of certain exemplary embodiments, taken in
conjunction with the accompanying drawings of which:

FIG. 1 1s a diagram which illustrates a user input pro-
cessing apparatus according to an exemplary embodiment;

FIG. 2 1s a diagram which illustrates an input image
changed by a first type input, a second type input, and a third
type mput according to an exemplary embodiment;

FIG. 3 1s a diagram which illustrates an example of a
second type iput according to an exemplary embodiment;

FI1G. 4 1s a diagram which illustrates an example of a third
type mput according to an exemplary embodiment;

FIG. 5A 1s a diagram which illustrates an example of a
first type mput according to an exemplary embodiment;

FIGS. 5B through SE are diagrams which illustrate
examples of processing a user mput according to one or
more exemplary embodiments;

FIGS. 6 and 7 are diagrams which 1llustrate examples of
an additional input according to an exemplary embodiment;

FIG. 8 1s a diagram which illustrates an input image
changed based on a Z-axis directional velocity component
according to an exemplary embodiment;

FIG. 9 1s a block diagram which illustrates a user input
processing apparatus according to an exemplary embodi-
ment; and

FIGS. 10 and 11 are flowcharts which illustrate a user
input processing method according to an exemplary embodi-
ment.
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DETAILED DESCRIPTION OF EXEMPLARY
EMBODIMENTS

Reference will now be made i detail to exemplary
embodiments, examples of which are illustrated in the
accompanying drawings, wherein like reference numerals
refer to the like elements throughout. Exemplary embodi-
ments are described below 1n order to explain the present
disclosure by referring to the figures. Hereinafter, it 1s
understood that expressions such as “at least one of,” when
preceding a list of elements, modily the entire list of
clements and do not modity the individual elements of the
list.

FIG. 1 1s a diagram which 1llustrates a user mput pro-
cessing apparatus 120 according to an exemplary embodi-
ment. Referring to FIG. 1, the user input processing appa-
ratus 120 according to an exemplary embodiment may be
mamipulated using a hand of a user 110. Here, the user input
processing apparatus 120 may be an apparatus for process-
ing an input of the user 110 and include various computing
devices such as a smartphone, a personal digital assistant
(PDA), a tablet personal computer (PC), a portable device,
a mobile device, a portable multimedia player, a smart
device, a PC, a laptop PC, a netbook, an ultrabook, a
convertible ultrabook, a digital camera, eftc.

As an example, the user 110 may hold the user input
processing apparatus 120 using one hand, and input an
intention of the user 110 without using another hand. The
user 110 may mnput the intention of the user 110 by per-
forming a simple gesture, for example, an eye blinking or a
tongue-thrusting, while holding the user mput processing
apparatus 120. By moving the user input processing appa-
ratus 120, the user 110 may also 1nput the itention of the
user 110. The user 110 may input the intention 1n various
patterns such as moving the user input processing apparatus
120 slowly or quickly, by way of example.

Heremafiter, descriptions of exemplary embodiments 1n
which the user mput processing apparatus 120 1s supported
using a hand of the user 110, and the user 110 mputs an
intention of the user 110 using only the hand holding the user
input processing apparatus 120 will be provided for
increased clarity and conciseness. One or more exemplary
embodiments may be directly applied to a case 1n which the
user input processing apparatus 120 1s supported using both
hands. In contrast to a related art interface based on a touch
input or spatial recognition, which 1s implemented by using
a hand to support a device and another hand to perform an
input, the user mput processing apparatus 120 may be used
to 1nput an 1ntention of the user 110 by using only one of
both hands to support the user input processing apparatus
120.

FIG. 2 1s a diagram which illustrates an mput image
changed by a first type input, a second type mput, and a third
type mput according to an exemplary embodiment. A user
input processing apparatus according to an exemplary
embodiment may process a user input based on an output of
a sensor, €.g., a vision sensor such as a camera or an 1mage
sensor. Here, the vision sensor may include at least one of a
frame-based 1mage sensor for capturing an image on a
frame-by-frame basis, a depth sensor for measuring a depth
between a sensor and an object, and an event-based sensor
for outputting an event 1 response to a change 1n a light
incident mto a sensor. Heremafter, the output of the vision
sensor may also be referred to as an input image of the user
input processing apparatus.

The user mput processing apparatus may process a user
input based on a change in the input image (i.e., a change 1n
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the output of the vision sensor). For example, the user input
processing apparatus may determine a type of the user input
based on the change 1n the input image, and process the user
input based on the determined type.

The user mput processing apparatus may determine the
user mput to be one of a predetermined plurality of types
based, for example, on a velocity corresponding to the
change 1n the mput 1mage and a change amount of the mput
image. For example, when the change amount 1s less than a
predetermined first threshold, the user mput processing
apparatus may determine a user input to be a first type. When
the change amount 1s greater than the predetermined first
threshold and the velocity corresponding to the change in the
input 1mage 1s less than a predetermined second threshold,
the user input processing apparatus may determine the user
input to be a second type. When the change amount of the
iput image 1s greater than the predetermined first threshold
and the velocity corresponding to the change in the mput
image 1s greater than the predetermined second threshold,
the user input processing apparatus may determine the user
input to be a third type. However, 1t 1s understood that one
or more other exemplary embodiments are not limited to the
above. For example, according to another exemplary
embodiment, the user input processing apparatus may deter-
mine a user input to be the first type when the change amount
1s greater than the predetermined first threshold, and may
determine the user input to be the second type or the third
type when the change amount 1s less than the predetermined
first threshold.

Furthermore, the user input processing apparatus may
determine a user mput for an operation performed on a
boundary depending on a setting (e.g., a default setting or a
predetermined setting). For example, when a change amount
of the mput 1image 1s equal to the first threshold, the user
input processing apparatus may determine a user input to be
the first type depending on a setting. Alternatively, when the
change amount of the input image 1s equal to the first
threshold, depending on a setting, the user mnput processing,
apparatus may compute a velocity corresponding to the
change 1n the mput image, and determine the user input to
be the second type or the third type based on the computed
velocity.

Referring to FIG. 2, the user input processing apparatus
may distinguish a case of a large change amount of an input
image and a case ol a small change amount of an 1nput
image. The user input processing apparatus may distinguish
a case ol recerving a {irst input 1mage 220 having a large
change amount as compared to a reference image 210, and
a case of recerving a second mnput image 230 having a small
change amount as compared to the reference 1mage 210.

In an example, as shown 1n the first input image 220, a
user may move the user mput processing apparatus. In this
example, a vision sensor included in the user iput process-
ing apparatus may be correspondingly moved, and an over-
all image captured by the vision sensor or a light incident on
to the vision sensor may be changed. The user mput pro-
cessing apparatus may determine a change amount to be
large (e.g., may determine the change amount to be greater
than a first threshold value), based on the first input 1image
220.

When the user input processing apparatus determines the
input 1mage has a large change amount, a velocity corre-
sponding to the change 1n the input image may be computed
(e.g., calculated, obtained, or determined). When the com-
puted velocity 1s relatively low (e.g., less than a second
threshold value), the user mput processing apparatus may
determine the user input to be the second type. For example,
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when the user slowly moves the user input processing
apparatus, an overall input image may be changed and thus,
a change amount of the input image may be relatively large
whereas a velocity corresponding to the change in the input
image may be relatively low. In this example, the user input
processing apparatus may determine the user input to be the
second type.

When the computed velocity 1s relatively high (e.g.,
greater than the second threshold value), the user mput
processing apparatus may determine the user iput to be the
third type. For example, when the user quickly moves the
user input processing apparatus, the overall image may be
quickly changed and thus, the change amount of the mput
image may be relatively large and the velocity correspond-
ing to the change of the input 1mage may be relatively large.
In this example, the user mput processing apparatus may
determine the user mput to be the third mput.

In another example, as shown 1n the second input 1mage
230, the user may perform a gesture of a tongue-thrusting,
in lieu of (or in addition to) moving the user input processing
apparatus. In this example, a light corresponding to a portion
changed due to the gesture may be changed among the light
incident into the vision sensor. The user mput processing
apparatus may determine a change amount to be small (e.g.,
less than a threshold value), based on the second mput image
230. When the user input processing apparatus determines
that the change amount 1s small, the user input may be
determined to be the first type.

The user mput processing apparatus may determine a
change in an 1nput 1mage 1n various patterns. For example,
when an mput 1mage 1s an output of a frame-based 1mage
sensor, the user mput processing apparatus may determine a
change in the mput image by comparing mput images of
different frames. Based on a result of the comparing, the user
input processing apparatus may determine whether a change
amount of the input 1mage 1s small or large (e.g., less than
or greater than a threshold value).

When the mput image 1s an output of an event-based
sensor, the user input processing 1mage may determine the
change amount of the input image based on the number of
cvents. By way of example, the event-based sensor may
sense a change 1n a brightness of an incident light from a
plurality of pixels, and asynchronously output an event from
cach pixel 1n which the change in brightness of the incident
light 1s sensed. The event may include an instructor of the
pixel 1n which the change in brightness of the incident light

1s sensed, and a timestamp at which the change 1n brightness
of the incident light 1s sensed.

The user mput processing apparatus may determine the
change amount of the mput image based on a plurality of
events included 1n the mput image. The user input process-
ing apparatus may compare a number of events and a
predetermined first threshold, for example, “100”. When the
number of events 1s less than the predetermined first thresh-
old, the user imput processing apparatus may determine the
change amount of the input 1mage to be small. When the
number of events 1s greater than the predetermined first
threshold, the user mput processing apparatus may deter-
mine the change amount of the mnput image to be large.

The user mput processing apparatus may determine the
change amount of the input image based on a distribution of
events mcluded 1n the input image. For example, when the
distribution 1s less than a predetermined threshold distribu-
tion, the user mput processing apparatus may determine the
change amount of the mput image to be small. When the
distribution of the events 1s greater than the predetermined
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threshold distribution, the user input processing apparatus
may determine the change amount of the input image to be
large.

The user mput processing apparatus may compute a
velocity corresponding to the change in the input image,
based on a plurality of events included in the input image.
In this example, the velocity may include at least one
velocity component. For example, the at least one velocity
component may include a planar velocity component, an
angular velocity component, and a Z-axial velocity compo-
nent. The planar velocity component may be a velocity
component having an X-axial direction and a Y-axial direc-
tion on a virtual plane parallel to the vision sensor. The
angular velocity component may be a velocity component
having a rotation direction on the virtual plane. The Z-axial
velocity component may be a velocity component having a
direction moving away Irom or approaching the vision
sensor. The at least one velocity component may include a
s1x degrees of freedom (6 DoF) directional velocity com-
ponent.

The user mput processing apparatus may detect events
corresponding to an object, for example, a face of a user
from among the plurality of events included in the input
image. The user mnput processing apparatus may compute at
least one velocity component corresponding to the events
corresponding to the object.

The user input processing apparatus may compute the at
least one velocity component based on a timestamp and an
index of a pixel included 1n an event. For example, the user
input processing apparatus may manage a table storing a
timestamp at which the most recent event occurs 1n each of
the plurality of pixels. When a new event 1s recerved, the
user mmput processing apparatus may update a value of a
table element corresponding to an mdex of a pixel included
the new event, based on a timestamp included 1n the new
event.

The user mput processing apparatus may compute a
velocity vector of each of the plurality of pixels based on the
table. The user mput processing apparatus may compute the
velocity vector of a pixel based on a difference i time-
stamps and a diflerence 1n distances between the pixel and
a neighboring pixel. When the velocity vectors of the
plurality of pixels are computed, the user input processing
apparatus may compute at least one velocity component
based on the plurality of velocity vectors.

As an example, the user mput processing apparatus may
compute the at least one velocity component using a rigid
body model. In this example, the user mput processing
apparatus may analyze a four degrees of freedom (4DoF)
motion of an object included in the mput image.

For example, the object may move using a two-dimen-
sional (2D) planar velocity component V. The object may
rotate based on an angular velocity component w relative to
a rotation center O . The object may be enlarged or reduced
based on a Z-axial velocity component V_ relative to a
scaling center O _.

The user mput processing apparatus may analyze the
planar velocity component, the angular velocity component,
and the Z-axial velocity component of the object. The user
input processing apparatus may compute a velocity V, of a
predetermined point P,. The user imnput processing apparatus
may model the velocity V., as shown in Equation 1.

Vot Vot V=V, [Equation 1]

In Equation 1, V_, denotes a Z-axial velocity component,
V,; denotes an angular velocity component, and V,, denotes
a planar velocity component on the point P,. By modeling
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the velocity V, as shown in Equation 1, the user mput
processing apparatus may divide the velocity V., on the point
P, into the Z-axial velocity component, the angular velocity
component, and the planar velocity component. In this
example, Equation 1 may be expressed as shown in Equation

2.

PA0AP~O )+V,=V, [Equation 2]

In Equation 2, tP, denotes a Z-axial velocity component.
In tP,, a coordinate P, of which an origin 1s the scaling center
O_ may indicate a magnitude and a direction of the vector
V_., and a parameter t may scale a magnitude of the vector
V_., ®A(P,-0O ) denotes an angular velocity component. In
wA(P,-0O ), a coordinate diflerence (P,—O_) may indicate a
magnitude and a direction of a vector oniented from the
rotation center O . toward the coordinate P,, and a matrix A
may be a rotation matnx rotating the vector oriented from
the rotation center O . toward the coordinate P,. For example,
the matrix A may be expressed by

(05

The vector rotated by the matrix A may instruct a vector V,_,
and a parameter o may scale a magnitude of the vector V.

Since the user input processing apparatus i1s aware of
coordinates, for example, the coordinate P, of the plurality of
points and velocities, for example, the velocity V, of corre-
sponding points, the Z-axial velocity component parameter
t, the angular velocity parameter o, the rotation center O
and the planar velocity component V , may be computed
based on Equation 2. As described above, the user input
processing apparatus may analyze at least one of the planar
velocity component, the angular velocity component, and
the Z-axial velocity component, which are based on 4DoF,
with respect to the object.

As another example, the user input processing apparatus
may include a planar velocity component computing unit
(e.g., planar velocity component computer), an optical flow
center computing unit (e.g., optical flow center computer), a
Z-axial velocity component computing unit (e.g., Z-axial
velocity component computer), and an angular velocity
component computing unit (e.g., angular velocity compo-
nent computer). In this example, an optical flow may include
a velocity vector of at least one pixel in which an event
OCCUrS.

The planar velocity component computing unit may com-
pute an X-axis directional velocity component and a Y-axis
directional velocity component based on the optical flow.
For example, the planar velocity component computing unit
may compute an average of the optical tlow so as to compute
the X-axis directional velocity component and the Y-axis
directional velocity component. The planar velocity com-
ponent computing unit may compute the average of the
optical flow by computing a vector sum of a velocity vector
ol at least one pixel.

In this example, since the velocity vector of the at least
one pixel 1s a 2D vector, the average of the optical flow may
also be a 2D vector. The planar velocity component com-
puting unit may compute the X-axis directional velocity
component and the Y-axis directional velocity component by
separating an X-axial component and a Y-axial component
from the computed average of the optical tlow.

The optical flow center computing umit may compute a
center of the optical flow based on the optical flow. For
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example, the optical flow center computing unit may com-
pute a center ¢ of an optical flow using Equation 3.

|Equation 3]

(Z |Viilx: Z Vily;

2 AVal T X Vil
] :

/

In Equation 3, (Xx,, v,) indicates a position of at least one
pixel on which an event occurs, V_, denotes an X-axis
directional velocity component of a corresponding pixel,
and V, denotes a Y-axis directional velocity component of
the corresponding pixel.

The Z-axial velocity component computing unit may
compute the Z-axis directional velocity component based on
the optical flow and the center of the optical flow. For
example, the Z-axial velocity component computing unit
may compute a Z-axis directional velocity component V_
based on Equation 4.

|Equation 4]

V.?_:Z ﬁj"’_ji

In Equation 4, P, denotes a vector oriented from the center

of the optical flow toward an i” pixel, and VI. denotes a
velocity vector of the i pixel.

The angular velocity component computing unit may
compute the angular velocity component based on the
optical tlow and the center of the optical flow. For example,
the angular velocity component computing unit may com-
pute an angular velocity component w based on Equation 5.

|Equation 3]

MZZ ﬁjXFE

In Equation 5, f’:. denotes a vector oriented from the

center of the optical flow toward an i” pixel, and V:. denotes
a velocity vector of the i pixel.

As described above, when the change amount of the 1input
image 1s greater than the predetermined first threshold, the
user input processing apparatus may compute the planar
velocity component, the angular velocity component, and
the Z-axial velocity component. When all of the planar
velocity component, the angular velocity component, and
the Z-axial velocity component are less than the predeter-
mined second threshold, the user mnput processing apparatus
may determine the user iput to be the second type. When
at least one of the planar velocity component, the angular
velocity component, and the Z-axial velocity component 1s
greater than the predetermined second threshold, the user
input processing apparatus may determine the user mput to
be the third type.

However, 1t 1s understood that the above i1s just an
exemplary embodiment, and one or more other exemplary
embodiments are not limited thereto. For example, accord-
ing to another exemplary embodiment, only one or two
components among the planar velocity component, the
angular velocity component, and the Z-axial velocity com-
ponent may be considered when the change amount of the
input image 1s greater than the predetermined first threshold.
Furthermore, according to another exemplary embodiment,
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when at least one of the planar velocity component, the
angular velocity component, and the Z-axial velocity com-
ponent 1s less than the predetermined second threshold, the
user input processing apparatus may determine the user
input to be the second type, and when all of the planar
velocity component, the angular velocity component, and
the Z-axial velocity component are greater than the prede-
termined second threshold, the user mput processing appa-
ratus may determine the user mnput to be the third type.

The user input processing apparatus may process the user
input differently based on a type of the user input. Herein-
after, descriptions of examples of processing the user mput
will be provided with reference to FIGS. 3, 4, 5A through
5E, and 6 through 8.

FIG. 3 1s a diagram which illustrates an example of a
second type mput according to an exemplary embodiment.
When a user 1mput 1s determined to be the second type mnput,
a user input processing apparatus according to an exemplary
embodiment may process the user mput based on a second
type. As described above, the second type mput and a third
type mput may be distinguished based on a velocity corre-
sponding to a change in an mput image. Heremafiter, 1n the
example 1llustrated 1n FIG. 3, 1t 1s assumed that the velocity
corresponding to the change 1n the input image corresponds
to the second type input for increased clarity and concise-
ness.

Referring to FIG. 3, in response to a user iput 310, the
user iput processing apparatus may determine that a change
amount ol an input 1mage 1s greater than a predetermined
first threshold, and a velocity corresponding to a change 1n
an 1mmput 1mage 1s less than a predetermined second thresh-
old. Accordingly, the user input processing apparatus may
determine the user input 310 corresponds to the second type,
and perform an operation corresponding to the second type.

For example, the user mput processing apparatus may

perform an operation of moving a pointer based on Equation
6.

x::x:-z‘F VxATe/Cs

YVe=Veat VyA r/C [Equation 6]

In Equation 6, (X, y,) denotes coordinates of a location to
which the pointer 1s to be moved, and (X, ,, v, ;) denotes
coordinates of a current location of the pointer. V_ denotes
an X-axis directional velocity component corresponding to
the change 1n the input image, and V, denotes a Y-axis
directional velocity component corresponding to the change
in the mput image. AT, denotes a temporal difference, for
example, a difference 1n an average time, between a previous
event and a current event, and C_ denotes a sensitivity
constant. The greater the sensitivity constant, the greater the
degree of displacement of the pointer with respect to an
identical change amount.

The user iput processing apparatus may perform the
operation corresponding to the second type based on a
pattern of the user input 310 and an application currently
being executed. In this example, the pattern of the user input
310 may include a movement form and a magmtude or
direction of a velocity corresponding to the user input 310.
For example, when a pointer 1s included 1n the application
currently being executed, the user input processing appara-
tus may perform an operation ol moving the pointer 1n a
leftward direction corresponding to the user mput 310. The
user input processing apparatus may control a moving
velocity of the pointer based on the magnitude of the
velocity corresponding to the user imnput 310. However, it 1s
understood that one or more other exemplary embodiments
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are not limited thereto. For example, according to another
exemplary embodiment, the user input processing apparatus
may perform an operation of moving an activated icon in the
leftward direction or an operation of scrolling in the leftward
direction on a web browser (or a currently executed appli-
cation window), based on the application currently being
executed.

In response to a user input 320, the user mput processing,
apparatus may perform an operation of moving the pointer
in a rightward direction, an operation of scrolling in the
rightward direction on the web browser (or a currently
executed application window), or an operation of moving
the activated icon in the rightward direction, based on the
application currently being executed.

In response to a user mput 330, the user input processing,
apparatus may perform an operation of moving the pointer
in an upward direction, an operation of scrolling up on the
web browser, or an operation of moving the activated i1con
in the upward direction, based on the application currently
being executed.

In response to a user input 340, the user mput processing,
apparatus may perform an operation ol moving the pointer
in a downward direction, an operation of scrolling down on
the web browser, or an operation of moving the activated
icon 1n the downward direction, based on the application
currently being executed.

In response to a user mput 350, the user input processing,
apparatus may perform an operation of moving the pointer
in the leftward direction, an operation of loading or display-
ing a previously viewed page on the web browser, or an
operation of moving the activated i1con in the leftward
direction, based on the application currently being executed.

In response to a user input 360, the user mput processing,
apparatus may perform an operation ol moving the pointer
in the rightward direction, an operation of loading or dis-
playing a subsequently viewed page on the web browser, or
moving the activated icon 1n the rightward direction, based
on the application currently being executed.

The operations described herein are provided as
examples, and 1t 1s understood that one or more other
exemplary embodiments are not limited thereto. Thus,
operations corresponding to a type ol a user input may be
provided 1n various forms.

FI1G. 4 1s a diagram which 1illustrates an example of a third
type 1nput according to an exemplary embodiment. When a
user input 1s determined to be the third type mput, a user
input processing apparatus according to an exemplary
embodiment may process the user input based on a third
type. As described above, a second type mput and the third
type mput may be distinguished based on a velocity corre-
sponding to a change 1n an mput 1image. Hereinalter, 1n the
example 1llustrated 1n FIG. 4, 1t 1s assumed that the velocity
corresponding to the change in the input image corresponds
to the third type input for increased clarity and conciseness.

Referring to FIG. 4, in response to a user input 420, the
user iput processing apparatus may determine that a change
amount ol an mput 1mage 1s greater than a predetermined
first threshold, and a velocity corresponding to a change 1n
the mput 1mage 1s greater than a predetermined second
threshold. Accordingly, the user mnput processing apparatus
may determine the user imput 420 corresponds to the third
type, and perform an operation corresponding to the third
type. For example, the user input processing apparatus may
perform an operation of tlipping a page.

The user mput processing apparatus may perform the
operation corresponding to the third type based on a pattern
of the user mput 420 and an application currently being
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executed. Similar to descriptions of FIG. 3, the pattern of the
user mput 420 may include a movement form and a mag-
nitude or a direction of a velocity corresponding to the user
input 420. For example, when the application currently
being executed includes a plurality of pages, the user input
processing apparatus may perform an operation of flipping
a page 1n a rightward direction corresponding to the user
iput 420.

The user input processing apparatus may display a screen
430 corresponding to a second page 433 1n response to the
user input 420 received while displaying a screen 410
corresponding to a first page 415.

When a user input 1s determined to be the third type mput,
the user input processing apparatus may not process a new
user input during a predetermined time interval after the user
input determined to be the third type mput. For example, the
user mput processing apparatus may determine a first input
421 quickly rotating in the rightward direction to be the third
type mput, and perform the operation of flipping a page in
the rightward direction. In this example, the user input
processing apparatus may not process a second input 422
returning to an original position.

The user iput processing apparatus may diflerently pro-
cess the third type input based on the application currently
being executed. For example, when a multimedia replay
application 1s being executed, the user input processing
apparatus may perform an exit function in response to the
third type put.

FIG. SA 1s a diagram which 1llustrates an example of a
first type input according to an exemplary embodiment.
Referring to FIG. SA, a user input processing apparatus 520
according to an exemplary embodiment may determine an
input of which an input 1mage has a relatively small change
amount, to be the first type input.

For example, the user input processing apparatus 320 may
determine a facial gesture such as an eye blinking, a pupil
movement, a nose tip movement, a tongue movement, a lip
movement, a head movement, etc., of a user 510, to be the
first type input. However, it 1s understood that one or more
other exemplary embodiments are not limited thereto. For
example, according to another exemplary embodiment, the
user iput processing apparatus 320 may determine an input,
for example, a shoulder movement of the user 510 of which
an mput 1mage change amount corresponds to a relatively
small range (e.g., less than a threshold value), to be the first
type 1put.

When a user mput 1s determined to be the first type mput,
the user mput processing apparatus 520 may perform the
operation corresponding to the first type iput. For example,
the user input processing apparatus 520 may perform a
selecting operation.

The user input processing apparatus 320 may perform the
operation corresponding to the first type, based on a current
location of a pointer. For example, when the pointer is
currently located on a selectable object, the user input
processing apparatus 520 may perform an operation of
selecting a corresponding object 1n response to the first type
input. When the pointer 1s not located on the selectable
object, the user input processing apparatus 320 may perform
an operation of 1mitializing a location of the pointer to be a
center of a screen 1n response to the first type input.

Furthermore, the user input processing apparatus 320 may
perform the operation corresponding to the first type based
on the pattern of the user mput. For example, the user mput
processing apparatus 320 may determine whether a change
in an input 1mage corresponding to an eye blinking gesture
1s repeated a predetermined number of times. When a result
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of the determining indicates the change in the mput image
corresponding to the eye blinking gesture 1s repeated the
predetermined number of times, the user mput processing
apparatus 520 may perform the operation corresponding to
the first type.

Also, when a change 1n an iput image corresponding to
a few events (e.g., less than a predetermined number of
events) 1s consecutively received during a predetermined
time 1nterval, the user mput processing apparatus 520 may
perform the operation corresponding to the first type.

Moreover, the user input processing apparatus 520 may
perform the operation corresponding to the first type based
on the application currently being executed. For example,
when a multimedia replay application 1s being executed, the
user 1nput processing apparatus 520 may perform a prede-
termined operation, e€.g., a replay operation or a pause
operation 1n response to the first type mput.

Further, 1n response to a pupil movement of the user 510,
the user mput processing apparatus 520 may perform an
operation ol adjusting a location of the pointer to be a
location corresponding to the pupil movement, or initializ-
ing the location of the pointer to be a center of a screen.

FIGS. 5B through 5E are diagrams which illustrate
examples of processing a user mput according to one or
more exemplary embodiments. According to an exemplary
embodiment, a user mput processing apparatus may move a
cursor, and process inputs of selecting an object of a location
of the cursor. Referring to FIG. 3B, an mput 531 of moving
the user input processing apparatus may be processed. For
example, a user may move the user mput processing appa-
ratus including a vision sensor 1n a state of gazing at the
vision sensor. When the vision sensor 1s an event-based
sensor, the vision sensor may output events corresponding to
a facial outline of the user. Based on a number or a
distribution of the events 532, the user input processing
apparatus may determine that a change amount of the mput
image 1s large (e.g., greater than a threshold value). In this
case, the user input processing apparatus may compute at
least one velocity component corresponding to a change 1n
the mput 1mage. When the computed velocity component
indicates a lower leit direction, the user iput processing
apparatus may move the cursor from a first location 533 to
a second location 534.

Referring to FIG. 5C, an input 541 of an eye blinking may
be processed. For example, a user may blink an eye 1n a state
of gazing at a vision sensor. When the vision sensor i1s an
event-based sensor, the vision sensor may output events 542
corresponding to the eye of the user. Based on a number or
a distribution of the events 542, the user mput processing
apparatus may determine that a change amount of an 1nput
image 1s small (e.g., less than a threshold value). The user
input processing apparatus may select an object 544 of a
location 543 at which the cursor i1s currently present, from
among a plurality of objects included m a gallery, and
highlight the object 544 to indicate that the object 544 1s
selected. In this example, a scheme of highlighting the
object 544 may be implemented in various patterns. For
example, the user input processing apparatus may highlight
the object 544 by bolding a periphery of the object 544.

According to an exemplary embodiment, the user input
processing apparatus may change an object to be high-
lighted, and process inputs of selecting the object to be
highlighted. Referring to FIG. 5D, an iput 551 of moving,
the user iput processing apparatus may be processed. For
example, a user may move the user mput processing appa-
ratus 1nclude a vision sensor 1n a state of gazing at the vision
sensor. When the vision sensor 1s an event-based sensor, the
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vision sensor may output events 552 corresponding to a
tacial outline of the user. Based on a number or a distribution
of the events 552, the user mput processing apparatus may
determine that a change amount of an mput 1mage 1s large
(e.g., greater than a threshold value). The user mput pro-
cessing apparatus may compute at least one velocity com-
ponent corresponding to a change 1n the mput image. When
the computed velocity component indicates a lower left
direction, the user mput processing apparatus may change
the object to be highlighted from a first object 553 to a
second object 534,

Referring to FIG. SE, an input 561 of an eye blinking may
be processed. For example, a user may blink an eye 1n a state
of gazing at a vision sensor. When the vision sensor 1s an
event-based sensor, the vision sensor may output events 562
corresponding to the eye of the user. Based on a number or
a distribution of the events 562, the user mput processing
apparatus may determine that a change amount of an 1mput
image 1s small. On a screen, the user mput processing
apparatus may remarkably display an object 563 currently
being 1 a highlighted state among a plurality of objects
included 1n a gallery. In this example, the object 563 may
correspond to the second object 554 of FIG. 5D.

Here, the plurality of objects included 1n the gallery may
be multimedia contents such as photographs and moving
images, for example. Descriptions provided with reference
to FIGS. 3B through 5E may be directly applied to a user
input process for one of 1cons and/or a plurality of selectable
menus.

FIGS. 6 and 7 are diagrams which 1llustrate examples of
an additional mput according to an exemplary embodiment.
Referring to FIG. 6, a user input processing apparatus 620
according to an exemplary embodiment may receive an
additional mput. For example, the user mput processing
apparatus 620 may sense a vibration occurring in response
to an external stimulation such as a finger of a user. The user
input processing apparatus 620 may determine the external
stimulation 610 to be a first type mput, and process a user
input based on the first type input. The user input processing
apparatus 620 may use, for example, a vibration sensor, a
gyro sensor, and the like. According to another exemplary
embodiment, the user input processing apparatus 620 may
determine one or more characteristics of the external stimu-
lation 610 (e.g., a magnitude of the external stimulation 610)
and determine the type of mput as the first type mput, a
second type mput, or a third type input according to the
determined one or more characteristics (e.g., with reference
to one or more threshold values).

Referring to FIG. 7, a user input processing apparatus 720
according to an exemplary embodiment may provide an
interface for an additional input. For example, the user input
processing apparatus 720 may predict a location 710 of a
finger of a user, and provide a button interface around the
location 710. The user iput processing apparatus 720 may
determine an 1nput received through the button interface 725
to be a first type mput, and process a user input based on the
first type input.

FIG. 8 1s a diagram which illustrates an input 1mage
changed based on a Z-axis directional velocity component
according to an exemplary embodiment. Referring to FIG. 8,
a user mput processing apparatus may distinguish a case of
receiving a lirst mput 1mage 820 obtained by enlarging an
image 810 provided as a reference, and a case of receiving
a second input image 830 obtained by reducing the image
810.

In an example, as shown 1n the first input 1image 820, the
user may move the user input processing apparatus 1 a
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direction close to the user. In this example, a vision sensor
included 1n the user mput processing apparatus may be
correspondingly moved, and a light incident on to the vision
sensor or an overall image captured by the vision sensor may
be changed. The user input processing apparatus may deter-
mine a change amount of an input image 1s large (e.g.,
greater than a threshold value), based on the first input image
820.

When the change amount of the input image 1s determined
to be large, the user input processing apparatus may compute
a velocity corresponding to a change in the mput image. In
this example, the velocity corresponding to the change in the
input image may include a Z-axial velocity component as a
main velocity component. Based on a magnitude of the
Z-axial velocity component, the user input processing appa-
ratus may determine the user input to be a second type input
or a third type mnput.

The user mput processing apparatus may process the user
input based on at least one of a type of the user input, a
direction of the Z-axial velocity component, a current loca-
tion of a pointer, an application currently being executed,
and the like. For example, when the user input 1s determined
to be the second type input, the user mput processing
apparatus may perform an operation of enlarging a screen
based on the current location of the pointer as a center.

In another example, as shown 1n the second input 1image
830, the user may move the user input processing apparatus
in a direction far from the user. In this example, the vision
sensor 1ncluded 1n the user mput processing apparatus may
be correspondingly moved, and the light incident on to the
vision sensor or the enftire 1mage captured by the vision
sensor may be changed. Based on the second input image
830, the user 1input processing apparatus may determine the
change amount of the mput 1image to be large (e.g., greater
than a threshold value).

When the change amount of the input image 1s determined
to be large, the user input processing apparatus may compute
a velocity corresponding to the change in the mput image. In
this example, the velocity corresponding to the change in the
input image may include the Z-axial velocity component as
the main velocity component. Based on a magnitude of the
Z-axial velocity component, the user input processing appa-
ratus may determine the user mput to be the second type
input or the third type input.

The user mput processing apparatus may process the user
input based on at least one of a type of the user input, a
direction of the Z-axial velocity component, a current loca-
tion of a pointer, an application currently being executed,
and the like. For example, when the user input 1s determined
to be the second type input, the user mput processing
apparatus may perform an operation of reducing a screen
based on the current location of the pointer as a center.

FIG. 9 1s a block diagram which illustrates a user input
processing apparatus 900 according to an exemplary
embodiment. Referring to FIG. 9, the user input processing
apparatus 900 according to an exemplary embodiment may
include a receiver 910, a determiner 920, and a processor
930. The receiver 910 may receive (e.g., obtain) one or more
events occurring in response to a change 1n an imcident light
(e.g., light incident on an 1image sensor). The determiner 920
may determine a type ol a user mput based on a number of
the one or more events. The processor 930 may process the
user mput based on the determined type.

The user 1nput processing apparatus 900 may also include
a sensor 940. By way of example, the sensor 940 may sense
a change 1n a brightness of the incident light, and generate
the one or more events 1n response to the sensing.
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Descriptions provided with reference to FIGS. 1 through
4, SA through SE, and 6 through 8 may be directly applied
to elements 1llustrated 1n FIG. 9 and thus, repeated descrip-
tions will be omitted below for increased clarity and con-
C1Seness.

FIGS. 10 and 11 are flowcharts which illustrate a user
input processing method according to one or more exems-
plary embodiments. Referring to FIG. 10, 1n operation 1010,
whether a number of events 1s greater than a predetermined
first threshold may be determined. When the number of
events 1s less than or equal to the predetermined {irst
threshold, a user input may be determined to be a first type
in operation 1041.

When the number of events 1s greater than the predeter-
mined first threshold, a velocity component may be com-
puted 1n operation 1020. The velocity component may
include at least one of a planar velocity component, an
angular velocity component, and a Z-axial velocity compo-
nent. In operation 1030, whether the velocity component 1s
less than a predetermined second threshold may be deter-
mined.

When the velocity component 1s less than the predeter-
mined second threshold, the user mput may be determined
to be a second type 1n operation 1042. When the velocity
component 1s greater than or equal to the predetermined
second threshold, the user input may be determined to be a
third type 1n operation 1043. In operation 1050, the user
input may be processed based on the type of the user input.

Referring to FIG. 11, a user input processing method may
include an operation 1110 of determining whether a change
in an mmput image 1s caused by a movement of a vision
sensor, and an operation 1120 of processing a user input
based on a result of the determining.

In operation 1110, when a change amount of the input
image 1s greater than a predetermined threshold, the change
in the mput 1image may be determined to be caused by the
movement of the vision sensor. When the change 1n the input
image 1s determined to be caused by the movement of the
vision sensor, at least one velocity component corresponding
to the change may be computed i1n operation 1120. In this
case, the user input may be processed based on the velocity
component i operation 1120.

When the change amount of the mput 1mage 1s less than
the predetermined first threshold, the change in the nput
image may be determined to be caused by a movement of an
object captured by the vision sensor. In this case, an opera-
tion corresponding to the object may be performed in
operation 1120.

Descriptions provided with reference to FIGS. 1 through
4, SA through SE, and 6 through 8 may be directly applied
to operations of FIGS. 10 and 11 and thus, repeated descrip-
tions will be omitted below for increased clarity and con-
C1Seness.

While one or more of the above-described exemplary
embodiments are made with reference to determining a
change 1n an mmput 1image and a velocity component of an
input 1mage, 1t 1s understood that one or more other exem-
plary embodiments are not limited thereto. For example,
according to another exemplary embodiment, the type of
input may be determined based on only the change in the
input 1mage or based on only the velocity component, or
may be based on one or more other characteristics of the
input image or the gesture input. Furthermore, while or more
of the above-described exemplary embodiments are made
with reference to three types of inputs, 1t 1s understood that
one or more other exemplary embodiments are not limited
thereto. For example, according to another exemplary
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embodiment, the type of input may be determined from
among less than three types of mputs or more than three
types of inputs. In this case, the determination may be based
on various numbers of predetermined threshold values.

The units and elements described herein may be imple-
mented using hardware components and solftware compo-
nents. For example, the hardware components may include
microphones, amplifiers, band-pass filters, audio to digital
convertors, and processing devices. A processing device
may be implemented using one or more general-purpose or
special purpose computers, such as, for example, a proces-
sor, a controller and an arithmetic logic unit, a digital signal
processor, a microcomputer, a field programmable gate
array, a programmable logic unit, a microprocessor or any
other device capable of responding to and executing instruc-
tions 1n a defined manner. The processing device may run an
operating system (OS) and one or more soltware applica-
tions that run on the OS. The processing device also may
access, store, manipulate, process, and create data 1in
response to execution of the software. For purpose of
simplicity, the description of a processing device 1s used as
singular; however, one skilled 1n the art will appreciated that
a processing device may include multiple processing ele-
ments and multiple types of processing elements. For
example, a processing device may include multiple proces-
sors or a processor and a controller. In addition, different
processing confligurations are possible, such a parallel pro-
CESSOrSs.

The software may include a computer program, a piece of
code, an 1nstruction, or some combination thereof, for inde-
pendently or collectively mnstructing or configuring the pro-
cessing device to operate as desired. Software and data may
be embodied permanently or temporarily mm any type of
machine, component, physical or virtual equipment, com-
puter storage medium or device, or 1 a propagated signal
wave capable of providing instructions or data to or being,
interpreted by the processing device. The software also may

be distributed over network coupled computer systems so
that the software 1s stored and executed 1n a distributed
tashion. In particular, the software and data may be stored by
one or more computer readable recording mediums.

Methods according to one or more of the above-described
exemplary embodiments may be recorded, stored, or fixed 1n
one or more non-transitory computer-readable media that
includes program instructions to be implemented by a com-
puter to cause a processor to execute or perform the program
instructions. The media may also include, alone or 1n com-
bination with the program instructions, data files, data
structures, and the like. The program instructions recorded
on the media may be those specially designed and con-
structed, or they may be of the kind well-known and
available to those having skill 1n the computer software arts.
Examples of non-transitory computer-readable media
include magnetic media such as hard disks, tloppy disks, and
magnetic tape; optical media such as CD ROM discs and
DVDs; magneto-optical media such as optical discs; and
hardware devices that are specially configured to store and
perform program instructions, such as read-only memory
(ROM), random access memory (RAM), flash memory, and
the like. Examples of program instructions include both
machine code, such as produced by a compiler, and {files
contaiming higher level code that may be executed by the
computer using an 1interpreter. The described hardware
devices may be configured to act as one or more soltware
modules 1n order to perform the operations and methods
described above, or vice versa.
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Although a few exemplary embodiments have been
shown and described, the present inventive concept 1s not
limited to the described exemplary embodiments. Instead, 1t
would be appreciated by those skilled 1n the art that changes
may be made to these exemplary embodiments without
departing from the principles and spirit of the invention, the
scope of which i1s defined by the claims and their equiva-
lents.

What 1s claimed 1s:

1. A user mput processing apparatus comprising:

a recerver configured to obtain one or more events occur-
ring in response to a change in an incident light,
wherein a first event of the one or more events 1s
generated when the change in the mcident light 1s
sensed for a first pixel of a plurality of pixels of an
1mage sensor;

a determiner configured to determine a type of a user input
based on a number of the obtained one or more events:
and

a processor configured to process the user mput based on
the determined type.

2. The apparatus of claim 1, wherein the determiner 1s
configured to determine at least one velocity component
corresponding to the obtained one or more events, and to
determine the type of the user input based on the at least one
velocity component.

3. The apparatus of claim 2, wherein the at least one
velocity component comprises a planar velocity component,
an angular velocity component, and a Z-axial velocity
component.

4. The apparatus of claim 1, wherein the determiner 1s
configured to determine the type of the user iput to be a first
type 11 the number of the obtained one or more events 1s less
than a first threshold.

5. The apparatus of claim 1, wherein the determiner 1s
configured to, 1f the number of the obtained one or more
events 1s greater than a first threshold, determine at least one
velocity component corresponding to the obtained one or
more events and determine the type of the user mput based
on a magnitude of the determined at least one velocity
component.

6. The apparatus of claim 5, wherein:

the determiner 1s configured to determine the type of the
user mput to be a second type 1f the magnitude of the
determined at least one velocity component 1s less than
a second threshold; and

the determiner 1s configured to determine the type of the
user input to be a third type 1f the magnitude of the
determined at least one velocity component being
greater than the second threshold.

7. The apparatus of claim 1, wherein the determiner 1s
configured to determine the type of the user input to be one
of at least three types, based on the number of the obtained
one or more events and a magnitude of at least one velocity
component corresponding to the obtained one or more
events.

8. The apparatus of claim 7, wherein:

the at least three types comprises a first type in which the
number of the obtained one or more events 1s less than
a first threshold;

a second type 1 which the number of the obtained one or
more events 1s greater than the first threshold and each
magnitude of the at least one velocity component
corresponding to the obtained one or more events 1s
less than a second threshold; and

a third type 1 which the number of the obtained one or
more events 1s greater than the first threshold and the
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magnitude of the at least one velocity component 1s
greater than the second threshold.

9. The apparatus of claim 1, wherein the processor 1s
configured to perform an operation corresponding to the
determined type based on at least one of the determined
type, a pattern of the user input, a current location of a
pointer, and an application currently being executed.

10. The apparatus of claim 1, wherein the processor does
not process a new user iput during a time interval atfter the
user mput 1f the type of the user mput 1s determined to be a
third type 1n which the number of the obtained one or more
events 1s greater than a first threshold and a magnitude of at
least one velocity component corresponding to the obtained
one or more events 1s greater than a second threshold.

11. The apparatus of claim 1, further comprising:

a sensor configured to sense a change 1n a brightness of
the icident light for the first pixel of the image sensor
and, 1n response to the sensing, to generate the {first
event.

12. The apparatus of claim 1, wherein the change 1n the
incident light 1s caused by at least one of an eye blinking, a
pupil movement, a nose tip movement, a tongue movement,
a lip movement, and a head movement of a user.

13. The apparatus of claim 1, wherein the determiner 1s
configured to detect one or more events corresponding to an
object from among the obtained one or more events, and
determine the type based on at least one of a number of the
detected one or more events and at least one velocity
component corresponding to the detected one or more
events.
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14. The apparatus of claim 1, further comprising:

an input unit configured to receive an additional input,

wherein the processor 1s configured to perform an opera-

tion corresponding to the recerved additional mput.

15. A user mput processing method comprising:

generating a first event when change 1n an incident light

1s sensed for a first pixel of a plurality of pixels of a
SeNnsor;

obtaining one or more events occurring in response to the

change 1n the incident light;

determining a type of a user mput based on a number of

the obtained one or more events; and

processing the user input based on a result of the deter-

mined type.

16. The method of claim 15, wherein the first event
includes an instructor of the first pixel and timestamp at
which the change 1s sensed.

17. The method of claim 15, wherein the determiming
comprises determining the type of the user mput to be a first
type 11 the number of the obtained one or more events 1s less
than a first threshold.

18. The method of claim 15, wherein the determining
comprises determiming at least one velocity component
corresponding to the obtained one or more events and
determining the type of the user input based on the at least
one velocity component.

19. The method of claim 15, wherein the processing
comprises, performing an operation corresponding to the
type of the user 1mnput.

20. A non-transitory computer-readable recording
medium which stores a program to implement the method of
claim 15.
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