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wherein transitioning the gameplay includes identifying an
intensity of a gameplay aspect, and progressively reducing
the intensity of the gameplay aspect belfore entering the
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TRANSITIONING GAMEPLAY ON A
HEAD-MOUNTED DISPLAY

CLAIM OF PRIORITY

This application claims priority to U.S. Provisional Appli-
cation No. 61/832,762, filed Jun. 7, 2013, entitled “TRAN-

SITIONING GAMEPLAY ON A HEAD-MOUNTED DIS-

PLAY,” the disclosure of which 1s incorporated by reference
herein.

BACKGROUND

1. Field of the Invention

The present invention relates to methods and systems for
transitioming gameplay on a head-mounted display.

2. Description of the Related Art

The video game imndustry has seen many changes over the
years. As computing power has expanded, developers of
video games have likewise created game software that takes
advantage of these increases in computing power. To this
end, video game developers have been coding games that
incorporate sophisticated operations and mathematics to
produce a very realistic game experience.

Example gaming platforms, may be the Sony Playsta-
tion®, Sony Playstation2® (PS2), and Sony Playstation3®
(PS3), each of which 1s sold in the form of a game console.
As 1s well known, the game console 1s designed to connect
to a monitor (usually a television) and enable user interac-
tion through handheld controllers. The game console 1s
designed with specialized processing hardware, including a
CPU, a graphics synthesizer for processing intensive graph-
ics operations, a vector unit for performing geometry trans-
formations, and other glue hardware, firmware, and sofit-
ware. The game console 1s further designed with an optical
disc tray for receiving game compact discs for local play
through the game console. Online gaming i1s also possible,
where a user can interactively play against or with other
users over the Internet. As game complexity continues to
intrigue players, game and hardware manufacturers have
continued to imnovate to enable additional interactivity and
computer programs.

A growing trend 1n the computer gaming industry 1s to
develop games that increase the interaction between the user
and the gaming system. One way of accomplishing a richer
interactive experience 1s to use wireless game controllers
whose movement 1s tracked by the gaming system in order
to track the player’s movements and use these movements as
inputs for the game. Generally speaking, gesture input refers
to having an electronic device such as a computing system,
video game console, smart appliance, etc., react to some
gesture made by the player and captured by the electronic
device.

Another way of accomplishing a more immersive inter-
active experience 1s to use a head-mounted display. A
head-mounted display 1s worn by the user and can be
configured to present various graphics, such as a view of a
virtual space. The graphics presented on a head-mounted
display can cover a large portion or even all of a user’s field
of view. Hence, a head-mounted display can provide a
visually immersive experience to the user.

Another growing trend 1n the industry imvolves the devel-
opment of cloud-based gaming systems. Such systems may
include a remote processing server that executes a game
application, and communicates with a local thin client that
can be configured to receirve mput from users and render
video on a display.
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It 1s 1n this context that embodiments of the invention
arise.

SUMMARY

Embodiments of the present invention provide methods
and systems for transitioning gameplay of a video game. It
should be appreciated that the present invention can be
implemented in numerous ways, such as a process, an
apparatus, a system, a device or a method on a computer
readable medium. Several iventive embodiments of the
present invention are described below.

In one embodiment, a method for transitioning gameplay
1s provided, the method including: recerving a signal to
interrupt gameplay of a video game, the gameplay being
presented on a head-mounted display; in response to receiv-
ing the signal, transitioning the gameplay from an active
state to a paused state; wherein transitioning the gameplay
includes 1dentifying an intensity of a gameplay aspect, and
progressively reducing the intensity of the gameplay aspect
before entering the paused state.

In one embodiment, the intensity of the gameplay aspect
1s defined by a velocity of a virtual element; and progres-
sively reducing the intensity of the gameplay aspect includes
progressively reducing the velocity of the virtual element.

In one embodiment, a location of the virtual element 1n a
virtual space defines a view of the virtual space presented on
the head-mounted display; the view of the virtual space
changing in accordance with the velocity of the virtual
clement.

In one embodiment, the intensity of the gameplay aspect
1s defined by a density of virtual elements presented on the
head-mounted display; and progressively reducing the inten-
sity of the gameplay aspect includes progressively reducing
the density of virtual elements presented on the head-
mounted display.

In one embodiment, the intensity of the gameplay aspect
1s defined by a complexity of graphics presented on the
head-mounted display; and progressively reducing the inten-
sity of the gameplay aspect includes progressively simpli-
tying the graphics presented on the head-mounted display.

In one embodiment, the method further includes the
following: receiving a signal to resume gameplay of the
video game; 1n response to receiving the signal to resume
gameplay, transitioning the gameplay from the paused state
to the active state; wherein transitioning the gameplay from
the paused state to the active state includes progressively
increasing the intensity of the gameplay aspect.

In one embodiment, transitioning the gameplay from the
paused state to the active state includes 1dentifying a game-
play timepoint earlier than a gameplay timepoint at which
the gameplay was paused, and mitiating the transitioning
from the paused state to the active state from the earlier
gameplay timepoint.

In another embodiment, a non-transitory computer read-
able medium having program instructions for transitioning
gameplay embodied thereon 1s provided, the program
istructions including: program instructions for receiving a
signal to mterrupt gameplay of a video game, the gameplay
being presented on a head-mounted display; program
instructions for, in response to receiving the signal, transi-
tioning the gameplay from an active state to a paused state;
wherein transitioning the gameplay includes identifying an
intensity of a gameplay aspect, and progressively reducing
the intensity of the gameplay aspect before entering the
paused state.
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In another embodiment a system comprising at least one
computing device having logic for transitioning gameplay 1s
provided, the logic including: logic for receiving a signal to
interrupt gameplay of a video game, the gameplay being
presented on a head-mounted display; logic for, 1n response
to recerving the signal, transitioning the gameplay from an
active state to a paused state; wherein transitioning the
gameplay includes identifying an intensity of a gameplay
aspect, and progressively reducing the intensity of the game-
play aspect before entering the paused state.

Other aspects of the invention will become apparent from
the following detailed description, taken 1n conjunction with
the accompanying drawings, illustrating by way of example
the principles of the imnvention.

BRIEF DESCRIPTION OF THE DRAWINGS

The mvention may best be understood by reference to the
following description taken in conjunction with the accom-
panying drawings in which:

FIG. 1 1illustrates a system for interactive gameplay of a
video game, in accordance with an embodiment of the
invention.

FIG. 2 illustrates a head-mounted display (HMD), in
accordance with an embodiment of the invention.

FIG. 3 conceptually illustrates the function of a HMD i1n
conjunction with an executing video game, 1 accordance
with an embodiment of the invention.

FI1G. 4 1llustrates a user wearing a head-mounted display
that 1s paired with a mobile device, in accordance with an
embodiment of the invention.

FIG. 5 illustrates an interactive environment having
objects which may cause interruption to the gameplay of a
user, 1n accordance with an embodiment of the invention.

FIGS. 6A, 6B, and 6C illustrate views of a video game
presented on an HMD, 1n accordance with an embodiment
of the mvention.

FIGS. 7A, 7B, and 7C 1illustrate views of a video game
presented on an HMD, 1n accordance with an embodiment
of the invention.

FIGS. 8A, 8B, and 8C illustrate views of a video game
presented on an HMD, in accordance with an embodiment
of the invention.

FIGS. 9A, 9B, and 9C illustrate views of a video game
presented on an HMD, in accordance with an embodiment
of the mvention.

FI1G. 10 illustrates a graph showing a maximum allowable
intensity ol gameplay over time, 1 accordance with an
embodiment of the invention.

FIG. 11 1illustrates two curves of maximum intensity
assoclated with two diflerent users, in accordance with an
embodiment of the invention.

FIG. 12 1illustrates a graph showing intensity versus a
gameplay timeline, 1n accordance with an embodiment of
the 1nvention.

FIG. 13 illustrates components of a head-mounted dis-
play, 1n accordance with an embodiment of the invention.

FI1G. 14 15 a block diagram of a Game System, according,
to various embodiments of the invention.

DETAILED DESCRIPTION

The following embodiments describe methods and appa-
ratus for transitioning gameplay on a head-mounted display.
It will be obvious, however, to one skilled 1n the art, that
the present invention may be practiced without some or all
of these specific details. In other instances, well known
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process operations have not been described in detail 1n order
not to unnecessarily obscure the present invention.

FIG. 1 illustrates a system for interactive gameplay of a
video game, in accordance with an embodiment of the
invention. A user 100 1s shown wearing a head-mounted

display (HMD) 102. The HMD 102 1s worn 1n a manner

similar to glasses, goggles, or a helmet, and 1s configured to
display a video game or other content to the user 100. The
HMD 102 provides a very immersive experience to the user
by virtue of 1ts provision of display mechanisms in close
proximity to the user’s eyes. Thus, the HMD 102 can
provide display regions to each of the user’s eyes which
occupy large portions or even the entirety of the field of view
of the user.

In one embodiment, the HMD 102 can be connected to a
computer 106. The connection to computer 106 can be wired
or wireless. The computer 106 can be any general or special
purpose computer known 1n the art, including but not limited
to, a gaming console, personal computer, laptop, tablet
computer, mobile device, cellular phone, tablet, thin client,
set-top box, media streaming device, etc. In one embodi-
ment, the computer 106 can be configured to execute a video
game, and output the video and audio from the video game
for rendering by the HMD 102.

The user 100 may operate a controller 104 to provide
input for the video game. Additionally, a camera 108 can be
configured to capture 1image of the interactive environment
in which the user 100 1s located. These captured 1images can
be analyzed to determine the location and movements of the
user 100, the HMD 102, and the controller 104. In one
embodiment, the controller 104 includes a light which can
be tracked to determine its location and orientation. Addi-
tionally, as described in further detail below, the HMD 102
may include one or more lights which can be tracked to
determine the location and orientation of the HMD 102. The
camera 108 can include one or more microphones to capture
sound from the mteractive environment. Sound captured by
a microphone array may be processed to 1dentily the loca-
tion of a sound source. Sound from an 1dentified location can
be selectively utilized or processed to the exclusion of other
sounds not from the identified location. Furthermore, the
camera 108 can be defined to include multiple image capture
devices (e.g. stereoscopic pair of cameras), an IR camera, a
depth camera, and combinations thereof.

In another embodiment, the computer 106 functions as a
thin client 1n communication over a network with a cloud
gaming provider 112. The cloud gaming provider 112 main-
tains and executes the video game being played by the user
102. The computer 106 transmits inputs from the HMD 102,
the controller 104 and the camera 108, to the cloud gaming
provider, which processes the mputs to aflect the game state
of the executing video game. The output from the executing
video game, such as video data, audio data, and haptic
teedback data, 1s transmitted to the computer 106. The
computer 106 may further process the data before transmis-
sion or may directly transmit the data to the relevant devices.
For example, video and audio streams are provided to the
HMD 102, whereas a vibration feedback command 1s pro-
vided to the controller 104.

In one embodiment, the HMD 102, controller 104, and
camera 108, may themselves be networked devices that
connect to the network 110 to communicate with the cloud
gaming provider 112. For example, the computer 106 may
be a local network device, such as a router, that does not
otherwise perform video game processing, but facilitates
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passage network traflic. The connections to the network by
the HMD 102, controller 104, and camera 108 may be wired
or wireless.

FIG. 2 illustrates a head-mounted display (HMD), in
accordance with an embodiment of the invention. As shown,
the HMD 102 includes a plurality of lights 200A-H. Each of
these lights may be configured to have specific shapes, and

can be configured to have the same or different colors. The
lights 200A, 2008, 200C, and 200D are arranged on the

front surface of the HMD 102. The lights 200E and 200F are
arranged on a side surface of the HMD 102. And the lights
200G and 200H are arranged at corners of the HMD 102, so
as to span the front surface and a side surface of the HMD
102. It will be appreciated that the lights can be 1dentified 1n
captured 1mages ol an interactive environment in which a
user uses the HMD 102. Based on identification and tracking
of the lights, the location and orientation of the HMD 102 1n
the interactive environment can be determined. It will fur-
ther be appreciated that some of the lights may or may not
be visible depending upon the particular onientation of the
HMD 102 relative to an image capture device. Also, difler-
ent portions of lights (e.g. lights 200G and 200H) may be
exposed for image capture depending upon the orientation of
the HMD 102 relative to the image capture device.

In one embodiment, the lights can be configured to
indicate a current status of the HMD to others in the vicinity.
For example, some or all of the lights may be configured to
have a certain color arrangement, 111ten81ty arrangement, be
configured to blink, have a certain on/ofl configuration, or
other arrangement indicating a current status of the HMD
102. By way of example, the lights can be configured to
display different configurations during active gameplay of a
video game (generally gameplay occurring during an active
timeline or within a scene of the game) versus other non-
active gameplay aspects of a video game, such as navigating
menu interfaces or configuring game settings (during which
the game timeline or scene may be nactive or paused). The
lights might also be configured to indicate relative intensity
levels of gameplay. For example, the intensity of lights, or
a rate of blinking, may increase when the intensity of
gameplay increases. In this manner, a person external to the
user may view the lights on the HMD 102 and understand
that the user 1s actively engaged in intense gameplay, and
may not wish to be disturbed at that moment.

The HMD 102 may additionally include one or more
microphones. In the illustrated embodiment, the HMD 102
includes microphones 204 A and 204B defined on the front
surface of the HMD 102, and microphone 204C defined on
a side surface of the HMD 102. By utilizing an array of
microphones, sound from each of the microphones can be
processed to determine the location of the sound’s source.
This imnformation can be utilized in various ways, imncluding
exclusion of unwanted sound sources, association of a sound
source with a visual i1dentification, etc.

The HMD 102 may also include one or more image
capture devices. In the illustrated embodiment, the HMD
102 1s shown to include image captured devices 202A and
202B. By utilizing a stereoscopic pair of image capture
devices, three-dimensional (3D) images and video of the
environment can be captured from the perspective of the
HMD 102. Such video can be presented to the user to
provide the user with a “video see-through” ability while
wearing the HMD 102. That i1s, though the user cannot see
through the HMD 102 1n a strict sense, the video captured
by the image capture devices 202A and 202B can nonethe-
less provide a functional equivalent of being able to see the
environment external to the HMD 102 as 1f looking through

5

10

15

20

25

30

35

40

45

50

55

60

65

6

the HMD 102. Such video can be augmented with virtual
clements to provide an augmented reality experience, or may
be combined or blended with virtual elements in other ways.

Though 1n the illustrated embodiment, two cameras are
shown on the front surface of the HMD 102, 1t will be

appreciated that there may be any number of externally
facing cameras installed on the HMD 102, oniented 1n any
direction. For example, in another embodiment, there may
be cameras mounted on the sides of the HMD 102 to provide
additional panoramic 1mage capture of the environment.

FIG. 3 conceptually illustrates the function of the HMD
102 1n conjunction with an executing video game, 1n accor-
dance with an embodiment of the invention. The executing
video game 1s defined by a game engine 320 which receives
inputs to update a game state of the video game. The game
state of the video game can be defined, at least in part, by
values of various parameters of the video game which define
various aspects of the current gameplay, such as the presence
and location of objects, the conditions of a virtual environ-
ment, the triggering of events, user profiles, view perspec-
tives, etc.

In the illustrated embodiment, the game engine receives,
by way of example, controller mnput 314, audio mmput 316
and motion mput 318. The controller mput 314 may be
defined from the operation of a gaming controller separate
from the HMD 102, such as controller 104. By way of
example, controller input 314 may include directional
inputs, button presses, trigger activation, movements, or
other kinds of inputs processed from the operation of a
gaming controller. The audio mput 316 can be processed
from a microphone 302 of the HMD 102, or from a
microphone 1ncluded 1n the 1image capture device 108. The
motion mput 218 can be processed from a motion sensor 300
included 1n the HMD 102, or from 1image capture device 108
as 1t captures 1images of the HMD 102. The game engine 320
receives mputs which are processed according to the con-
figuration of the game engine to update the game state of the
video game. The game engine 320 outputs game state data
to various rendering modules which process the game state
data to define content which will be presented to the user.

In the illustrated embodiment, a video rendering module
322 1s defined to render a video stream for presentation on
the HMD 102. The video stream may be presented by a
display/projector mechanism 310, and wviewed through
optics 308 by the eye 306 of the user. An audio rendering
module 304 i1s configured to render an audio stream {for
listening by the user. In one embodiment, the audio stream
1s output through a speaker 304 associated with the HMD
102. It should be appreciated that speaker 304 may take the
form of an open air speaker, headphones, or any other kind
of speaker capable of presenting audio.

In one embodiment, a gaze tracking camera 312 1s
included in the HMD 102 to enable tracking of the gaze of
the user. The gaze tracking camera captures 1images of the
user’s eves, which are analyzed to determine the gaze
direction of the user. In one embodiment, information about
the gaze direction of the user can be utilized to affect the
video rendering. For example, 11 a user’s eyes are deter-
mined to be looking a specific direction, then the video
rendering for that direction can be prioritized or emphasized,
such as by providing greater detail or faster updates in the
region where the user 1s looking.

Additionally, a tactile feedback module 326 1s configured
to provide signals to tactile feedback hardware included in
either the HMD 102 or another device operated by the user,
such as a controller 104. The tactile feedback may take the
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form of various kinds of tactile sensations, such as vibration
teedback, temperature feedback, pressure feedback, eftc.
FI1G. 4 1llustrates a user wearing a head-mounted display
that 1s paired with a mobile device, 1n accordance with an
embodiment of the invention. In the illustrated embodiment,
the mobile device 400 can be a cellular phone, though in
other embodiments the mobile device may be any other kind
ol portable device which may be paired with another device.
Furthermore, the mobile device may be paired directly with
the HMD 102, or may be paired with a computer, such as
computer 106, that communicates video and/or audio data to
the HMD 102 for presentation. Regardless of the specific
configuration, the result of pairing the mobile device 400 1s
such that features of the mobile device 400 (such as sending
and receiving phone calls, accessing contacts, providing

voice mput/commands, etc.) are accessible from the HMD
102.

At reference 410, a view as provided by the HMD 102 to
the user 100 1s shown when an incoming call 1s received by
the mobile device 400. As shown, a message indicating the
incoming call 1s presented to the user, overlaid upon a virtual
scene 1 which the user’s gameplay 1s defined. In one
embodiment, the user may indicate acceptance or rejection
of the call by pressing specific buttons on the controller 104.
In another embodiment, the HMD 102 includes one or more
buttons which can be utilized 1n a similar manner. When the
user accepts the incoming call, then as shown at reference
412, a video see-through portion 414 1s shown 1n the view
provided by the HMD 102. The video see-through portion
414 1s provided by combining a video feed from an exter-
nally facing camera of the HMD 102 with the existing
display of the virtual environment. Additionally, the video
game may be paused upon the acceptance of the mmcoming
call by the user 100.

In the 1illustrated embodiment, the lower portion of the
displayed view presents the video feed, whereas the upper
portion of the displayed view still shows the virtual envi-
ronment. However, 1n other embodiments, the video see-
through portion can be configured 1n any region or orienta-
tion of the displayed view, including the entirety of the view.
The video see-through can be shown exclusive of any other
content. Or 1n another embodiment, the video see-through
can be mixed with the existing view of the virtual space. In
one embodiment, the view of the virtual space becomes
partially transparent or 1s otherwise reduced in intensity, and
the video see-through 1s overlaid or mixed with at least a
portion of the virtual space view. After the call 1s complete,
then as shown at reference 416, the video see-through
portion 1s eliminated and the view of the virtual space 1s
restored

By providing the video see-through portion 414, the user
1s able to view the mobile device 400. This allows the user
100 to access functionality provided on the mobile device
400 without having the remove the HMD 102. By way of
example, the user 100 may wish to access functions of the
mobile device such as adjusting volume, muting a call,
access other apps on the mobile device, etc. Though the
present embodiment 1s described with reference to an
incoming phone call, similar concepts are contemplated for
other types of communications via a mobile device. For
example, receipt of a text message, e-mail, or other alert may
trigger display of a message in the view provided by the
HMD 102 alerting the user to the communication. And a
video see-through may be provided 1n response to the receipt
of the communication or some indication of positive accep-
tance by the user 100, so as to enable the user 100 to view
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the mobile device and access 1ts functionality without hav-
ing to remove the HMD 102 from his/her head.

FIG. 5 illustrates an interactive environment having
objects which may cause interruption to the gameplay of a
user, 1n accordance with an embodiment of the invention.
For example, a person 500 may be speaking 1n the vicinity
of the user 100, while the user 100 1s engaged 1n gameplay
of video game displayed on the HMD 102. In one embodi-
ment, the user 100 may be alerted to the presence of person
500 speaking. The location of the person 500 can be
identified based upon sound source localization and/or
image recogmtion, utilizing audio and/or 1mage data cap-
tured by the HMD 102 and/or the image capture device 108.
In one embodiment, a voice recognition technology or
image recognition technology can be utilized to determine
the 1dentity of the person 500. When the user 1s alerted to the
presence of person 300 speaking, a video see-through mode
can be activated and at least partially displayed on the HMD
102 to enable the user 100 to see the person 500 without
removing the HMD 102.

Also shown at FIG. 5 1s a table 502. In one embodiment,
the user 100 can be warned if he 1s moving too close to an
object such as table 502, and therefore at risk of bumping
into the object. An alert can be displayed to the user via the
HMD 102, and a video see-through mode can be activated
to allow the user 100 to see external objects 1n his vicinity,
such as the table 502. Objects in the local environment of the
user 100 can be mapped based on 1mage analysis of captured
images by the HMD 102 or a separate image capture device
108. The multiple views of the environment can be pro-
cessed to define a three-dimensional mapping of the objects
in the vicinity of the user. Furthermore, the HMD 102 and/or
the 1mage capture device 108 can include depth cameras
which capture depth information about the local environ-
ment. The depth information can be analyzed 1n support of
defining the atorementioned three-dimensional mapping of
objects 1n the user’s vicinity.

Head-mounted displays can provide very immersive
experiences, 1 part because they can provide display that
encompasses a large portion of the user’s field of view, 11 not
its entirety. As such, the user can experience sensations of
motion, acceleration, directional changes, and other types of
physics by virtue of what 1s being watched, even though the
user himself 1s not actually moving. Because a head-
mounted display can provide a very immersive experience
for the user, 1t can be disorienting for the user to abruptly
transition from viewing a high intensity scene (possibly
characterized by a high level of motion or high density of
objects) to viewing a halted scene (such as when a game 1s
paused) or a diflerent scene entirely. In the following figures,
several examples are provided wherein the intensity of
gameplay of a video game 1s progressively reduced so as to
transition gameplay from a higher intensity to a lower
intensity, and so minimize disorientation of the user result-
ing from transitioning.

FIG. 6A 1llustrates a view ol a video game scene pre-
sented on an HMD 1n which a character 1s running. As the
character 1s running, the scene displayed (defined by a
virtual viewpoint) 1s moved to follow the character, and so
the view provides the sensation of this movement to the user
viewing via the HMD. However, another person has been
identified as talking in the vicinity of the user. A message 1s
shown indicating that someone 1s talking, and an option to
pause gameplay 1s presented. I the user opts to pause the
gameplay, the movement of the character 1s progressively
slowed until the character has stopped, as shown at FIG. 6B.
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In one embodiment, a video see-through portion opens
within the user’s view from the direction 1n which the other
person 1s located. As noted previously, the location of the
other person can be determined based on sound localization
and 1mage analysis/recognition. As shown at FIG. 6C, the
video see-through portion has opened from the right side of
the view, to reveal the other person talking.

FIG. 7A illustrates a view of a video game presented
through a HMD, 1n accordance with an embodiment of the
invention. In the view shown at FIG. 7A, the user 1s playing
a basketball game, and has just scored a basket. An option
1s presented for the user to share a clip of the basketball shot,
by way of example, on a social network. However, the
gameplay of the basketball video game can be intense with
many players moving simultaneously on a basketball court.
Therefore, if the user chooses to share the preceding shot as
suggested, then the intensity of the gameplay 1s progres-
sively reduced. By way of example, in the context of the
basketball game, players may stop moving, or may be
removed from the scene, and visual elements may be sim-
plified or may also be removed from the scene. As shown at
FIG. 7B, the players have stopped moving, and certain
visual elements have been removed from the scene, such as
one of the players and some tloor markings. In this manner,
the scene 1s simplified and the intensity of the game 1s
reduced prior to transitioning away from the gameplay.

After the intensity of gameplay 1s reduced, then as shown
at FIG. 7C, an mterface 1s presented for selecting the start
and end points for the video clip of the basketball shot to be
shared.

FIGS. 8A, 8B, and 8C illustrate views of a car racing
game, 1n accordance with an embodiment of the mmvention.
At FIG. 8A, the user 1s driving a car at high velocity in the
context of the video game. Prior to transitioning out of the
game, as shown at FIG. 8B, the speed of the car 1s reduced.
And as shown at FIG. 8C, the car has come to a stop. Thus,
the car has transitioned to a stop before the display of the
scene 1s removed, or the user transfers to viewing another
scene 1n the HMD.

FIGS. 9A, 9B, and 9C 1illustrate views of a virtual scene,
in accordance with an embodiment of the mnvention. At FIG.
9A, a hilly scene with a high density of objects (e.g. trees)
1s shown. Prior to transitioning away from the scene, as
shown at FIG. 9B, the density of objects in the scene 1s
reduced, simplifying the presentation of the scene. Addi-
tionally, the hilliness of the terrain has been reduced. At FIG.
9C, all objects have been removed from the scene, and the
terrain has been further simplified to a nearly flat terrain. In
this manner, the graphics presented to the user have been
simplified prior to transitioning away from the virtual scene.

As the foregoing examples demonstrate, a reduction 1n the
intensity of the gameplay of a game can be associated with
a variety of aspects of the video game. The foregoing
embodiments have generally been described in terms of
aspects such as velocity and density of objects. However, 1t
1s contemplated that other aspects of gameplay which con-
tribute to the overall intensity of gameplay can be similarly
reduced 1n a progressive manner when transitioning. For
example, aspects such as changes 1n velocity (acceleration),
changes 1n density, sound (e.g. density, volume, amplitude of
certain frequency ranges, variance over time), color (e.g.
saturation, intensity), contrast, brightness, transparency,
complexity of graphics, etc. can all be adjusted to reduce the
intensity of a video game prior to transitioning to a paused
state or other state of operation.

As abrupt transitioning out of an immersive experience
provided on a HMD can be disorienting, so can abrupt
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transitioning 1n to such an immersive experience. Therefore,
intensity of gameplay can be progressively increased when
active gameplay 1s initiated.

FIG. 10 1llustrates a graph showing a maximum allowable
intensity of gameplay over time, 1 accordance with an
embodiment of the mnvention. At time t0, gameplay 1is
initiated, and the maximum allowable intensity of gameplay
1s ramped up progressively until 1t reaches an upper limait
defined at time t1. Accordingly, the actual gameplay inten-
sity experienced by the user may progressively increase
during this time, depending upon the specific nature of the
user’s gameplay. In one embodiment, gameplay actions on
the part of the user which result 1n gameplay intensity below
the maximum allowable intensity may be permitted,
whereas gameplay actions which would otherwise result in
gameplay intensity above the maximum allowable intensity
are limited or down-regulated to the maximum allowable
intensity defined for that time. In another embodiment, the
gameplay intensity resulting from gameplay actions 1is
scaled to fit the maximum allowable intensity defined for
that time. It should be appreciated that the scaling of the
gameplay intensity to fit the maximum allowable intensity
can define a linear scaling relationship or some other non-
linear scaling relationship. In this regard, in one embodi-
ment, the maximum allowable intensity 1s defined by a
scaling factor being applied to gameplay intensity resulting,
from gameplay actions.

Explanation of some numerical examples will serve to
illustrate the foregoing relationships. For example, if game-
play activity results in a gameplay intensity having a
numerical value ranging from 1-10, and the maximum
allowable intensity 1s 5, then 1n one embodiment, gameplay
intensities ranging from 1-5 are allowed, whereas gameplay
intensities ranging from 3-10 are adjusted to the maximum
allowable intensity, which 1s 5. In another embodiment, a
scalar factor of 0.5 1s applied to all gameplay 1ntensities, so
that the gameplay intensity range of 1-10 1s now eflectively
reduced to a range of 1-5, and also thereby defining the
maximum allowable intensity. It should be appreciated that
the foregoing numerical examples are provided merely by
way of example. In various embodiments, the scalar factor
may range from zero to one, or expressed as a percentage,
the scalar factor may range from 0% to 100%, so as to define
an eflective gameplay intensity of some aspect of gameplay.
It will be appreciated that the scalar factor can be adjusted
upward or downward depending upon various factors, such
as the experience level of the user.

With continued reference to FIG. 10, the upper limit 1n the
maximum allowable intensity 1s maintained from time tl
until time 12, whereupon an interruption to the gameplay
occurs and a command 1s received to pause the gameplay. At
this point, before entering a paused state of gameplay, the
maximum allowable intensity 1s progressively reduced to
zero at time t3. This will have the effect of reducing the
actual intensity of gameplay to zero. By way of example,
between time t3 and t4, the video game may be 1n a paused
state. At time t4, the gameplay 1s remitiated and so the
maximum allowable 1ntensity 1s again ramped up. At time
t5, the maximum intensity level reaches an upper limit
again.

As applied 1n the context of a given video game, the
progressive increase or decrease 1n the gameplay intensity or
maximum allowable intensity can result 1n various eflects
experienced by the user. For example, the user may expe-
rience a gradual increase or decrease 1n the sensitivity of a
given input, such as motion 1nput, or a controller input such
as a joystick or button activation. Or changes 1n the view
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provided to the user via the HMD resulting 1n sensations of
acceleration, deceleration, velocity, or changes in direction
may be progressively increased or decreased, resulting in
corresponding increases or decreases 1n these sensations.

The maximum allowable intensity defined over time, as
has been described, defines a maximum intensity envelope
for the user. It should be appreciated that the provision of a
maximum intensity envelope as has been described permits
the user to acclimatize to the intensity and immersive nature
of the gameplay 1n a gradual and progressive manner. This
can help the user to avoid discomiorting sensations of
disorientation, vertigo, and the like when transitioning into
and out of active gameplay.

In one embodiment, the gameplay intensity can be manu-
ally adjusted by the user, prior to or during active gameplay.
The adjustment of the gameplay intensity can be defined by
a user-adjustable setting that can be increased or decreased
in response to corresponding commands from the user. It
will be appreciated that any type of command 1nterface for
adjusting the setting can be employed, including buttons,
voice commands, gestures, etc. Furthermore, the user-ad-
justable setting can be defined by a parameter for a property
of the gameplay intensity, such as the alorementioned maxi-
mum allowable intensity and scaling factor, or other prop-
erties of the gameplay intensity that may eflectively increase
or decrease the overall gameplay intensity for the user.

It will be appreciated that a gameplay intensity can be
defined by a game 1in accordance with the context of the
game, and may further be defined to affect any of a variety
of aspects of gameplay. Additionally, during different por-
tions of a game, the gameplay intensity can be defined by
different aspects that are relevant during the different por-
tions of the game. For example, in one embodiment, inten-
sity may be defined as the amount of damage dealt by and
received by characters 1n the game (e.g. a user’s character,
an enemy character, a boss character, etc.). Thus, as a user
transitions nto or out of gameplay, a user’s character may
both deliver damage to another character and sustain dam-
age from another character; however, the amount of damage
delivered/sustained may be reduced during the transition. In
this manner, a user’s character will not die too quickly when
transitioming 1nto or out of a paused state during the course
ol combat.

It should be appreciated that the gameplay intensity may
be defined by any of a variety of adjustable aspects of
gameplay, without limitation, including the following: an
amount of damage delivered, a strength of an attack or
weapon, an amount of energy or resource utilized, an
amount of health depleted, a level of difliculty, a frequency
of an action, an eflectiveness of an action, etc. The specific
aspect ol gameplay that i1s aflected by changes to the
gameplay mntensity may be contextually specific to a given
game and to the gameplay activity ongoing at the time the
gameplay intensity 1s changed.

FIG. 11 1illustrates two curves of maximum intensity
assoclated with two diflerent users, in accordance with an
embodiment of the invention. The curve 1100 shows the
maximum 1ntensity level for a more experienced user,
whereas the curve 1102 shows the maximum intensity level
for a less experienced user. As can be seen, the maximum
intensity level for the more experienced user progressively
ramps up and ramps down more quickly than that of the less
experienced user. This retlects the fact that the more expe-
rienced user 1s better able to handle a faster transition
between high and low intensities of gameplay. Additionally,
in the 1llustrated embodiment, the curve 1100 of the expe-
rienced user exhibits a higher upper limit than that of curve
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1102. However, 1in another embodiment, the curve 1102
associated with the less experienced user may reach the
same upper limit, but more gradually.

In one embodiment, various users may have associated
user profiles which define the rates at which the user may
increase or decrease in intensity ol gameplay when transi-
tioning 1nto and out of active gameplay, as well as the upper
limit of the mtensity of gameplay. As discussed above, these
parameters can be defined by scalar factors applied to the
intensity ol gameplay. In one embodiment, when a user 1s
logged 1n to the video game system, their profile 1s accessed
to define the gameplay intensity presented to the user.
Additionally, 1t will be noted that the profile may be based
on the experience of the user, as well as user-defined
settings. The experience of the user can be based on the
amount of time the user has spent playing the video game or
using the HMD, as well as the recency of such gameplay. In
one embodiment, the rate at which a user may change
(increase or decrease) gameplay intensity increases as the
amount of time spent in active gameplay increases. In one
embodiment, this rate may be configured to decrease 11 an
amount of time since the user’s previous gameplay session
exceeds a certain threshold. Furthermore, once the threshold
time period 1s exceeded, the rate may further decrease as the
time period since the previous session increases. In this
manner, a user who has not engaged 1n active gameplay for
some time, may not be subjected to the same rate of intensity
change as during his previous session, and 1s permitted to
acclimatize to the intensity of gameplay more gradually.

FIG. 12 illustrates a graph showing intensity versus a
gameplay timeline, 1n accordance with an embodiment of
the mvention. The intensity of a user’s gameplay over the
course of a gameplay timeline 1s shown. The user’s game-
play intensity ramps down 1n accordance with curve 1200,
until 1t stops along the gameplay timeline at reference 1204.
However, when gameplay 1s resumed, it 1s mitiated from an
carlier timepoint 1n the gameplay timeline, indicated at
reference 1206. In this manner, context 1s provided for the
user to reenter the gameplay of the video game when the
user decides to resume active gameplay.

Various embodiments described heremn have been
described with reference to video games presented on a
head-mounted display device. However, 1t will be appreci-
ated that in accordance with other embodiments, the prin-
ciples and methods thus described may also be applied 1n the
context of other types of interactive applications, and in the
context of presentation on other types of devices, including
but not limited to televisions and other types of displays on
which interactive applications may be presented.

With reference to FIG. 13, a diagram 1illustrating compo-
nents of a head-mounted display 102 1s shown, in accor-
dance with an embodiment of the invention. The head-
mounted display 102 includes a processor 1300 {for
executing program instructions. A memory 1302 1s provided
for storage purposes, and may include both volatile and
non-volatile memory. A display 1304 1s included which
provides a visual interface that a user may view. A battery
1306 1s provided as a power source for the head-mounted
display 102. A motion detection module 1308 may include
any of various kinds of motion sensitive hardware, such as
a magnetometer 1310, an accelerometer 1312, and a gyro-
scope 1314.

An accelerometer 1s a device for measuring acceleration
and gravity induced reaction forces. Single and multiple axis
models are available to detect magnitude and direction of the
acceleration 1n different directions. The accelerometer is
used to sense inclination, vibration, and shock. In one
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embodiment, three accelerometers 1312 are used to provide
the direction of gravity, which gives an absolute reference
for two angles (world-space pitch and world-space roll).

A magnetometer measures the strength and direction of
the magnetic field in the vicinity of the head-mounted
display. In one embodiment, three magnetometers 1310 are
used within the head-mounted display, ensuring an absolute
reference for the world-space yaw angle. In one embodi-
ment, the magnetometer 1s designed to span the earth
magnetic field, which 1s £80 microtesla. Magnetometers are
allected by metal, and provide a yaw measurement that 1s
monotonic with actual yaw. The magnetic field may be
warped due to metal 1n the environment, which causes a
warp 1n the yaw measurement. If necessary, this warp can be
calibrated using information from other sensors such as the
gyroscope or the camera. In one embodiment, accelerometer
1312 1s used together with magnetometer 1310 to obtain the
inclination and azimuth of the head-mounted display 102.

A gyroscope 1s a device for measuring or maintaining
orientation, based on the principles of angular momentum.
In one embodiment, three gyroscopes 1314 provide infor-
mation about movement across the respective axis (X, y and
7) based on 1nertial sensing. The gyroscopes help 1n detect-
ing fast rotations. However, the gyroscopes can drift over-
time without the existence ol an absolute reference. This
requires resetting the gyroscopes periodically, which can be
done using other available information, such as positional/
orientation determination based on visual tracking of an
object, accelerometer, magnetometer, etc.

A camera 1316 1s provided for capturing images and
image streams of a real environment. More than one camera
may be included 1n the head-mounted display 102, including
a camera that 1s rear-facing (directed away from a user when
the user 1s viewing the display of the head-mounted display
102), and a camera that 1s front-facing (directed towards the
user when the user 1s viewing the display of the head-
mounted display 102). Additionally, a depth camera 1318
may be included in the head-mounted display 102 for
sensing depth mformation of objects 1n a real environment.

The head-mounted display 102 includes speakers 1320 for
providing audio output. Also, a microphone 1322 may be
included for capturing audio from the real environment,
including sounds from the ambient environment, speech
made by the user, etc. The head-mounted display 102
includes tactile feedback module 1324 for providing tactile
feedback to the user. In one embodiment, the tactile feed-
back module 1324 is capable of causing movement and/or
vibration of the head-mounted display 102 so as to provide
tactile feedback to the user.

LEDs 1326 are provided as visual indicators of statuses of
the head-mounted display 102. For example, an LED may
indicate battery level, power on, etc. A card reader 1328 1s
provided to enable the head-mounted display 102 to read
and write mnformation to and from a memory card. A USB
interface 1330 1s included as one example of an interface for
enabling connection of peripheral devices, or connection to
other devices, such as other portable devices, computers, etc.
In various embodiments of the head-mounted display 102,
any of various kinds of interfaces may be included to enable
greater connectivity of the head-mounted display 102.

A WiF1 module 1332 1s included for enabling connection
to the Internet via wireless networking technologies. Also,
the head-mounted display 102 includes a Bluetooth module
1334 for enabling wireless connection to other devices. A
communications link 1336 may also be included for con-
nection to other devices. In one embodiment, the commu-
nications link 1336 utilizes inirared transmission for wire-
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less communication. In other embodiments, the
communications link 1336 may utilize any of various wire-
less or wired transmaission protocols for communication with
other devices.

Input buttons/sensors 1338 are included to provide an
input interface for the user. Any of various kinds of mput
interfaces may be included, such as buttons, touchpad,
joystick, trackball, etc. An ultra-sonic communication mod-
ule 1340 may be included in head-mounted display 102 for
facilitating communication with other devices via ultra-
sonic technologies.

Bio-sensors 1342 are included to enable detection of
physiological data from a user. In one embodiment, the
bio-sensors 1342 include one or more dry electrodes for
detecting bio-electric signals of the user through the user’s
skin.

The foregoing components of head-mounted display 102
have been described as merely exemplary components that
may be included 1n head-mounted display 102. In various
embodiments of the mvention, the head-mounted display
102 may or may not include some of the various aforemen-
tioned components. Embodiments of the head-mounted dis-
play 102 may additionally include other components not
presently described, but known 1n the art, for purposes of
facilitating aspects of the present invention as herein
described.

It will be appreciated by those skilled i the art that in
various embodiments of the invention, the atlorementioned
handheld device may be utilized 1n conjunction with an
interactive application displayed on a display to provide
various interactive functions. The exemplary embodiments
described herein are provided by way of example only, and
not by way of limitation.

FIG. 14 1s a block diagram of a Game System 1400,
according to various embodiments of the imnvention. Game
System 1400 1s configured to provide a video stream to one
or more Clients 1410 via a Network 1415. Game System
1400 typically includes a Video Server System 1420 and an
optional game server 14235, Video Server System 1420 1s
configured to provide the video stream to the one or more
Chients 1410 with a minimal quality of service. For example,
Video Server System 1420 may receive a game command
that changes the state of or a point of view within a video
game, and provide Clients 1410 with an updated video
stream reflecting this change 1n state with minimal lag time.
The Video Server System 1420 may be configured to pro-
vide the video stream 1n a wide variety of alternative video
formats, including formats yet to be defined. Further, the
video stream may include video frames configured for
presentation to a user at a wide variety of frame rates.
Typical frame rates are 30 frames per second, 60 frames per
second, and 1420 frames per second. Although higher or
lower frame rates are included in alternative embodiments of
the 1nvention.

Clients 1410, referred to herein individually as 1410A,
1410B, etc., may include head mounted displays, terminals,
personal computers, game consoles, tablet computers, tele-
phones, set top boxes, kiosks, wireless devices, digital pads,
stand-alone devices, handheld game playing devices, and/or
the like. Typically, Clients 1410 are configured to receive
encoded video streams, decode the video streams, and
present the resulting video to a user, e.g., a player of a game.
The processes of receiving encoded video streams and/or
decoding the video streams typically includes storing 1ndi-
vidual video frames in a receive bufler of the client. The
video streams may be presented to the user on a display
integral to Client 1410 or on a separate device such as a
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monitor or television. Clients 1410 are optionally configured
to support more than one game player. For example, a game
console may be configured to support two, three, four or
more simultaneous players. Fach of these players may
receive a separate video stream, or a single video stream
may 1nclude regions of a frame generated specifically for
cach player, e.g., generated based on each player’s point of
view. Clients 1410 are optionally geographically dispersed.
The number of clients included in Game System 1400 may
vary widely from one or two to thousands, tens of thousands,
or more. As used herein, the term “game player” 1s used to
refer to a person that plays a game and the term “game
playing device” 1s used to refer to a device used to play a
game. In some embodiments, the game playing device may
refer to a plurality of computing devices that cooperate to
deliver a game experience to the user. For example, a game
console and an HMD may cooperate with the video server
system 1420 to deliver a game viewed through the HMD. In
one embodiment, the game console receives the video
stream from the video server system 1420, and the game
console forwards the video stream, or updates to the video
stream, to the HMD for rendering.

Clients 1410 are configured to receive video streams via
Network 1415. Network 1415 may be any type of commu-
nication network including, a telephone network, the Inter-
net, wireless networks, powerline networks, local area net-
works, wide area networks, private networks, and/or the
like. In typical embodiments, the video streams are com-
municated via standard protocols, such as TCP/IP or UDP/
IP. Alternatively, the video streams are communicated via
proprictary standards.

A typical example of Clients 1410 1s a personal computer
comprising a processor, non-volatile memory, a display,
decoding logic, network communication capabilities, and
iput devices. The decoding logic may include hardware,
firmware, and/or software stored on a computer readable
medium. Systems for decoding (and encoding) wvideo
streams are well known 1n the art and vary depending on the
particular encoding scheme used.

Clients 1410 may, but are not required to, further include
systems configured for modifying received video. For
example, a client may be configured to perform further
rendering, to overlay one video image on another video
image, to crop a video 1mage, and/or the like. For example,
Clients 1410 may be configured to receive various types of
video frames, such as I-frames, P-frames and B-frames, and
to process these frames into 1mages for display to a user. In
some embodiments, a member of Clients 1410 1s configured
to perform further rendering, shading, conversion to 3-D, or
like operations on the video stream. A member of Clients
1410 1s optionally configured to receive more than one audio
or video stream. Input devices of Clients 1410 may include,
for example, a one-hand game controller, a two-hand game
controller, a gesture recognition system, a gaze recognition
system, a voice recognition system, a keyboard, a joystick,
a pointing device, a force feedback device, a motion and/or
location sensing device, a mouse, a touch screen, a neural
interface, a camera, mput devices yet to be developed,
and/or the like.

The video stream (and optionally audio stream) recerved
by Clients 1410 1s generated and provided by Video Server
System 1420. As 1s described further elsewhere herein, this
video stream 1includes video frames (and the audio stream
includes audio frames). The video frames are configured
(e.g., they include pixel information 1n an appropriate data
structure) to contribute meaningfully to the images dis-
played to the user. As used herein, the term *“video frames™
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1s used to refer to frames including predominantly informa-
tion that 1s configured to contribute to, e.g. to eflect, the
images shown to the user. Most of the teachings herein with
regard to “video Iframes” can also be applied to “audio
frames.”

Clients 1410 are typically configured to receive mnputs
from a user. These inputs may include game commands
configured to change the state of the video game or other-
wise allect game play. The game commands can be recerved
using mput devices and/or may be automatically generated
by computing instructions executing on Clients 1410. The
received game commands are communicated from Clients
1410 via Network 14135 to Video Server System 1420 and/or
Game Server 1425. For example, 1n some embodiments, the
game commands are communicated to Game Server 1425
via Video Server System 1420. In some embodiments,
separate copies ol the game commands are communicated
from Clients 1410 to Game Server 1425 and Video Server
System 1420. The communication of game commands 1s
optionally dependent on the 1dentity of the command. Game
commands are optionally communicated from Client 1410A
through a different route or communication channel that that
used to provide audio or video streams to Client 1410A.

Game Server 1425 1s optionally operated by a different
entity than Video Server System 1420. For example, Game
Server 1425 may be operated by the publisher of a multi-
player game. In this example, Video Server System 1420 1s
optionally viewed as a client by Game Server 1425 and
optionally configured to appear from the point of view of
Game Server 1425 to be a prior art client executing a prior
art game engine. Communication between Video Server
System 1420 and Game Server 1425 optionally occurs via
Network 14135, As such, Game Server 1425 can be a prior art
multiplayer game server that sends game state imnformation
to multiple clients, one of which 1s game server system 1420.
Video Server System 1420 may be configured to commu-
nicate with multiple mnstances of Game Server 1425 at the
same time. For example, Video Server System 1420 can be
configured to provide a plurality of different video games to
different users. Each of these different video games may be
supported by a different Game Server 1425 and/or published
by different entities. In some embodiments, several geo-
graphically distributed instances of Video Server System
1420 are configured to provide game video to a plurality of
different users. Fach of these instances of Video Server
System 1420 may be in commumication with the same
instance of Game Server 1425. Communication between
Video Server System 1420 and one or more Game Server
1425 optionally occurs via a dedicated communication chan-
nel. For example, Video Server System 1420 may be con-
nected to Game Server 1425 via a high bandwidth channel
that 1s dedicated to communication between these two
systems.

Video Server System 1420 comprises at least a Video
Source 1430, an I/O Device 1445, a Processor 1450, and
non-transitory Storage 1455. Video Server System 1420
may include one computing device or be distributed among
a plurality of computing devices. These computing devices
are optionally connected via a communications system such
as a local area network.

Video Source 1430 1s configured to provide a video
stream, €.g., streaming video or a series of video frames that
form a moving picture. In some embodiments, Video Source
1430 1ncludes a video game engine and rendering logic. The
video game engine 1s configured to receive game commands
from a player and to maintain a copy of the state of the video
game based on the received commands. This game state




US 9,878,235 B2

17

includes the position of objects 1n a game environment, as
well as typically a point of view. The game state may also
include properties, images, colors and/or textures of objects.
The game state 1s typically maintained based on game rules,
as well as game commands such as move, turn, attack, set
focus to, interact, use, and/or the like. Part of the game
engine 1s optionally disposed within Game Server 1425.
Game Server 1425 may maintain a copy of the state of the
game based on game commands received from multiple
players using geographically disperse clients. In these cases,
the game state 1s provided by Game Server 1425 to Video
Source 1430, wherein a copy of the game state 1s stored and
rendering 1s performed. Game Server 1425 may receive
game commands directly from Clients 1410 via Network
1415, and/or may receive game commands via Video Server
System 1420.

Video Source 1430 typically includes rendering logic,
¢.g., hardware, firmware, and/or soitware stored on a com-
puter readable medium such as Storage 14535. This rendering,
logic 1s configured to create video frames of the video stream
based on the game state. All or part of the rendering logic 1s
optionally disposed within a graphics processing unit
(GPU). Rendering logic typically includes processing stages
configured for determining the three-dimensional spatial
relationships between objects and/or for applying appropri-
ate textures, etc., based on the game state and viewpoint. The
rendering logic produces raw video that i1s then usually
encoded prior to communication to Clients 1410. For

example, the raw video may be encoded according to an
Adobe Flash® standard, .wav, H.264, H.263, On2, VP6,

VC-1, WMA, Huflyuv, Lagarith, MPG-x. Xvid. FFmpeg,
x264, VP6-8, realvideo, mp3, or the like. The encoding
process produces a video stream that 1s optionally packaged
for delivery to a decoder on a remote device. The video
stream 1s characterized by a frame size and a frame rate.
Typical frame sizes include 800x600, 1280x720 (e.g., 720
p), 1024x768, although any other frame sizes may be used.
The frame rate 1s the number of video frames per second. A
video stream may include different types of video frames.
For example, the H.264 standard includes a “P” frame and
a “I” frame. I-frames include information to refresh all
macro blocks/pixels on a display device, while P-frames
include information to refresh a subset thereof. P-frames are
typically smaller 1n data size than are I-frames. As used
herein the term “frame si1ze” 1s meant to refer to a number
of pixels within a frame. The term “frame data si1ze” 1s used
to refer to a number of bytes required to store the frame.

In alternative embodiments Video Source 1430 includes a
video recording device such as a camera. This camera may
be used to generate delayed or live video that can be
included in the video stream of a computer game. The
resulting video stream, optionally includes both rendered
images and 1mages recorded using a still or video camera.
Video Source 1430 may also include storage devices con-
figured to store previously recorded video to be included 1n
a video stream. Video Source 1430 may also include motion
or positioning sensing devices configured to detect motion
or position of an object, e.g., person, and logic configured to
determine a game state or produce video-based on the
detected motion and/or position.

Video Source 1430 1s optionally configured to provide
overlays configured to be placed on other video. For
example, these overlays may include a command 1nterface,
log 1n 1nstructions, messages to a game player, images of
other game players, video feeds of other game players (e.g.,
webcam video). In embodiments of Client 1410A including,
a touch screen interface or a gaze detection interface, the
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overlay may include a virtual keyboard, joystick, touch pad,
and/or the like. In one example of an overlay a player’s voice
1s overlaid on an audio stream. Video Source 1430 option-
ally further includes one or more audio sources.

In embodiments wherein Video Server System 1420 1s
configured to maintain the game state based on 1nput from
more than one player, each player may have a different point
of view comprising a position and direction of view. Video
Source 1430 1s optionally configured to provide a separate
video stream for each player based on their point of view.
Further, Video Source 1430 may be configured to provide a
different frame size, frame data size, and/or encoding to each
of Chient 1410. Video Source 1430 1s optionally configured
to provide 3-D video.

I/O Device 1445 1s configured for Video Server System
1420 to send and/or receive information such as video,
commands, requests for information, a game state, gaze
information, device motion, device location, user motion,
client identities, player identities, game commands, security
information, audio, and/or the like. I/O Device 1445 typi-
cally includes communication hardware such as a network

card or modem. I/O Device 1445 1s configured to commu-
nicate with Game Server 1425, Network 1415, and/or Cli-

ents 1410.

Processor 14350 1s configured to execute logic, e.g. soft-
ware, included within the various components of Video
Server System 1420 discussed herein. For example, Proces-
sor 1450 may be programmed with software instructions 1n
order to perform the functions of Video Source 1430, Game
Server 1425, and/or a Chient Qualifier 1460. Video Server
System 1420 optionally includes more than one instance of
Processor 1450. Processor 1450 may also be programmed
with software instructions in order to execute commands
received by Video Server System 1420, or to coordinate the
operation of the various elements of Game System 1400
discussed herein. Processor 1450 may include one or more
hardware device. Processor 1450 1s an electronic processor.

Storage 14335 includes non-transitory analog and/or digi-
tal storage devices. For example, Storage 1455 may include
an analog storage device configured to store video frames.
Storage 1455 may include a computer readable digital
storage, e.g. a hard drive, an optical drive, or sohid state
storage. Storage 1415 1s configured (e.g. by way of an
appropriate data structure or file system) to store video
frames, artificial frames, a video stream including both video
frames and artificial frames, audio frame, an audio stream,
and/or the like. Storage 14535 1s optionally distributed among
a plurality of devices. In some embodiments, Storage 1455
1s configured to store the software components of Video
Source 1430 discussed elsewhere herein. These components
may be stored 1n a format ready to be provisioned when
needed.

Video Server System 1420 optionally further comprises
Chient Qualifier 1460. Client Qualifier 1460 1s configured for
remotely determining the capabilities of a client, such as
Clients 1410A or 1410B. These capabilities can include both
the capabilities of Client 1410A 1tself as well as the capa-
bilities of one or more communication channels between
Client 1410A and Video Server System 1420. For example,
Client Qualifier 1460 may be configured to test a commu-
nication channel through Network 1415.

Client Qualifier 1460 can determine (e.g., discover) the
capabilities of Client 1410A manually or automatically.
Manual determination includes commumnicating with a user
of Client 1410A and asking the user to provide capabilities.
For example, 1n some embodiments, Client Qualifier 1460 1s
configured to display images, text, and/or the like within a
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browser of Client 1410A. In one embodiment, Client 1410A
1s an HMD that includes a browser. In another embodiment,
client 1410A 1s a game console having a browser, which may
be displayed on the HMD. The displayed objects request that
the user enter iformation such as operating system, pro-
cessor, video decoder type, type of network connection,
display resolution, etc. of Client 1410A. The information
entered by the user 1s commumnicated back to Client Qualifier
1460.

Automatic determination may occur, for example, by
execution of an agent on Client 1410A and/or by sending test
video to Client 1410A. The agent may comprise computing,
instructions, such as java script, embedded in a web page or
installed as an add-on. The agent 1s optionally provided by
Chient Qualifier 1460. In various embodiments, the agent
can find out processing power of Client 1410A, decoding
and display capabilities of Client 1410A, lag time reliability
and bandwidth of communication channels between Client
1410A and Video Server System 1420, a display type of
Client 1410A, firewalls present on Client 1410A, hardware
of Client 1410A, software executing on Client 1410A,
registry entries within Client 1410A, and/or the like.

Client Qualifier 1460 1includes hardware, firmware, and/or
software stored on a computer readable medium. Client
Qualifier 1460 1s optionally disposed on a computing device
separate from one or more other elements of Video Server
System 1420. For example, in some embodiments, Client
Qualifier 1460 1s configured to determine the characteristics
of communication channels between Clients 1410 and more
than one instance of Video Server System 1420. In these
embodiments the information discovered by Client Qualifier
can be used to determine which instance of Video Server
System 1420 1s best suited for delivery of streaming video
to one of Clients 1410.

Embodiments of the present invention may be practiced
with various computer system configurations including
hand-held devices, microprocessor systems, miCroproces-
sor-based or programmable consumer electronics, minicom-
puters, mainirame computers and the like. The invention can
also be practiced i distributed computing environments
where tasks are performed by remote processing devices that
are linked through a wire-based or wireless network.

With the above embodiments 1n mind, 1t should be under-
stood that the mvention can employ various computer-
implemented operations ivolving data stored in computer
systems. These operations are those requiring physical
manipulation of physical quantities. Any of the operations
described herein that form part of the invention are useful
machine operations. The mvention also relates to a device or
an apparatus for performing these operations. The apparatus
can be specially constructed for the required purpose, or the
apparatus can be a general-purpose computer selectively
activated or configured by a computer program stored in the
computer. In particular, various general-purpose machines
can be used with computer programs written 1n accordance
with the teachings herein, or 1t may be more convenient to
construct a more specialized apparatus to perform the
required operations.

The mvention can also be embodied as computer readable
code on a computer readable medium. The computer read-
able medium 1s any data storage device that can store data,
which can be thereafter be read by a computer system.
Examples of the computer readable medium include hard
drives, network attached storage (NAS), read-only memory,
random-access memory, CD-ROMs, CD-Rs, CD-RWs,
magnetic tapes and other optical and non-optical data stor-
age devices. The computer readable medium can include
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computer readable tangible medium distributed over a net-
work-coupled computer system so that the computer read-
able code 1s stored and executed m a distributed fashion.

Although the method operations were described in a
specific order, 1t should be understood that other housekeep-
ing operations may be performed 1n between operations, or
operations may be adjusted so that they occur at slightly
different times, or may be distributed 1n a system which
allows the occurrence of the processing operations at various
intervals associated with the processing, as long as the
processing ol the overlay operations are performed in the
desired way.

Although the foregoing invention has been described 1n
some detail for purposes of clarity of understanding, 1t will
be apparent that certain changes and modifications can be
practiced within the scope of the appended claims. Accord-
ingly, the present embodiments are to be considered as
illustrative and not restrictive, and the invention 1s not to be
limited to the details given herein, but may be modified
within the scope and equivalents of the appended claims.

What 1s claimed 1s:
1. A method for transitioning gameplay, comprising:
recerving a signal to mterrupt gameplay of a video game,
the gameplay being presented on a head-mounted dis-
play, the signal to interrupt gameplay being from a
request by a user of the head-mounted display to pause
the gameplay of the video game;
in response to receiving the signal, transitioning the
gameplay from an active state to a paused state;

wherein transitioning the gameplay includes i1dentifying
an 1ntensity of a gameplay aspect, and progressively
reducing the intensity of the gameplay aspect before
entering the paused state;
wherein the intensity of the gameplay aspect 1s defined by
a velocity of a virtual element; and

wherein progressively reducing the intensity of the game-
play aspect includes progressively reducing the veloc-
ity of the virtual element.

2. The method of claim 1, wherein a location of the virtual
clement 1n a virtual space defines a view of the virtual space
presented on the head-mounted display, the view of the
virtual space changing in accordance with the velocity of the
virtual element.

3. The method of claim 1,

wherein the intensity of the gameplay aspect 1s defined by

a density of virtual elements presented on the head-
mounted display; and

wherein progressively reducing the intensity of the game-

play aspect includes progressively reducing the density
of virtual elements presented on the head-mounted
display.

4. The method of claim 1,

wherein the mtensity of the gameplay aspect 1s defined by

a complexity of graphics presented on the head-
mounted display; and

wherein progressively reducing the intensity of the game-

play aspect includes progressively simplifying the
graphics presented on the head-mounted display.

5. The method of claim 1, further comprising,

recerving a signal to resume gameplay of the video game;

in response to receiving the signal to resume gameplay,

transitioning the gameplay from the paused state to the
active state;

wherein transitioning the gameplay from the paused state

to the active state includes progressively increasing the
intensity of the gameplay aspect.
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6. The method of claim 5, wherein transitioning the video game, and for receiving the signal to interrupt the
gameplay from the paused state to the active state includes gameplay from a device that 1s interfaced with the game
identifying a gameplay timepoint earlier than a gameplay console.
timepoint at which the gameplay was paused, and 1nitiating 9. The head-mounted display device of claim 7,
the transitioning from the paused state to the active state 5 wherein the intensity of the gameplay aspect is defined by
from the earlier gameplay timepoint. a velocity of a virtual element; and

7. A head-mounted display device, comprising:

a Processor;

at least one display,

a video renderer for rendering 1mages on the display from 10
a video stream received from a game console, the video
stream including a transition in gameplay of a video
game from an active state to a paused state that 1s 1n
response to a signal to interrupt the gameplay, the
signal to interrupt gameplay being from a request by a 15
user of the head-mounted display device to pause the
gameplay ol the video game, the transition in the
gameplay defines a progressive reduction 1n an inten-
sity ol a gameplay aspect before entering the paused
state; 20

wherein the intensity of the gameplay aspect i1s defined by
a density of virtual elements presented on the at least on
display; and

wherein the progressive reduction in the intensity of the
gameplay aspect includes a progressive reduction in the 25
density of virtual elements presented on the head-
mounted display.

8. The head-mounted display device of claim 7, wherein

the head-mounted display device 1s connectable to the game
console, the game console configured for execution of the I I

wherein the progressive reduction in the intensity of the

gameplay aspect includes a progressive reduction in the
velocity of the virtual element.

10. The head-mounted display device of claim 9, wherein

a location of the virtual element 1n a virtual space defines a

view of the virtual space presented on the at least one

display, the view of the virtual space changing in accordance
with the velocity of the virtual element.
11. The device of claim 7,
wherein the mtensity of the gameplay aspect 1s defined by
a complexity of graphics presented on the at least one
display; and
wherein the progressive reduction in the intensity of the
gameplay aspect includes a progressive simplification
of the graphics presented on the at least one display.
12. The device of claim 7, wherein the video stream
turther 1includes a transition 1n gameplay of the video game
from the paused state to the active state that 1s in response
to a signal to resume the gameplay, wherein transitioning the
gameplay from the paused state to the active state includes
progressively increasing the intensity of the gameplay
aspect.
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