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1
CANDIDATE LIST GENERATION

BACKGROUND

Field of the Invention

The specification generally relates to generating a candi-
date list of indexed images. In particular, the specification
relates to a system and method for generating a candidate list
of indexed 1images that includes indexed images matching an
object 1n the query 1image.

Description of the Background Art

A planogram 1s a visual representation of products 1n a
retail environment. For example, a planogram may describe
where 1n the retail environment and in what quantity prod-
ucts should be located. Such planograms are known to be
cllective tools for increasing sales, managing inventory and
otherwise ensuring that the desired quantity and sizes of an
item are placed to optimize profits or other parameters.
However, presentation and maintenance of adequate levels
of stock on shelves, racks, and display stands 1s a labor-
intensive eflort, thereby making enforcement of planograms
difficult. While the location and quantity of products 1n retail
stores can be manually tracked by a user, attempts are being
made to automatically recognize the products using com-
puters. However, current methods for computer i1dentifica-
tion of products 1n a query 1mage 1s not perfect and multiple
different 1dentifications for a product may be returned.
Therefore, there remains a need for generating and organiz-
ing a candidate list of recognition results which can be used
for further processing and can reduce the time for a human
to search a database containing multiple matches of the
query image.

SUMMARY

The techniques 1ntroduced herein overcome the deficien-
cies and limitations of the prior art, at least in part, with a
system and method for generating a candidate list of indexed
images that potentially match an object in a query image. In
one embodiment, the system includes an 1image recognition
application. The 1image recognition application 1s configured
to receive a query immage including an object. The image
recognition application 1s further configured to receive a
plurality of indexed images that match the object. The image
recognition application 1s further configured to compute a
region ol interest for the object. The 1mage recognition
application 1s further configured to compute an overlap
between a first region of interest corresponding to a first
indexed image and a second region of interest corresponding
to a second indexed 1image. The 1image recognition applica-
tion 1s further configured to determine that the overlap
between the first region of interest and the second region of
interest satisfies a threshold. The 1image recognition appli-
cation 1s further configured to include the first indexed
image and the second indexed image in a candidate list of
indexed 1mages 1n response to the overlap satistying the
threshold.

Other aspects 1nclude corresponding methods, systems,
apparatuses, and computer program products for these and
other mnovative aspects.

The features and advantages described herein are not
all-inclusive and many additional features and advantages
will be apparent to one of ordinary skill 1n the art in view of
the figures and description. Moreover, it should be noted that
the language used 1n the specification has been principally
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2

selected for readability and instructional purposes and not to
limit the scope of the techniques described.

BRIEF DESCRIPTION OF THE DRAWINGS

The techniques introduced herein are 1llustrated by way of
example, and not by way of limitation 1n the figures of the
accompanying drawings in which like reference numerals
are used to refer to similar elements.

FIG. 1 1s a high-level block diagram illustrating one
embodiment of an 1mage recognition system.

FIG. 2 15 a block diagram illustrating one embodiment of
a computing device including an 1mage recognition appli-
cation.

FIGS. 3A-3D are graphical representations illustrating
one embodiment of computing region of interest and area
match for a query image and an indexed image.

FIGS. 4A-4C are graphical representations illustrating
one embodiment of computing an overlap between regions
ol interest corresponding to indexed 1mages.

FIGS. 5A and 5B are example flow diagrams illustrating,
one embodiment of a method for generating a candidate list
of indexed 1mages.

DETAILED DESCRIPTION

FIG. 1 1s a high-level block diagram illustrating one
embodiment of an i1mage recognition system 100. The
illustrated system 100 may have one or more client devices
115 . . . 115» that can be accessed by users and a
recognition server 101. In FIG. 1 and the remaining figures,
a letter after a reference number, e.g., “115a,” represents a
reference to the element having that particular reference
number. A reference number 1n the text without a following
letter, e.g., “113,” represents a general reference to instances
of the element bearing that reference number. In the 1llus-
trated embodiment, these entities of the system 100 are
communicatively coupled via a network 105.

The network 105 can be a conventional type, wired or
wireless, and may have numerous diflerent configurations
including a star configuration, token ring configuration or
other configurations. Furthermore, the network 105 may
include a local area network (LAN), a wide area network
(WAN) (e.g., the Internet), and/or other interconnected data
paths across which multiple devices may communicate. In
some embodiments, the network 105 may be a peer-to-peer
network. The network 105 may also be coupled to or include
portions of a telecommunications network for sending data
in a variety of diflerent communication protocols. In some
embodiments, the network 105 may include Bluetooth com-
munication networks or a cellular communications network
for sending and receiving data including via short messaging
service (SMS), multimedia messaging service (MMS),
hypertext transier protocol (HT'TP), direct data connection,
WAP, email, etc. Although FIG. 1 illustrates one network
105 coupled to the client devices 115 and the recognition
server 101, 1n practice one or more networks 105 can be
connected to these entities.

In some embodiments, the system 100 includes a recog-
nition server 101 coupled to the network 105. In some
embodiments, the recognition server 101 may be either a
hardware server, a solftware server, or a combination of
soltware and hardware. The recognition server 101 may be,
or may be implemented by, a computing device including a
processor, a memory, applications, a database, and network
communication capabilities. In the example of FIG. 1, the
components of the recogmition server 101 are configured to
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implement an 1mage recognition application 103a described
in more detail below. While the examples herein describe
recognition of products in an 1mage of shelves, such as a
retail display, 1t should be understood that the image may
include any arrangement of organized objects. For example,
the 1image may be ol a warehouse, stockroom, store room,
cabinet, etc. Similarly, the objects, 1n addition to retail
products, may be tools, parts used 1n manufacturing, con-
struction or maintenance, medicines, first aid supplies, emer-
gency or salety equipment, efc.

In some embodiments, the recogmition server 101 sends
and receives data to and from other entities of the system
100 via the network 105. For example, the recognition
server 101 sends and receives data including images to and
from the client device 115. The images may include an
image of a product on a shelf of a retail display. The 1images
received by the recognition server 101 can include an 1image
captured by the client device 115, an 1image copied from a
website or an email, or an 1image from any other source. In
another example, the recogmition server 101 sends a request
for datasets and receives datasets from a plurality of third-
party servers (not shown). Although only a single recogni-
tion server 101 1s shown 1n FIG. 1, it should be understood
that there may be any number of recognition servers 101 or
a server cluster.

The client device 115 may be a computing device that
includes a memory, a processor and a camera, for example
a laptop computer, a desktop computer, a tablet computer, a
mobile telephone, a smartphone, a personal digital assistant
(PDA), a mobile email device, a webcam, a user wearable
computing device or any other electronic device capable of
accessing a network 105. The client device 115 provides
general graphics and multimedia processing for any type of
application. For example, the client device 115 may include
a graphics processor unit (GPU) for handling graphics and
multimedia processing. The client device 115 includes a
display for viewing information provided by the recognition
server 101. While FIG. 1 illustrates two client devices 115qa
and 11357, the disclosure applies to a system architecture
having one or more client devices 115.

The client device 115 1s adapted to send and receive data
to and from the recognition server 101. For example, the
client device 115 sends an input 1image to the recognition
server 101 and the recognition server 101 provides data 1n
JavaScript Object Notation (JSON) format about a quality
score for the input 1image to the client device 115. The client
device 115 may support use ol graphical application pro-
gram 1nterface (API) such as Metal on Apple 10S™ or
RenderScript on Android™ {for determination of feature
location and feature descriptors during image processing.

The 1mage recogmition application 103 may include soft-
ware and/or logic to provide the functionality for generating,
a candidate list of recognition results. In some embodiments,
the 1image recognition application 1035 may be a thin-client
application with some functionality executed on the client
device 115 and additional functionality executed on the
recognition server 101 by image recognition application
103a. For example, the image recognition application 1035
on the client device 115 could include software and/or logic
for capturing an 1image, transmitting the image to the rec-
ogmtion server 101, and displaying a candidate list of
recognition results. In another example, the 1mage recogni-
tion application 103a on the recognition server 101 could
include soitware and/or logic for receiving the image, stitch-
ing the image into a larger composite 1mage based on
suflicient overlap with a previously recerved image and
generating a candidate list for a product in the stitched
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image. In yet another example, the 1image recognition appli-
cation 103a on the recognition server 101 could include
software and/or logic for generating a list ol recognition
results for a product in the mput 1mage. The 1image recog-
nition application 103a or 1035 may include further func-
tionality described herein, such as, processing the image and
performing feature i1dentification.

In some embodiments, the image recognition application
103 receives a query image. The image recognition appli-
cation 103 identifies features in the query image and 1den-
tifies a product in the 1mage based on the features 1n the
query 1mage. For example, the image recognition applica-
tion 103 identifies the product by matching features in the
query 1mage to a plurality of indexed images. The image
recognition application 103 computes an area match for the
plurality of indexed 1mages. The 1image recognition appli-
cation 103 computes an overlap between a first region of
interest 1n the query image corresponding to features match-
ing a first indexed 1image and a second region of interest 1n
the query 1image corresponding to features matching a sec-
ond indexed image. The image recognition application 103
determines that the overlap between the first region of
interest and the second region of interest satisfies a thresh-
old. The image recognition application 103 includes the first
indexed image and the second indexed 1mage in a candidate
list of indexed 1mages. While the examples herein describe
that the list of recognition results for a product in the mnput
image may be sorted based on the area match, 1t should be
understood that the list of recognition results may be sorted
based on any other confidence measure. For example, the list
of recognition results for a product 1n the mput image may
be sorted based on luminance features of the product, or the
like. The operation of the image recognition application 103
and the functions listed above are described below 1n more
detail below with reference to FIGS. 3-5.

FIG. 2 15 a block diagram illustrating one embodiment of
a computing device 200 including an image recognition
application 103. The computing device 200 may also include
a processor 2335, a memory 237, an optional display device
239, a communication unit 241, data storage 243, and an
optional capture device 247 according to some examples.
The components of the computing device 200 are commu-
nicatively coupled by a bus or software communication
mechanism 220. The bus 220 may represent one or more
buses including an mdustry standard architecture (ISA) bus,
a peripheral component interconnect (PCI) bus, a universal
serial bus (USB), or some other bus known 1n the art to
provide similar functionality. In some embodiments, the
computing device 200 may be the client device 1135, the
recognition server 101, or a combination of the client device
115 and the recognition server 101. In such embodiments
where the computing device 200 1s the client device 1135 or
the recognition server 101, 1t should be understood that the
client device 115 and the recognition server 101 may include
other components described herein but not shown 1n FIG. 2.

The processor 235 may execute software instructions by
performing various mput/output, logical, and/or mathemati-
cal operations. The processor 235 may have various com-
puting architectures to process data signals including, for
example, a complex instruction set computer (CISC) archi-
tecture, a reduced 1nstruction set computer (RISC) architec-
ture, and/or an architecture implementing a combination of
instruction sets. The processor 235 may be physical and/or
virtual, and may include a single processing umt or a
plurality of processing units and/or cores. In some 1mple-
mentations, the processor 235 may be capable of generating
and providing electronic display signals to a display device,




US 9,875,548 B2

S

supporting the display of images, capturing and transmitting
images, performing complex tasks including various types
of feature extraction and sampling, etc. In some 1implemen-
tations, the processor 235 may be coupled to the memory
237 via the bus 220 to access data and instructions therefrom
and store data therein. The bus 220 may couple the processor
235 to the other components of the computing device 200
including, for example, the memory 237, the optional dis-
play device 239, the communication unit 241, the image
recognition application 103, the data storage 243, and the
optional capture device 247. It will be apparent to one
skilled 1n the art that other processors, operating systems,
sensors, displays and physical configurations are possible.

The memory 237 may store and provide access to data for
the other components of the computing device 200. The
memory 237 may be included 1n a single computing device
or distributed among a plurality of computing devices as
discussed elsewhere herein. In some implementations, the
memory 237 may store structions and/or data that may be
executed by the processor 235. The instructions and/or data
may include code for performing the techniques described
herein. For example, in one embodiment, the memory 237
may store the image recognition application 103. The
memory 37 1s also capable of storing other instructions and
data, including, for example, an operating system, hardware
drivers, other software applications, databases, etc. The
memory 237 may be coupled to the bus 220 for communi-
cation with the processor 235 and the other components of
the computing device 200.

The memory 237 may include one or more non-transitory
computer-usable (e.g., readable, writeable) device, a
dynamic random access memory (DRAM) device, a static
random access memory (SRAM) device, an embedded

memory device, a discrete memory device (e.g., a PROM,
FPROM, ROM), a hard disk drive, an optical disk drive

(CD, DVD, Blu-ray™, etc.) mediums, which can be any
tangible apparatus or device that can contain, store, com-
municate, or transport instructions, data, computer pro-
grams, software, code, routines, etc., for processing by or 1n
connection with the processor 235. In some 1mplementa-
tions, the memory 237 may include one or more of volatile
memory and non-volatile memory. It should be understood
that the memory 237 may be a single device or may include
multiple types of devices and configurations.

The display device 239 may be a liquid crystal display
(LCD), light emitting diode (LED) or any other similarly
equipped display device, screen or monitor. The display
device 239 represents any device equipped to display user
interfaces, electronic images and data as described herein. In
different embodiments, the display 1s binary (only two
different values for pixels), monochrome (multiple shades of
one color), or allows multiple colors and shades. The display
device 239 1s coupled to the bus 220 for commumnication with
the processor 235 and the other components of the comput-
ing device 200. It should be noted that the display device 239
1s shown 1n FIG. 2 with dashed lines to indicate 1t 1s optional.
For example, where the computing device 200 1s the rec-
ogmition server 101, the display device 239 1s not part of the
system, and where the computing device 200 1s the client
device 115, the display device 239 1s included and 1s used to
display 1mages and a candidate list of indexed images.

The communication unit 241 1s hardware and/or software
for receiving and transmitting data by linking the processor
235 to the network 105 and other processing systems. The
communication unit 241 receives data such as requests from
the client device 115 and transmits the requests to the
controller 201, for example a request to process a query
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image. The communication unit 241 also transmits infor-
mation including recognition results that match a product in
the query image to the client device 115 for display, for
example, 1 response to processing the query image. The
communication unit 241 1s coupled to the bus 220. In one
embodiment, the communication unit 241 may include a
port for direct physical connection to the client device 1135
or to another communication channel. For example, the
communication unit 241 may include an RJ45 port or similar
port for wired communication with the client device 115. In
another embodiment, the commumication unit 241 may
include a wireless transceiver (not shown) for exchanging
data with the client device 115 or any other communication
channel using one or more wireless communication meth-
ods, such as IEEE 802.11, IEEE 802.16, Bluetooth® or
another suitable wireless communication method.

In yet another embodiment, the communication unit 241
may include a cellular communications transcerver for send-
ing and receiwving data over a cellular communications
network such as via short messaging service (SMS), multi-
media messaging service (MMS), hypertext transfer proto-
col (HT'TP), direct data connection, WAP, e-mail or another
suitable type of electronic communication. In still another
embodiment, the communication unit 241 may include a
wired port and a wireless transceiver. The communication
unmt 241 also provides other conventional connections to the
network 105 for distribution of files and/or media objects
using standard network protocols such as TCP/IP, HT'TP,
HTTPS and SMTP as will be understood to those skilled 1n
the art.

The data storage 243 1s a non-transitory memory that
stores data for providing the functionality described herein.
The data storage 243 may be a dynamic random access
memory (DRAM) device, a static random access memory
(SRAM) device, flash memory or some other memory
devices. In some embodiments, the data storage 243 also
may include a non-volatile memory or similar permanent
storage device and media including a hard disk drive, a
floppy disk drive, a CD-ROM device, a DVD-ROM device,
a DVD-RAM device, a DVD-RW device, a tlash memory
device, or some other mass storage device for storing
information on a more permanent basis.

In the illustrated embodiment, the data storage 243 1s
communicatively coupled to the bus 220. The data storage
243 may store data for analyzing a received query image and
results of the analysis and other functionality as described
heremn. For example, the data storage 243 may store tem-
plates for a plurality of stock keeping units for image
recognition purposes. A stock keeping unit (SKU) 1s a
distinct item, such as a product offered for sale. The stock
keeping umt includes all attributes that makes the item
distinguishable as a distinct product from all other 1tems. For
example, the attributes include product 1dentifier (Universal
Product Code), product name, dimensions (width, height,
depth, etc.), size (liters, gallons, ounces, pounds, kilograms,
fluid ounces, etc.), description, brand manufacturer, color,
packaging, material, model number, price, discount, base
image, etc. The stock keeping unit may also refer to a unique
identifier that refers to the particular product or service in the
inventory. In some embodiments, the data storage 243 stores
a query 1mmage and the set of features determined for the
query 1mage. The data storage 243 may similarly store a
plurality of recognition results determined for the one or
more received query images. Additionally, the data storage
243 may store datasets used in determining area match
scores for the indexed images. The data stored in the data
storage 243 1s described below 1n more detail.
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The capture device 247 may be operable to capture an
image or data digitally of an object of interest. For example,
the capture device 247 may be a high defimtion (HD)
camera, a regular 2D camera, a multi-spectral camera, a
structured light 3D camera, a time-of-flight 3D camera, a
stereo camera, a standard smartphone camera or a wearable
computing device. The capture device 247 1s coupled to the
bus to provide the 1images and other processed metadata to
the processor 235, the memory 237 or the data storage 243.
It should be noted that the capture device 247 1s shown 1n
FIG. 2 with dashed lines to indicate 1t 1s optional. For
example, where the computing device 200 1s the recognition
server 101, the capture device 247 1s not part of the system,
and where the computing device 200 1s the client device 115,
the capture device 247 1s included and 1s used to provide
images and other metadata information described below
with reference to FIGS. 3-5.

In some embodiments, the 1mage recogmition application
103 may include a controller 201, an 1mage processor 203,
a comparison module 205, a rank module 207 and a user
interface engine 209. The components of the 1mage recog-
nition application 103 are communicatively coupled via the
bus or software communication mechanism 220. The com-
ponents of the image recognition application 103 can be
implemented using programmable or specialized hardware
including a field-programmable gate array (FPGA) or an
application-specific integrated circuit (ASIC). In some
embodiments, the components of the i1mage recognition
application 103 can be implemented using a combination of
hardware and software executable by processor 235. In some
embodiments, the components of the i1mage recognition
application 103 are a set of instructions executable by the
processor 235. In some 1implementations, the components of
the 1mage recognition application 103 are stored in the
memory 237 and are accessible and executable by the
processor 235. In some implementations, the components of
the 1mage recognition application 103 are adapted for coop-
eration and communication with the processor 235, the
memory 237 and other components of the image recognition
application 103 wvia the bus or software communication
mechanism 220.

The controller 201 may include software and/or logic to
control the operation of the other components of the image
recognition application 103. The controller 201 controls the
other components of the image recognition application 103
to perform the methods described below with reference to
FIGS. 5A and 5B. The controller 201 may also include
soltware and/or logic to provide the functionality for han-
dling communications between the image recognition appli-
cation 103 and other components of the computing device
200 as well as between the components of the image
recognition application 103.

In some embodiments, the controller 201 sends and
recetves data, via the communication unit 241, to and from
one or more of the client device 115 and the recognition
server 101. For example, the controller 201 receives, via the
communication unit 241, a query image from a client device
115 operated by a user and sends the query image to the
image processor 203. In another example, the controller 201
receives data for providing a graphical user interface to a
user from the user interface engine 209 and sends the data
to a client device 115, causing the client device 115 to
present the user interface to the user.

In some embodiments, the controller 201 receives data
from other components of the image recognition application
103 and stores the data 1n the data storage 243. For example,
the controller 201 receives data including features 1dentified

10

15

20

25

30

35

40

45

50

55

60

65

8

for a query 1image from the image processor 203 and stores
the data in the data storage 243. In other embodiments, the
controller 201 retrieves data from the data storage 243 and
sends the data to other components of the image recognition
application 103. For example, the controller 201 retrieves
data including a threshold overlap area for an indexed image

from the data storage 243 and sends the retrieved data to the
comparison module 205.

In some embodiments, the communications between the
image recognition application 103 and other components of
the computing device 200 as well as between the compo-
nents of the image recognition application 103 can occur
independent of the controller 201.

The 1image processing engine 203 may include software
and/or logic to provide the functionality for receiving and
processing one or more query images including one or more
products from the client device 115. In some embodiments,
the 1image processing engine 203 receives one or more query
images ol a shelving unit from the client device 115. For
example, the query image can be an 1image of packaged
products on a shelving unit (e.g., coflee packages, breakfast
cereal boxes, soda bottles, etc.) which includes products on
the shelves 1n a retail store.

In some embodiments, the image processing engine 203
may process the one or more 1images serially or 1n parallel.
The image processing engine 203 determines a set of
features for the received query image. For example, the
image processing engine 203 may determine a location, an
orientation, an area match, a region of interest, and an 1mage
descriptor for each feature 1dentified in the received 1mage.
In some embodiments, the image processing engine 203
uses corner detection algorithms for determining feature
location. For example, the corner detection algorithms can
include Shi-Tomasi corner detection algorithm, Harris and
Stephens corner detection algorithm, etc. In some embodi-
ments, the i1mage processing engine 203 uses {feature
description algorithms for determining eflicient image fea-
ture descriptors. For example, the features description algo-
rithms may include Binary Robust Independent Elementary
Features (BRIEF), Scale-Invariant Feature Transiorm
(SIFT), Speeded Up Robust Features (SURF), efc.

The 1image processing engine 203 compares the features
of the received query image with the features of indexed
images stored for a plurality of objects 1n the data storage
243 for image recognition. The image processing engine 203
determines a match between features in the query image and
features of an indexed image based on the comparison and
returns the matched objects and information associated with
the matched objects as a recognition result. In some embodi-
ments, the returned mformation may include a list of object
attributes, a spatial location of an object 1n the received
query 1mage, an area match for the received query image,
and a region of mterest (ROI) associated with the object. In
some embodiments, a region of interest estimates the perim-
cter of an object 1n the 1image and provides an estimation for
the position and dimension of the object. For example, the
image recognition module 203 may use x-y coordinates on
a two-dimensional plane to describe the spatial location of
an object and the boundaries of the object (e.g., ROI). A
region of interest can be ol any shape, for example, a
polygon, a circle with a center point and a diameter, a
rectangular shape of a width, a height and one or more
reference points for the region (e.g., a center point, one or
more corner points for the region), etc. For example, the
region of interest may border the matched object 1n its
entirety. In another example, the region of interest may
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border the exposed labeling containing pictorial and textual
information associated with the matched object.

In some embodiments, the 1mage processing engine 203
instructs the user interface engine 209 to generate a graphi-
cal user interface that depicts an interactive graphical geo-
metric shape superimposed on the received query image.
Each graphical geometric shape corresponds to a ROI of an
object. For example, the image processing engine 203
instructs the user interface engine 209 to generate an inter-
active rectangle to be superimposed on a region depicted 1n
the image on the display of the client device 115 to indicate
boundaries of a breakfast cereal box. Other examples of
interactive graphical geometric shape may include a poly-
gon, a circle, an ellipse, etc. In some embodiments, the
image processing engine 203 stores the objects identified
from an mnput 1mage and their corresponding information 1n
the data storage 243.

In some embodiments, the 1mage processing engine 203
retrieves a plurality of indexed 1mages matching an identi-
fied object from the data storage 243. The 1mage processing
engine 203 determines an area match for each recognition
result. An area match 1s a ratio of a convex hull of matching
inlier points to the area of product boundary (e.g., an area of
interest for the recognition result). The area match may be
used to rank how closely an indexed 1image matches features
of the identified object 1n the query image.

FIGS. 3A-3D are graphical representations illustrating,
one embodiment of computing region of interest and area
match for a query image based on a recognition result. In the
example of FIG. 3A, image 310 i1s a query 1mage received
by the 1mage recognition application 103. Image 330 1s an
indexed 1image returned as a recognition result for an object
in the query image 310. The image processing engine 203
calculates the region of interest 312 and a convex hull of
matching ilier points 314 for an object identified in the
query image 310. The image processing engine 203 retrieves
recognition result including an indexed image 330 from the
data storage 243. The matching inlier points 334 are
depicted on the indexed image 330 in the example of FIG.
3 A to 1llustrate the matching features between the object 1n
the query image 310 and the indexed image 330. The image
processing engine 203 determines an area match for the
recognition result using the region of interest 312 and the
convex hull of matching inlier points 314. As described
above, the arca match may be used to rank recognition
results. For example, by performing an area match on image
310, the image processing engine 203 determines that the
indexed 1mage 330 as the most accurate match for query
image 310 since 1t has the highest area match of the returned
recognition results.

In the example of FIG. 3B, the query image 310 1s
depicted with a different identified region of interest 322 and
convex hull of matching inlier points 324. In this example,
the 1mage processing engine 203 calculates a different
region of interest 322 and a different convex hull of match-
ing inlier points 344 for the object 1dentified 1n the query
image based on a different recognition result than in the
example of FIG. 3A. The corresponding indexed image for
the recognition result 1n the example of FIG. 3B 1s depicted
as image 340. The image processing engine 203 retrieves the
indexed image 340 from the data storage 243 and generates
the region of interest 322 and the convex hull of matching,
inlier points 324. As can be seen from the example of FIGS.
3A and 3B, the convex hull of matching inlier points and the
region of interest may differ for each pair of query 1image and
indexed 1mage.
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Retferring now to FIG. 3C, the image processing engine
203 calculates a region of interest 352 and a convex hull of
matching inlier points 354 for a third recognition result of
the object 1dentified 1n the query image 310. The convex hull
of matching inlier points 374 are depicted on the corre-
sponding 1mndexed 1mage 370. Similarly, as depicted 1n the
example of FIG. 3D, the image processing engine 203
calculates a region of interest 362 and a convex hull of
matching mlier points 364 for a fourth recognition result of
the object identified in the query image 310. The convex hull
of matching inlier points 384 are depicted on the corre-
sponding indexed image 380.

As described above, 1n some embodiments the image
processing engine 203 calculates an area match score for the
indexed 1mages. The 1mage processing engine 203 i1dentifies
an object 1n a query 1image and retrieves one or more indexed
images that match the identified object. In some embodi-
ments, the 1mage processing engine 203 may only return a
recognition result 1f the area match score satisfies a thresh-
old. In the example of FIGS. 3A-3D, the area match score
for indexed mmage 310 1s calculated as the ratio of the
convex hull of matching inlier points 314 and the region of
interest 312 for a matching object 1n the indexed image 310.
In some embodiments, the 1mage processing engine 203
sends the data including area match score to the rank module
207 and receives sorted list of recognition results from the
rank module 207. The recognition results may be sorted
based on the area match score. In other embodiments, the
image processing engine 203 stores the area match score 1n
the data storage 243.

The comparison module 205 may 1include software and/or
logic to compare an overlap between regions of interest for
recognition results. In some embodiments, the comparison
module 205 receives a list of recognition results from the
rank module 207. The list of recognition results may include
matching features, a region of interest, and/or an area match
score. In some embodiments, the list of recognition results
may be sorted based on the area match score. For example,
the first result 1n the list of recognmition results has the highest
area match score and 1s considered to be the most accurate
match and so on. In other embodiments, the list of recog-
nition results may be sorted based on other features of the
indexed 1mages.

In some embodiments, the comparison module 205 com-
putes an overlap between a region of mterest corresponding
to the first recogmition result 1n the list of recognition results
and a region of interest corresponding to the second recog-
nition result in the list of recognition results. The compari-
son module determines 1f the overlap satisfies a threshold.
This process 1s described 1n more detail below with refer-
ence to FIGS. 4A-4C.

FIGS. 4A-4C are graphical representations illustrating
one embodiment of computing an overlap between regions
of mterest corresponding to recogmition results. In the
example of FIG. 4A, the comparison module 205 computes
an overlap between the region of interest 312 corresponding
to the first recognition result of the object in the query 1image
310 and the region of interest 322 corresponding to the
second recognition result of the object 1n the query image
310. The comparison module 205 computes the overlap area
402 between the regions of interest corresponding to the first
and second recognition results.

Referring now to FIG. 4B, the comparison module 205
computes an overlap between the region of interest 312
corresponding to the first recognition result of the object 1n
the query image 310 and the region of interest 352 corre-
sponding to the third recognition result of the object in the
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query image 310. The comparison module 205 computes the
overlap area 412 between the regions of interest correspond-
ing to the first and third recognition results.

Referring now to FIG. 4C, the comparison module 205
computes an overlap between the region of interest 312
corresponding to the first recognition result of the object 1n
the query image 310 and the region of interest 362 corre-
sponding to the fourth recognition result of the object 1n the
query 1mage 310. The comparison module 205 computes the
overlap area 422 between the regions of iterest correspond-
ing to the first and fourth recognition results.

In some embodiments, the comparison module 205 deter-
mines whether the overlap area between the regions of
interest corresponding to the pair of recognition results
satisfies a threshold. For example, the threshold may be an
overlap area of 60%. As depicted in the example of FIG. 4C,
the overlap area 422 may not satisiy the threshold. As a
result, the fourth recognition result may be excluded from
the candidate list of indexed 1mages.

The rank module 207 generates a candidate list of indexed
images. In some embodiments, the candidate list of indexed
images may be ordered according to increasing overlap
scores. In other embodiments, candidate list of indexed
images may be ordered based on corresponding area match
scores. In other embodiments, the rank module 207 stores
the list of recognition results and the candidate list of
indexed 1mages in the data storage 243.

The user interface engine 209 may include software
and/or logic for providing user interfaces to a user. In some
embodiments, the user imnterface engine 209 receives mstruc-
tions from the rank module 207 to generate a graphical user
interface of the candidate list of indexed images on the
display of the client device 115. In some embodiments, the
user interface engine 209 receives mnstructions from the rank
module 207 to generate a graphical user interface that
displays the list of recognition results. In other embodi-
ments, the user mterface engine 209 sends graphical user
interface data to an application (e.g., a browser) 1n the client
device 115 wvia the communication unit 241 causing the
application to display the data as a graphical user interface.

FIGS. 5A and 5B are an example flow diagram 1llustrating,
one embodiment of a method 500 for generating a candidate
list of indexed 1mages. At 502, the image processing engine
203 receives a query image including an object. The query
image may be captured using a camera at a client device 115.
At 504, the image processing engine 203 recerves a plurality
of indexed 1mages that match the object. At 506, the image
processing engine 203 computes a region of interest for the
object. For example, the image processing engine 203 may
determine features of the query image and 1dentily a region
of interest for the object in the query image. At 508, the
image processing engine 203 may optionally compute an
area match for each of the plurality of indexed images. For
example, the 1mage processing engine 203 computes the
arca match as the ratio between the convex hull of matching
inlier points of the indexed image to the region of interest.
At 510, the rank module 207 sorts the plurality of indexed
images to generate a list of recognition results based on the
area match. At 512, the rank module 207 adds a first indexed
image to a candidate list of indexed images. In some
embodiments, the first indexed 1mage 1s the most accurate
match of the query image and has the maximum area match
score.

Referring now to FIG. 3B, at 514, the comparison module
205 computes an overlap between a region of interest
corresponding to the first indexed image and a region of
interest corresponding to a next indexed 1mage 1n the list of
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recognition results. For example, the comparison module
205 computes an overlap between the region of interest
corresponding to the first indexed image 1n the list of
recognition results and the region of interest corresponding
to the second indexed image 1n the list of recognition results.
At 516, the comparison module 205 determines 1t the
overlap satisfies a threshold. At 518, 1n response to deter-
mining that the overlap satisfies a threshold, the rank module
207 adds the next indexed image to the candidate list of
indexed 1mages. In response to determining that the overlap
does not satisfies the threshold, at 520, the comparison
module 205 determines 1f there are any indexed images left
in the list of recognition results for comparison. In response
to determining that there are indexed images lett 1n the list
of recognition results, the comparison module 205 computes
an overlap between the first indexed image in the list of
recognition results and the next remaining indexed 1mage in
the list of recognition results. At 522, 1n response to deter-
mining that there are no indexed images left in the list of
recognition results, the user iterface engine 322 provides
the candidate list of indexed 1mages to a user.

A system and method for generating a candidate list of
indexed 1mages has been described. In the above descrip-
tion, for purposes of explanation, numerous specific details
are set forth 1n order to provide a thorough understanding of
the techniques introduced above. It will be apparent, how-
ever, to one skilled 1n the art that the techmiques can be
practiced without these specific details. In other instances,
structures and devices are shown 1n block diagram form 1n
order to avoid obscuring the description and for ease of
understanding. For example, the techniques are described in
one embodiment above primarily with reference to software
and particular hardware. However, the present invention
applies to any type of computing system that can receive
data and commands, and present information as part of any
peripheral devices providing services.

Reference in the specification to “one embodiment™ or
“an embodiment” means that a particular feature, structure,
or characteristic described in connection with the embodi-
ment 1s mcluded 1n at least one embodiment. The appear-
ances of the phrase “in one embodiment™ 1n various places
in the specification are not necessarily all referring to the
same embodiment.

Some portions of the detailed descriptions described
above are presented in terms ol algorithms and symbolic
representations of operations on data bits within a computer
memory. These algorithmic descriptions and representations
are, 1n some circumstances, used by those skilled 1n the data
processing arts to convey the substance of their work to
others skilled in the art. An algorithm 1s here, and generally,
conceived to be a self-consistent sequence of steps leading
to a desired result. The steps are those requiring physical
mampulations of physical quantities. Usually, though not
necessarily, these quantities take the form of electrical or
magnetic signals capable of being stored, transterred, com-
bined, compared, and otherwise manipulated. It has proven
convenient at times, principally for reasons of common
usage, to refer to these signals as bits, values, elements,
symbols, characters, terms, numbers or the like.

It should be borne 1n mind, however, that all of these and
similar terms are to be associated with the appropriate
physical quantities and are merely convenient labels applied
to these quantities. Unless specifically stated otherwise as
apparent Irom the following discussion, 1t 1s appreciated that
throughout the description, discussions utilizing terms such
as “processing”’, “computing’’, “calculating”, “determining”,
“displaying”, or the like, refer to the action and processes of
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a computer system, or similar electronic computing device,
that manipulates and transforms data represented as physical
(electronic) quantities within the computer system’s regis-
ters and memories 1to other data similarly represented as
physical quantities within the computer system memories or
registers or other such information storage, transmission or
display devices.

The techniques also relate to an apparatus for performing,
the operations herein. This apparatus may be specially
constructed for the required purposes, or 1t may comprise a
general-purpose computer selectively activated or recontig-
ured by a computer program stored in the computer. Such a
computer program may be stored in a non-transitory com-
puter readable storage medium, such as, but 1s not limited to,
any type ol disk including floppy disks, optical disks,

CD-ROMs, and magnetic disks, read-only memories
(ROMs), random access memories (RAMs), EPROMs,

EEPROMSs, magnetic or optical cards, flash memories
including USB keys with non-volatile memory or any type
of media suitable for storing electronic instructions, each
coupled to a computer system bus.

Some embodiments can take the form of an entirely
hardware embodiment, an entirely software embodiment or
an embodiment containing both hardware and software
clements. One embodiment 1s implemented 1n software,
which includes but 1s not limited to firmware, resident
software, microcode, etc.

Furthermore, some embodiments can take the form of a
computer program product accessible from a computer-
usable or computer-readable medium providing program
code for use by or in connection with a computer or any
istruction execution system. For the purposes of this
description, a computer-usable or computer readable
medium can be any apparatus that can contain, store, com-
municate, propagate, or transport the program for use by or
in connection with the instruction execution system, appa-
ratus, or device.

A data processing system suitable for storing and/or
executing program code can include at least one processor
coupled directly or indirectly to memory elements through a
system bus. The memory elements can include local
memory employed during actual execution of the program
code, bulk storage, and cache memories which provide
temporary storage of at least some program code 1n order to
reduce the number of times code must be retrieved from bulk
storage during execution.

Input/output or I/O devices (including but not limited to
keyboards, displays, pointing devices, etc.) can be coupled
to the system either directly or through intervening I/0O
controllers.

Network adapters may also be coupled to the system to
enable the data processing system to become coupled to
other data processing systems or remote printers or storage
devices through intervening private or public networks.
Modems, cable modem and Etheret cards are just a few of
the currently available types of network adapters.

Finally, the algorithms and displays presented herein are
not mherently related to any particular computer or other
apparatus. Various general-purpose systems may be used
with programs in accordance with the teachings herein, or it
may prove convenient to construct more specialized appa-
ratus to perform the required method steps. The required
structure for a variety of these systems will appear from the
description above. In addition, the techmiques are not
described with reference to any particular programming
language. It will be appreciated that a variety of program-
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ming languages may be used to implement the teachings of
the various embodiments as described herein.

The foregoing description of the embodiments has been
presented for the purposes of 1llustration and description. It
1s not imtended to be exhaustive or to limit the specification
to the precise form disclosed. Many modifications and
variations are possible in light of the above teaching. It 1s
intended that the scope of the embodiments be limited not by
this detailed description, but rather by the claims of this
application. As will be understood by those familiar with the
art, the examples may be embodied in other specific forms
without departing from the spirit or essential characteristics
thereof. Likewise, the particular naming and division of the
modules, routines, features, attributes, methodologies and
other aspects are not mandatory or significant, and the
mechanisms that implement the description or its features
may have different names, divisions and/or formats. Fur-
thermore, as will be apparent to one of ordinary skill in the
relevant art, the modules, routines, features, attributes, meth-
odologies and other aspects of the specification can be
implemented as software, hardware, firmware or any com-
bination of the three. Also, wherever a component, an
example of which 1s a module, of the specification 1is
implemented as software, the component can be 1mple-
mented as a standalone program, as part of a larger program,
as a plurality of separate programs, as a statically or dynami-
cally linked library, as a kernel loadable module, as a device
driver, and/or 1n every and any other way known now or 1n
the future to those of ordinary skill 1in the art of computer
programming. Additionally, the specification 1s in no way
limited to embodiment in any specific programming lan-
guage, or for any specific operating system or environment.
Accordingly, the disclosure 1s intended to be illustrative, but
not limiting, of the scope of the specification, which 1s set
forth 1n the following claims.

What 1s claimed 1s:

1. A method comprising:

receving, by one or more processors, a query image

including an object;

receiving, by the one or more processors, a plurality of

indexed images that match the object;

computing, by the one or more processors, a region of

interest for the object;

computing, by the one or more processors, an overlap

between a first region of 1nterest corresponding to a first
indexed image and a second region of interest corre-
sponding to a second 1indexed 1image;
determining, by the one or more processors, that the
overlap between the first region of interest and the
second region of interest satisfies a threshold; and

including, by the one or more processors, the first indexed
image and the second indexed 1image 1n a candidate list
of 1ndexed 1mages.

2. The computer-implemented method of claim 1, turther
comprising:

computing an area match for each of the plurality of

indexed i1mages; and

sorting the plurality of indexed images to generate a list

of recognition results based on the area match.

3. The computer-implemented method of claim 2,
wherein the list of recognition results includes the first
indexed image and the second indexed image.

4. The computer-implemented method of claim 2,
wherein the area match for an indexed 1mage 1s a ratio of a
convex hull of matching inlier points included in the indexed
image and a corresponding region of interest.
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5. The computer-implemented method of claim 2, further
comprising:

computing an overlap between the region of interest

corresponding to the first indexed image and a region of
interest corresponding to a next remaining indexed
image 1n the list of recognition results;

determining that the overlap between the region of inter-

est corresponding to the first indexed image and the
region of interest corresponding to the next remaining,
indexed image 1n the list of recognition results satisfies
the threshold; and

including the next remaining indexed image 1n the can-

didate list of indexed images.

6. The computer-implemented method of claim 1,
wherein the region of interest for the object 1s a polygon
denoting a boundary of the object 1n the query 1mage.

7. The computer-implemented method of claim 1, further
comprising;

providing the candidate list of indexed 1images for display

to a user.

8. A system comprising:

one or more processors; and

a memory storing instructions, which when executed

cause the one or more processors to:

receive a query 1mage mcluding an object;

receive a plurality of indexed images that match the
object;

compute a region of interest for the object;

compute an overlap between a first region of interest
corresponding to a first indexed image and a second
region of interest corresponding to a second mdexed
1mage;

determine that the overlap between the first region of
interest and the second region of interest satisiies a
threshold; and

include the first indexed image and the second indexed
image 1n a candidate list of indexed 1mages.

9. The system of claim 8, wherein the instructions cause
the one or more processors to:

compute an area match for each of the plurality of indexed

images; and

sort the plurality of indexed 1mages to generate a list of

recognition results based on the area match.

10. The system of claim 9, wherein the list of recognition
results includes the first indexed image and the second
indexed 1mage.

11. The system of claim 9, wherein the area match for an
indexed 1mage 1s a ratio of a convex hull of matching inlier
points included in the indexed 1mage and a corresponding,
region ol interest.

12. The system of claim 9, wherein the mstructions cause
the one or more processors to:

compute an overlap between the region of interest corre-

sponding to the first mndexed image and a region of
interest corresponding to a next remaining indexed
image 1n the list of recognition results;

determine that the overlap between the region of interest

corresponding to the first indexed image and the region
of interest corresponding to the next remaining indexed
image 1n the list of recogmition results satisfies the

threshold; and
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include the next remaining indexed 1image 1n the candidate

list of indexed 1mages.

13. The system of claim 8, wherein the region of interest
for the object 1s a polygon denoting a boundary of the object
in the query image.

14. The system of claim 8, wherein the 1nstructions cause
the one or more processors 1o:

provide the candidate list of indexed 1mages for display to

a user.

15. A non-transitory computer-readable medium storing
instructions which, when executed by one or more proces-
sors, causes the one or more processors to:

recerve a query image including an object;

recetve a plurality of indexed images that match the

object;

compute a region of interest for the object;

compute an overlap between a first region of interest

corresponding to a first indexed 1image and a second
region ol interest corresponding to a second indexed
1mage;

determine that the overlap between the first region of

interest and the second region of interest satisfies a
threshold; and

include the first indexed image and the second indexed

image 1n a candidate list of indexed images.

16. The non-transitory computer-readable medium of
claim 15, wherein the instructions cause the one or more
Processors to:

compute an area match for each of the plurality of indexed

images; and

sort the plurality of indexed images to generate a list of

recognition results based on the area match.

17. The non-transitory computer-readable medium of
claim 16, wherein the list of recognition results includes the
first indexed 1mage and the second indexed 1mage.

18. The non-transitory computer-readable medium of
claim 16, wherein the area match for an indexed 1mage 1s a
ratio of a convex hull of matching inlier points included in
the indexed 1mage and a corresponding region of interest.

19. The non-transitory computer-readable medium of
claim 16, wherein the instructions cause the one or more
Processors to:

compute an overlap between the region of interest corre-

sponding to the first indexed image and a region of
interest corresponding to a next remaining indexed
image 1n the list of recognition results;

determine that the overlap between the region of interest

corresponding to the first indexed image and the region
of interest corresponding to the next remaining indexed
image 1n the list of recognition results satisfies the
threshold; and

include the next remaining indexed 1image 1n the candidate

list of indexed 1mages.

20. The non-transitory computer-readable medium of
claim 15, wherein the region of interest for the object 1s a
polygon denoting a boundary of the object in the query
1mage.
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