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MEMORY CONTROLLER, MEMORY
SYSTEM AND MEMORY CONTROL

METHOD

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims the benefit of U.S. Provisional
Patent Application No. 62/216,803, filed Sep. 10, 2015, the

entire contents of which are incorporated herein by refer-
ence.

FIELD

Embodiments described herein relate generally to a
memory controller, a memory system, and a memory control
method.

BACKGROUND

A memory system including a non-volatile memory 1s
known. This memory system temporarily stores data
acquired from a host such as a personal computer in an
internal memory and then stores the data in the non-volatile
memory. To allow the host to access the data stored 1n the
non-volatile memory, the memory system also manages a
table that associates a logical address and a physical address
of the data with each other in the non-volatile memory.

However, the conventional memory system needs to
include various internal memories 1n order to store data in

the non-volatile memory and update the table.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a diagram 1illustrating a configuration example of
a memory system according to a first embodiment;

FIG. 2 1s a diagram 1illustrating a data storing process in
a NAND memory according to the first embodiment;

FIG. 3 1s a diagram 1illustrating updating of a logical/
physical conversion table according to the first embodiment;

FI1G. 4 1llustrates a sequence when a host I'F 1s a UFS I/F
connected to a host according to the first embodiment;

FIG. 5 illustrates a sequence when the host I/F 1s an
NVMe connected to the host according to the first embodi-
ment;

FIG. 6 1s a diagram 1llustrating a process according to a
second embodiment; and

FIG. 7 1llustrates a sequence according to the second
embodiment.

DETAILED DESCRIPTION

In general, according to one embodiment, a memory
controller comprises a first volatile memory, a second vola-
tile memory, and a controller. The first volatile memory
temporarily stores therein data acquired from outside. The
controller controls the temporarily stored data to be trans-
ferred from the first volatile memory to a non-volatile
memory, stores correspondence information of the trans-
terred data to the non-volatile memory in the second volatile
memory, and updates correspondence mformation stored in
the non-volatile memory based on the correspondence 1nfor-
mation stored in the second volatile memory by using the
first volatile memory after the data transier as a work area.
The correspondence information represents association
between a logical address and a physical address of the data.

10

15

20

25

30

35

40

45

50

55

60

65

2

Exemplary embodiments of a memory controller, a
memory system, and a memory control method will be
explained below in detail with reference to the accompany-

ing drawings. The present invention should not be limited to
the following embodiments.

First Embodiment

FIG. 1 1s a diagram 1llustrating a configuration example of
a memory system according to a first embodiment. As
illustrated i FIG. 1, a memory system 1 1s connected to a
host 2 via a communication channel 3. Although not limited
thereto, the host 2 can be, for example, a personal computer,
a server computer, or a CPU (Central Processing Unit). An
MPHY or a UniPro defined by an MIPI (Mobile Industry
Processor Interface) as a communication standard can be
used for the communication channel 3, for example.

The memory system 1 can be, for example, an SSD (Solid
State Drive) or an embedded flash memory in compliance
with a UFS (Universal Flash Storage) standard. The memory
system 1 includes a NAND flash memory (NAND memory)
10 and a memory controller 11 that performs data transfer
between the host 2 and the NAND memory 10. The memory
system 1 can include any non-volatile memory 1nstead of the
NAND memory 10. For example, the memory system 1 can
include a NOR flash memory 1nstead of the NAND memory
10. One or more NAND memories 10 can be connected to
the memory controller 11.

The NAND memory 10 includes one or more memory
chips each having a memory cell array. The memory cell
array has a plurality of memory cells 1n matrix. Each block
of the memory cell array has a plurality of pages. Each page
1s a unit of data read or data write, for example.

The NAND memory 10 stores therein user data 21 and a
logical/physical conversion table 22. The user data 21
includes, for example, an operating system program (here-
iafter, “OS”) having an execution environment provided by
the host 2, a user program executed by the host 2 on the OS,
and data input or output by the OS or the user program.

The logical/physical conversion table 22 1s used to enable
the memory system 1 to function as an external storage
device of the host 2. The logical/physical conversion table
22 1s a table that contains address correspondence informa-
tion on a logical block address (LBA) and a physical block
address (PBA) on the NAND memory 10 associated with
cach other. The logical block address 1s used by the host 2
to access the user data 21 in the memory system 1.

The memory controller 11 includes a host I/F a first RAM
(Random Access Memory) 32, a sequencer 33, a NAND I/F
34, and a second RAM 35. The host I'F 31 1s a connection
interface to the host 2. The first RAM 32 1s a volatile
memory that temporarily stores therein data acquired from
the host 2. In the first embodiment, the first RAM 32 1s an
arca 1 which data i1s temporarily stored and 1s also a
common area used as a work area for updating the logical/
physical conversion table 22.

The sequencer 33 controls data transfer between the host
2 and the first RAM 32 via the host I'F 31. The sequencer
33 controls data transier between the first RAM 32 and the
NAND memory 10 via the NAND I/'F 34. The sequencer 33
acquires data from the host 2, temporarily stores the data 1n
the first RAM 32, and writes the data to the one or more
connected NAND memories 10. For example, with use of
two or more NAND memories 10, the sequencer 33 controls
data to be written to the NAND memories 10 1n parallel,
thereby realizing eflicient non-volatilization. The sequencer
33 1s an example of a controller.
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In the first embodiment, when receiving data from the
host 2, the sequencer 33 uses the first RAM 32 as a write
butler to temporarily store the data from the host 2 1n the first
RAM 32. The sequencer 33 controls the data stored in the
first RAM 32 to be transferred as the user data 21 to the
NAND memory 10 and controls address correspondence
information of the transferred data in the second RAM 35.
The sequencer 33 updates the logical/physical conversion
table 22 stored in the NAND memory 10 based on the
address correspondence information of the transierred data
stored 1n the second RAM 35, using the first RAM 32 after
the data transier as a work area.

Here, the sequencer 33 does not acquire data from the host
2 while updating the logical/physical conversion table 22
stored 1n the NAND memory 10 using the first RAM 32 as
a work area. Thus, the sequencer 33 uses the first RAM 32
as a common area to be a write buller in which data 1s
temporarily stored or a work area in which the logical/
physical conversion table 22 1s updated.

Conventionally, to realize data transier from the host 2, it
1s necessary for the memory controller include a write buller
in which data transmitted the host 2 1s temporarily stored, a
memory 1n which address correspondence information of the
temporarily stored data in the write buller 1s temporarily
stored for transierring the data to the NAND memory 10 for
storage, and a memory used for a work area to reflect the
address correspondence information stored 1in the memory 1n
the logical/physical conversion table of the NAND memory
10. Including different kinds of memories results 1n 1ncreas-
ing costs, power consumption and the like.

In the first embodiment, the sequencer 33 uses the first
RAM 32 as a common area to be the write bufler and the
work area as described above. This makes it possible to
reduce the number of memories to one from two as con-
ventionally required, leading to reducing the cost and the
power consumption.

The NAND I/F 31 1s a connection interface for the
memory controller 11 and the NAND memory 10.

The second RAM 35 1s a volatile memory that stores
therein a differential table 36 created from the correspon-
dence information between the logical address and the
physical address of data acquired by the sequencer 33 from
the host 2 when the data 1s transferred from the first RAM
32 to the NAND memory 10 for storage. The diflerential
table 36 includes differential information relative to the
logical/physical conversion table 22 stored in the NAND
memory 10 and 1s used to update the logical/physical

conversion table 22.
The first RAM 32 and the second RAM 35 each include

an SRAM (Static Random Access Memory), a DRAM
(Dynamic Random Access Memory), or the like.

(Data Storing in NAND Memory)

FI1G. 2 1s a diagram 1illustrating a process by the sequencer
to store data 1n the NAND memory. As illustrated in FIG. 2,
the first RAM 32 1s used by the sequencer 33 as a write
butter in which write data (“WRITE” 1n FIG. 2, for example)
acquired from the host 2 1s temporarily stored.

The sequencer 33 controls the temporanly stored write
data 1n the first RAM 32 to be transierred as the user data 21
to the NAND memory 10. Then, the sequencer 33 stores the
user data 21 at a physical address (“chip=0, Addr=0x10"" in
FIG. 2, for example) on the NAND memory 10 for non-
volatilization.

The sequencer 33 creates the differential table 36 based on

the address correspondence information between a logical
address (“LBA=0x0000" 1n FIG. 2) of the write data speci-

fied by the host 2 and the physical address (“PBA: chip=0,
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4

Addr=0x10" 1n FIG. 2) on the NAND memory 10. The
differential table 36 (“LBA=0x0000"—*chip=0,

Addr=0x10"" 1n FIG. 2) 1s differential information relative to
the logical/physical conversion table 22 stored 1n the NAND
memory 10.

(Update of Logical/Physical Conversion Table)

FIG. 3 1s a diagram 1illustrating a process of the sequenc-
er’s updating the logical/physical conversion table. In FIG.
3, for instance, upon determining that a certain amount (a
particular threshold or more, for example) of differential
information 1s stored 1n the differential table 36 1n the second
RAM 35 while the first RAM 32 1s not used as a write bufler,
the sequencer 3 reads the logical/physical conversion table
22 using the first RAM 32 as a work area. The sequencer
reflects the differential table 36 1n the read logical/physical
conversion table 22, thereby updating the logical/physical
conversion table 22. Thereby, the pre-update or post-update
logical/physical conversion table 22 1s stored at a position of
the first RAM 32 overlapping with the position where write
data 1s temporarily stored at the time of previous writing.

The sequencer 33 stores the latest updated logical/physi-
cal conversion table 22 i the NAND memory 10 for
non-volatilization. Accordingly, 1n response to a data trans-
fer request from the host 2, the sequencer 33 can appropri-
ately read target data from the user data 21 stored in the
NAND memory 10, using the logical/physical conversion
table 22.

The sutlicient capacity of the first RAM 32 1s 256 KiB or
512 KiB as a double bufler since data transier of 32
KiBx8=256 KiB 1 a lump is eflicient when the NAND
memory 10 performs data transfer at 2 planes, 3 KiB, and
8-way interleaving. In the first embodiment, the sequencer
33 thus uses the first RAM 32 as a common area, thereby
reducing two memories, 1.¢., the conventional write bufler
and the memory for a work area, to one memory.

Sequence 1n First Embodiment

FIG. 4 1llustrates a sequence 1n the first embodiment 1n a
case where the host I/'F 1s a UFS I/F connected to a host, for
example. The sequence 1n FIG. 4 1s performed by the host
2, and the host I/F 31, the sequencer 33, the differential table
36, the first RAM 32, the NAND I/F 34, and the NAND
memory 10 of the memory system 1.

In FIG. 4, upon receipt of a write request (COMMAND
UPIU) for writing write data from the host 2 (510), the host
I'F 31 of the memory system 1 1ssues a write-request
reception notice to the sequencer 33 (511). Responding to
the write-request reception notice, the sequencer 33 submits
a write data transmission request (RT'T UPIU) to the host I'F
31 (S12). The host I/F 31 transmits the write data transmis-
s1on request to the host 2 (513).

Upon reception of the write data (DATAIN UPIU) from
the host 2 (S14), the host I’/F 31 transmuits the write data to
the first RAM 32 and uses the first RAM 32 as a write bufler
to temporarily store the write data therein (S15). The first
RAM 32 has stored the write data and submits a write data
non-volatilization request to the NAND I/F 34 (816). The
NAND memory 10 receives the write data non-volatilization
request via the NAND I/F 34 (817).

After completion of non-volatilization of the write data,
the NAND memory 10 1ssues a non-volatilization comple-
tion notice to the NAND I/F 34 (S18). The sequencer 33
receives the write data non-volatilization completion notice
from the NAND I/F 34 (S19).

Upon reception of the write data non-volatilization
completion notice, the sequencer 33 requests the host I/F 31
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to transmit a write data reception notice (RESPONSE UPIU)
(S20). The host I/F 31 transmits the write data reception
notice to the host). The sequencer 33 creates the differential
table 36 from address correspondence information between
a logical address specified by the host 2 and a physical
address on the NAND memory 10 to store the write data
received 1 S14 (522).

Next, the sequencer 33 reads the differential table 36
(S23) and retlects contents the differential table 36 1n the
logical/physical conversion table 22 to update the logical/
physical conversion table 22 while using the first RAM 32
as a work area (S24).

Upon receiving a write request from the host (525), the
host I/F 31 1ssues a write-request reception notice to the
sequencer 33 (S26). However, the sequencer 33 does not
respond to the write request but stands by because the
sequencer 33 1s reflecting(updating) the contents of the
differential table 36 in the logical/physical conversion table
22 using the first RAM 32.

After the update of the logical/physical conversion table
22, the first RAM 32 requests the NAND I/F 34 to non-
volatilize the logical/physical conversion table (S27). The
NAND memory 10 receives the request for non-volatiliza-
tion of the logical/physical conversion table 22 from the
NAND I/F 34 (S28).

Upon completion of non-volatilization of the logical/
physical conversion table 22, the NAND memory 10 1ssues
a non-volatilization completion notice of the logical/physi-
cal conversion table 22 to the NAND I/F 34 (529). The
sequencer 33 receirves the non-volatilization completion
notice from the NAND I/'F 34 (5830).

Upon reception of the non-volatilization completion
notice of the logical/physical conversion table 22, the
sequencer 33 requests the host I'F 31 to transmit write data
in order to respond to the write-request reception notice
received 1n S26 (S31). The host I/’F 31 transmaits a write data
transmission request to the host 2 (832). Because the process
in S33 to S41 1n FIG. 4 1s 1dentical to that 1n S14 to S22,
detailed descriptions thereof will be omitted.

As described above, 1in the first embodiment, the
sequencer 33 retlects the contents of the differential table 36
in the logical/physical conversion table 22 using the first
RAM 32 as a work area during the process in S23, S24 and
S27 to S30 i FIG. 4. Therefore even having received a
write-request reception notice from the host 2, the sequencer
33 does not submit a write data transmission request to the
host 2 1n order not to receive write data from the host 2.
According to the first embodiment, the first RAM 32 1s used
as a common area for the write bufler and the work area.
This enables reduction of the number of memories to one
memory from conventional two, thereby achieving cost
reduction and power consumption reduction.

Although a use of UPS I/F as the host I'F 31 has been
described referring to FIG. 4 by way of example, the first
embodiment should not be limited thereto. A use of an
NVMe (Non-Volatile Memory Express) for the host I'F 31
1s described next.

FIG. 5 illustrates a sequence 1n the first embodiment when
the host I/F 1s an NVMe connected to a host. The sequence
in FI1G. 5 1s performed by the host 2, and the host I'F 31, the
sequencer 33, the differential table 36 the first RAM 32, the
NAND I'F 34, and the NAND memory 10 of the memory
system 1 Slmllar to the sequence 1n FIG. 4.

In FIG. 5, when receiving a write request (Write Com-
mand) for writing write data from the host 2 (550), the host
I’/F 31 of the memory system 1 1ssues a write-request
reception notice to the sequencer 33 (S51). The sequencer 33
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submits a write data read request to the host I'/F 31 1n
response to the write-request reception notice (552). The

host I/F 31 submuits the write data read request to the host 2
(S53).

When recerving the write data from the host 2 (554), the
host I/F 31 transmits the write data to the first RAM 32 and
uses the first RAM 32 as a write builer to temporarily store
therein the write data (S55). The first RAM 32 has tempo-
rarily stored write data and requests that the NAND I/F 34
non-volatilizes the write data (856). The NAND memory 10
receives a write data non-volatilization request via the
NAND I/F 34 (S57).

Upon completing non-volatilization of the write data, the
NAND memory 10 issues a non-volatilization completlon
notice to the NAND I'F 34 (S58). The sequencer 33 receives

the write data non-volatilization completion notice from the
NAND I/F 34 (S59).

Upon receiving the write data non-volatilization comple-
tion notice, the sequencer 33 submits a request for trans-
mission ol a write data reception (Completion) notice to the
host I/F 31 (S60). The host I'F 31 transmits the write data
reception notice to the host 2 (S61). The sequencer 33
creates the differential table 36 based on the address corre-
spondence information of the write data received in S54
(S62).

Next, the sequencer 33 reads the diflerential table 36
(S63) and uses the first RAM 32 as a work area to retlect the
contents of the diflerential table 36 1n the logical physical
conversion table 22 to update the logical/physical conver-
sion table 22 (564).

When receiving a write request from the host 2 (563), the
host I/F 31 1ssues a write-request reception notice to the
sequencer 33 (566). However, the sequencer 33 does not
respond to the write request but stands by since the
sequencer 33 1s reflecting the contents of the differential
table 36 1n the logical/physical conversion table 22. Because
the process 1in S67 to S70 1n FIG. 3 1s 1identical to that in S27
to S30 in FIG. 4, detailed descriptions thereof will be
omitted.

Upon receiving the non-volatilization completion notice
of the logical/physical conversion table 22 i S70, the
sequencer 33 submaits a write data read request to the host I/F
31 to respond to the write-request reception notice received
in S66 (S71). The host I'F 31 submits the write data read
request to the host 2 (872). Because the process 1 S73 to
S81 1n FIG. 5 1s 1dentical to that in S54 to S62, detailed
descriptions thereof will be omaitted.

As described above, the sequencer 33 reflects the contents
of the differential table 36 1n the logical/physical conversion
table 22 using the first RAM 32 as a work area during the
process 1 S63, S64 and S67 to S70 1n FIG. 5. Therefore,
even having received a write-request reception notice from
the host 2, the sequencer 33 does not receive the write data
from the host 2 by not requesting the host 2 to read the write
data.

According to the first embodiment, the sequencer 33 uses
the first RAM 32 as a common area to be a write buller for
temporary data storage or as a work area for the update of
the logical/physical conversion table 22. Thus, the number
of memories can be reduced to one from two as conven-
tionally required, realizing the cost reduction and the power
consumption reduction accordingly.

Second Embodiment

A second embodiment 1s described next. The second
embodiment 1s different trom the first embodiment in that a
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dedicated area for the write buller 1s provided in the first
RAM 32 1n addition to the afore-mentioned common area.

FIG. 6 1s a diagram 1illustrating a process according to the
second embodiment. As illustrated 1n FIG. 6, the first RAM
32 includes a dedicated area 32A used to temporarily store
write data therein and a common area used to temporarily
store write data or update the logical/physical conversion
table 22 therein.

The sequencer 33 acquires write data from the host 2,
temporarily stores the write data in the dedicated area 32A
of the first RAM 32, and stores the write data in the NAND
memory 10 for non-volatilization. The sequencer 33 uses the
common area 32B of the first RAM 32 as a work area to
update the logical/physical conversion table 22 for non-
volatilization. Thereby, the sequencer 33 can control the
update of the logical/physical conversion table 22 and the
temporary storage ol write data in parallel by using the
common area 32B of the first RAM 32 as a work area while
the write data from the host 2 1s being temporarily stored in
the dedicated area 32A of the first RAM 32.

The first RAM 32 can be used as a double bufler having
the capacity of 512 KiB when the NAND memory 10
performs data transfer at 2 planes, 32 KiB, and 8-way
interleaving. In this case, a half of the capacity, 256 KiB can
be allocated to the dedicated area 32A to store therein data
from the host 2 and the other half, 256 KiB can be allocated
to the common area 32B to be used for newly storing data
from the host 2 or updating the logical/physical conversion

table 22.

It 1s preferable to secure 256 KiB or 512 KiB of the
capacity of the dedicated area 32A of the first RAM 32 by
the above calculation 1 view of the data storing speed.
However, i1 the data storing speed during the update of the
logical/physical conversion table 22 in the common area
32B as a work area 1s less significant, the memory capacity
of the dedicated area 32A can be reduced to 32 KiB equal to
2 planes as a writing unit of the NAND memory 10 or an
integral multiple of the 2 planes (64 KiB or 128 KiB, for
example). Although high-efliciency data write using the
above 8-way 1nterleaving is not feasible, data 1n umts of 2
planes to the NAND memory 10 1s possible so that data
storing 1s feasible during the update of the logical/physical
conversion table 22.

As described above, owing to the first RAM including the
dedicated area 32A and the common area 32B, the logical/
physical conversion table 22 can be updated 1n the common
area 32B while write data from the host 2 i1s being stored 1n
the dedicated area 32A. This accordingly makes it possible
to reduce the length of a period 1n which a write data write
request from the host 2 cannot be dealt with due to the
update of the logical/physical conversion table 22 1n the first
RAM 32 as a work area, and to enhance responsivity to the

host 2.

Sequence 1n Second Embodiment

FIG. 7 1llustrates a sequence 1n the second embodiment.
The sequence 1n FIG. 7 1s performed by the host 2, and the
host I’/F 31, the sequencer 33, the differential table 36, the
dedicated area 32A of the first RAM 32, the common area
32B of the first RAM 32, the NAND I/F 34, and the ANT
memory 10 of the memory system 1. An example of FIG. 7
illustrates the use of a UFS as the host I'F, for example.

In FIG. 7, when receiving a write a write request from the
host (590), the host I'F 31 of the memory system 1 issues a
write-request reception notice to the sequencer 33 (891).
The sequencer 33 submits a write data transmission request
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to the host I’F 31 1n response to the write-request reception
notice (592). The host I'F 31 transmits the write data
transmission request to the host 2 (593).

Upon reception of the write data from the host 2 (S94), the
host I'F 31 selects either the dedicated area 32A or the
common area 32B of the first RAM 32 as a write builer and
temporarily stores the write data 1n the selected dedicated
area 32A or common area 32B. In FIG. 7 the host I/F 31
transmits the write data to the common area 32B of the first
RAM 32 (593), for example.

Selection of the dedicated area 32A or the common area
32B as a write buller 1n S95 can be determined according to
availability of both of the areas, for example. In this case, the
sequencer 33 can be configured to determine availability of
the dedicated area 32 A and the common area 32B at a timing
at which it recerves the write data from the host I'F 31 and
transmit the write data to an available area. How to deter-
mine the availability should not be limited to the one
described above. The sequencer 33 can be configured to, for
example, transmit the write data to the dedicated area 32A
and the common area 32B alternately.

Upon storing the write data, the common area 32B of the
first RAM 32 submits a write data non-volatilization request
to the NAND I/F 34 (896). The NAND memory 10 receives
the write data non-volatilization request via the NAND I/F
34 (S97), completes non-volatilization of the write data, and
then i1ssues a non-volatilization completion notice to the
NAND I/F 34 (S98). The sequencer 33 receives the write
data non-volatilization completion notice from the NAND
I'F 34 (899).

Upon receiving the write data non-volatilization comple-
tion notice, the sequencer 33 submits a request for trans-
mission of a write data reception notice (RESPONSE UPIU)
to the host I’F 31 (5100). The host I’F 31 transmits the write
data reception notice to the host 2 (S101). The sequencer 33
creates the diflerential table 36 based on address correspon-
dence information of the write data received 1n 594 (5102).

Next, the sequencer 33 reads the diflerential table 36
(5103), and uses the common area 32B of the first RAM 32
as a work area to reflect the contents of the differential table
36 1n the logical/physical conversion table 22 and update the
logical/physical conversion table 22 (S104).

When receiving a write request a received from the host
2 (5105), the host I’F 31 1ssues a write-request reception
notice to the sequencer 33 (5106). The sequencer 33 deter-
mines that the common area 32B of the first RAM 32 1s
being used as a work area 1n S104 but the dedicated area 32 A
of the first RAM 32 1s available and then submuits a write data
transmission request to the host I'F 31 1n response to the
write-request reception notice (S107). The host I/’F 31 trans-
mits the write data transmission request to the host 2 (5S108).

The common area 32B of the first AM 32 requests the
NAND I'F 34 to non-volatilize the logical/physical conver-
sion table 22 (S109). The NAND memory 10 receives a
non-volatilization request for the logical/physical conver-
sion table 22 from the NAND I/F 34 (5110).

Upon receiving the write data from the host (S111), the
host I'F 31 transmits the write data to the dedicated area 32A
of the first RAM 32 (8112). Upon storing write data, the
dedicated area 32A of the first RAM 32 submits a write data
non-volatilization request to the NAND I/F 34 (5113). The
NAND memory 10 receives the write data non-volatilization
request via the NAND I'F 34 (8114). With an available
memory space, the NAND memory 10 can non-volatilize
the write data in parallel with the non-volatilization of the
logical/physical conversion table 22 in response to the
non-volatilization request received 1 S110.
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Upon completing the non-volatilization of the write data,
the NAND memory 10 1ssues a non-volatilization comple-
tion notice to the NAND I/F 34 (8115). The sequencer 33
receives the write data non-volatilization completion notice
from the NAND I/F 34 (8116) and then submits a request for
transmission of a write data reception notice to the host I/F
31 (S117). The host I'F 31 transmits the write data reception
notice to the host 2 (S118).

Upon completing the non-volatilization of the logical/
physical conversion table 22, the NAND memory 10 issues
a non-volatilization completion notice of the logical/physi-
cal conversion table 22 to the NAND I'F 34 (5119). The
sequencer 33 receives non-volatilization completion notice
from the NAND I/F 34 (S120). Because the process in S121
to S133 1n FIG. 7 1s 1dentical to that in S90 to S102, detailed
descriptions thereol will be omitted.

In the second embodiment, the first RAM 32 includes the
dedicated area 32A and the common area 32B. Therefore,
while updating the logical/physical conversion table 22 in
the common area 32B of the first RAM 32 as a work area,
the sequencer 33 controls write data from the host 2 to be
stored 1n the dedicated area 32A of the first RAM 32. Thus
configuration can reduce the length of a period 1n which a
write data write request from the host cannot be dealt with
due to the update of the logical/physical conversion table 22
in the first RAM 32. Thus, according to the second embodi-
ment, responsivity to the host 2 can be enhanced.

While certain embodiments have been described, these
embodiments have been presented by way of example only,
and are not intended to limit the scope of the mventions.
Indeed, the novel embodiments described herein may be
embodied 1n a variety of other forms; furthermore, various
omissions, substitutions and changes in the form of the
embodiments described herein may be made without depart-
ing from the spirit of the inventions. The accompanying
claiams and their equivalents are intended to cover such
forms or modifications as would fall within the scope and
spirit of the inventions.

What 1s claimed 1s:

1. A memory controller comprising:

a first volatile memory that temporarily stores therein data

received from outside of the memory controller;

a second volatile memory that stores therein first corre-
spondence information representing association
between a logical address of data that are transferred to
a non-volatile memory and a physical address of the
non-volatile memory in which the transferred data are
stored; and

a controller that controls the temporarily stored data to be
transierred from the first volatile memory to the non-
volatile memory, stores the first correspondence nfor-
mation of the transferred data into the second volatile
memory, and updates second correspondence informa-
tion stored in the non-volatile memory based on the
first correspondence information stored in the second
volatile memory by using the first volatile memory as
a work area after the data 1s transferred from the first
volatile memory to the non-volatile memory, the sec-
ond correspondence mformation representing associa-
tion between a logical address of the data that are stored
in the non-volatile memory and a physical address of
the non-volatile memory 1n which the data are stored.

2. The memory controller according to claim 1, wherein
the controller controls the first volatile memory not to
acquire data from outside while the controller 1s updating the
second correspondence information stored 1n the non-vola-
tile memory.

10

15

20

25

30

35

40

45

50

55

60

65

10

3. The memory controller according to claim 1, wherein

the first volatile memory includes a first area and a second
area, the first area being used for temporarily storing
the data received from the outside and used for the
work area, the second area being used for temporarily
storing the data received from the outside, and

the controller controls the first volatile memory to update
the second correspondence information by using the
first area as the work area 1n parallel with temporarily
storing the data received from outside 1nto the second
area.

4. A memory system comprising:

a non-volatile memory;

a first volatile memory that temporarily stores therein data
received from outside of the memory system;

a second volatile memory that stores therein {first corre-
spondence 1nformation representing association
between a logical address of data that are transferred to
a non-volatile memory and a physical address of the

non-volatile memory in which the transferred data are
stored; and
a controller that
controls the temporarily stored data to be transferred
from the first volatile memory to the non-volatile
memory,
stores the first correspondence information of the trans-
ferred data into the second volatile memory, and
updates second correspondence information stored 1n
the non-volatile memory based on the first corre-
spondence mformation stored in the second volatile
memory by using the first volatile memory as a work
area alter the data 1s transferred from the first volatile
memory to the non-volatile memory, the second
correspondence information representing association
between a logical address of the data that are stored
in the non-volatile memory and a physical address of
the non-volatile memory in which the data are
stored.
5. A memory control method of a memory system 1nclud-
ing a first volatile memory and a non-volatile memory, the
method comprising:
temporarily storing data recerved from outside of the
memory system 1n the first volatile memory;

transferring the data acquired from outside from the first
volatile memory to a non-volatile memory for storage;

storing {irst correspondence information of the transferred
data 1nto a second volatile memory, the first correspon-
dence information representing association between a
logical address of data that are transierred to the
non-volatile memory and a physical address of the
non-volatile memory in which the transferred data are
stored; and

updating second correspondence information stored 1n the

non-volatile memory based on the first correspondence
information stored in the second volatile memory by
using the first volatile memory as a work area after the
data 1s transierred from the first volatile memory to the
non-volatile memory, the second correspondence infor-
mation representing association between a logical
address of the data that are stored 1n the non-volatile
memory and a physical address of the non-volatile
memory 1in which the data are stored.

6. The memory control method according to claim 3,
wherein the updating includes controlling the first volatile
memory not to receive data from the outside.

7. The memory control method according to claim 5,
wherein
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the temporarily storing 1s performed by using a second

area of the first volatile memory, and

the updating 1s performed parallel with the temporarily

storing by using a first area of the first volatile memory

as the work area, wherein

the first volatile memory includes the first area and the
second area,

the second area 1s used for temporarily storing data
received from the outside, and

the first area 1s used for temporarily storing data
received from the outside and used as the work area.

8. The memory controller according to claim 1, wherein
a first area of the first volatile memory that 1s used for
updating the second correspondence information as the work
arca and a second area of the first volatile memory that 1s
used for temporarily storing the data to be transferred to the
non-volatile memory at least partially overlap with each
other.

9. The memory system according to claim 4, wherein the
controller controls the first volatile memory not to receive
data from the outside while the controller 1s updating the
second correspondence information.

10. The memory system according to claim 4, wherein

the first volatile memory includes a first area and a second

area, the first area being used for temporarily storing
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the data received from the outside and used as the work
area, the second area being used for temporarily storing
the data received from the outside, and

the controller controls the first volatile memory to update

the second correspondence information by using the
first area as the work area 1n parallel with temporarily
storing the data recerved from the outside into the
second area.

11. The memory system according to claim 4, wherein a
first arca of the first volatile memory that 1s used for
updating the second correspondence information as the work
arca and a second area of the first volatile memory that 1s
used for temporarily storing the data to be transferred to the
non-volatile memory at least partially overlap with each
other.

12. The memory control method according to claim 3,
wherein a first area of the first volatile memory that 1s used
for updating the second correspondence information as the
work area and a second area of the first volatile memory that
1s used for temporarily storing the data to be transferred to

the non-volatile memory at least partially overlap with each
other.
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