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FOCUSING ADJUSTMENT APPARATUS AND
FOCUSING ADJUSTMENT METHOD

BACKGROUND OF THE INVENTION

Field of the Invention

The present invention relates to an 1imaging apparatus and
an 1maging method, and more particularly to an 1maging
apparatus having an automatic focusing function.

Description of the Related Art

General focusing methods for i1maging apparatuses
include a contrast autofocus (AF) method and a phase
difference AF method. Both the contrast AF method and the
phase diflerence AF method are AF methods that are widely
used for video cameras and digital still cameras, 1n some of
which an 1mage sensor 1s used as a focus detection sensor.

In such focusing methods, the focus detection result may
have an error due to various aberrations of an optical system.
Therefore, various methods for reducing the error have been
proposed.

For example, Japanese Patent No. 5087077 discusses a
method for calculating a correction value used to correct a
focus detection result based on an evaluation frequency
(evaluation band) of a signal used for focus detection.

Such a focus detection error occurs depending on the
evaluation band of a focusing signal used in the contrast AF
method or the phase difference AF method regardless of the
types of focusing methods.

However, the above-mentioned conventional proposals
have such an 1ssue that it 1s not possible to sufliciently
correct a focus detection error. The method discussed 1n
Japanese Patent No. 5087077 includes speciiying, as a focus
detection error, a Ifrequency band (evaluation band) for
evaluating a focusing signal, and correcting the focus detec-
tion result using a correction value adapted for the evalua-
tion band.

On the other hand, the focus detection error 1s a difference
between a focusing state that 1s sensed by the observer to be
a best in-focus state as an original captured image and a
focusing state that 1s indicated by the focus detection result.
However, Japanese Patent No. 5087077 has no mention of
the focusing state of a captured 1mage.

SUMMARY OF THE INVENTION

The present invention 1s directed to a focusing adjustment
apparatus capable of performing more high-precision focus-
ing by correcting a difference in focusing state between a
captured 1image and a focus detection result, which 1s an
essential focus detection error.

According to an aspect of the present invention, a focus-
ing adjustment apparatus icludes a recording unit config-
ured to record a recording signal output from an i1mage
sensor, a focusing adjustment unit configured to adjust
focusing on an object image entering the image sensor based
on information about an 1mage-forming position 1 a first
evaluation band of the recording signal, and a calculation
unit configured to calculate the image-forming position in
the first evaluation band of the recording signal by correct-
Ing, using a correction value, an 1image-forming position 1n
a second evaluation band of a focusing adjustment signal
obtained from the image sensor, wherein the calculation unit
changes the correction value using information about the
first evaluation band of the recording signal.
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2

Further features of the present invention will become
apparent from the following description of exemplary
embodiments with reference to the attached drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1A and 1B are tlowcharts 1llustrating an autofocus
(AF) operation procedure according to a first exemplary

embodiment of the present invention.
FIG. 2 1s a block diagram illustrating a schematic con-

figuration of a digital camera according to the first exem-

plary embodiment.

FIG. 3 1s a plan view of the array of light-receiving pixels
as viewed from a lens umnit.

FIG. 4 1llustrates a configuration of a readout circuit 1n an
1mage sensor.

FIGS. 5A and 5B are a plan view and a sectional view,
respectively, illustrating the structure of focus detection
pixels 1 which the pupil 1s divided 1n the horizontal direc-
tion of a photographic lens.

FIG. 6 1s a block diagram illustrating a circuit that
calculates various AF evaluation values according to the first
exemplary embodiment.

FIG. 7 illustrates focus detection areas within a shooting
range and an example of the condition of an object.

FIG. 8 1s a flowchart 1llustrating a subroutine of the flow
for calculating a vertical-horizontal best focus (BP) correc-
tion value (BP1) according to the first exemplary embodi-
ment.

FIG. 9 illustrates an example of vertical-horizontal BP
correction information according to the first exemplary
embodiment.

FIG. 10 1llustrates a relationship between the position of
a focus lens and a focus evaluation value according to the
first exemplary embodiment.

FIG. 11 1s a flowchart illustrating a subroutine of the flow
for calculating a color BP correction value (BP2) according
to the first exemplary embodiment.

FIGS. 12A and 12B illustrate an example of color BP
correction information according to the first exemplary
embodiment.

FIG. 13 1s a flowchart illustrating a subroutine of the flow
for calculating a spatial frequency BP correction value (BP3)
according to the first exemplary embodiment.

FIG. 14 illustrates a defocus modulation transfer function
(MTF) of an imaging optical system according to the first
exemplary embodiment.

FIGS. 15A, 15B, 15C, 15D, 15E, and 15F illustrate
various spatial frequency characteristics according to the
first exemplary embodiment.

FIG. 16 1llustrates a defocus MTF with an evaluation band
of a captured 1image and an evaluation band of AF taken into
consideration according to the first exemplary embodiment.

FIG. 17 illustrates information about a maximum value of
a defocus MTF of an imaging optical system according to a
second exemplary embodiment of the present invention.

FIG. 18 1s a flowchart illustrating a subroutine of the flow
for calculating a spatial frequency BP correction value (BP3)
according to a third exemplary embodiment of the present
invention.

DESCRIPTION OF TH

EMBODIMENTS

(Ll

Various exemplary embodiments, features, and aspects of
the mvention will be described in detail below with refer-
ence to the drawings.
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The following described an example in which an 1maging,
apparatus according to a first exemplary embodiment of the
present 1nvention 1s applied to a lens-interchangeable,
single-lens reflex type digital camera.
<Description of Configuration of Imaging Apparatus>

FIG. 2 1s a block diagram of the digital camera according
to the present exemplary embodiment. The digital camera
according to the present exemplary embodiment, which 1s a
lens-interchangeable single-lens reflex camera, includes a
lens unit 100 and a camera body 120. The lens umt 100 can
be connected to the camera body 120 via a mount M, which
1s 1indicated by the dotted line 1n FIG. 2.

The lens unit 100 includes a first lens group 101, a
diaphragm shutter 102, a second lens group 103, a focus lens
group (herematter simply referred to as a “focus lens™) 104,
and a drive/control system. In this way, the lens unit 100
includes the focus lens 104 as well as a photographic lens
that forms an 1mage of an object.

The first lens group 101 1s located 1n the fore end of the
lens unmit 100 and 1s held to be movable forward and
backward along an optical axis direction OA. The dia-
phragm shutter 102 1s configured to adjust the amount of
light at the time of shooting with 1ts aperture diameter
adjusted, and functions as a shutter for adjusting an exposure
time at the time of still image shooting. The diaphragm
shutter 102 and the second lens group 103 integrally move
torward and backward along the optical axis direction OA
and implement a zoom function in conjunction with the
torward and backward movement of the first lens group 101.
The focus lens 104 1s configured to perform focusing by
moving forward and backward along the optical axis direc-
tion OA.

The drive/control system includes a zoom actuator 111, a
diaphragm shutter actuator 112, a focus actuator 113, a zoom
driving circuit 114, and a diaphragm shutter driving circuit
115.

The drive/control system further includes a focus driving
circuit 116, a lens micro processing unit (MPU) 117, a lens
memory 118, a shift/tilt/rotation operation member (not
illustrated), a displacement amount detection unit (not 1llus-
trated), and a displacement direction detection unit (not
illustrated).

The zoom actuator 111 moves the first lens group 101 or
the second lens group 103 forward and backward along the
optical axis direction OA to perform a zoom operation. The
diaphragm shutter actuator 112 controls the aperture diam-
cter of the diaphragm shutter 102 to adjust the amount of
shooting light and controls an exposure time at the time of
still image shooting.

The focus actuator 113 moves the focus lens 104 forward
and backward along the optical axis direction OA to perform
tocusing. The focus actuator 113 1s equipped with a function
serving as a position detection unit that detects the current
position of the focus lens 104.

The zoom driving circuit 114 drives the zoom actuator 111
according to a zoom operation by the operator. The dia-
phragm shutter driving circuit 115 drives and controls the
diaphragm shutter actuator 112 to control the aperture of the
diaphragm shutter 102.

The focus driving circuit 116 drives and controls the focus
actuator 113 based on a focus detection result to move the
focus lens 104 forward and backward along the optical axis
direction OA so as to perform focusing.

The lens MPU 117 performs all calculation and control
operations concerning the photographic lens, and controls
the zoom driving circuit 114, the shutter dﬂvmg circuit 115,
the focus driving circuit 116, and the lens memory 118.
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Furthermore, the lens MPU 117 detects the current positions
of the first lens group 101, the second lens group 103, and

the focus lens 104, and notifies a camera MPU 125 of

information on the detected positions 1n response to a
request from the camera MPU 125.

In other words, 1n an 1imaging apparatus in which a lens
unit including an 1maging optical system 1s attachable to and
detachable from an 1maging unit including an 1image sensor,
the lens unit notifies the imaging unit of mformation about
an 1mage-forming position for every spatial frequency band
of an object image formed by the imaging optical system and
entering the 1mage sensor.

Such lens position mformation includes the position on
the optical axis of the focus lens 104, the position on the
optical axis and the diameter of an exit pupil with the
imaging optical system still not moved, and the position on
the optical axis and the diameter of a lens frame that limits
a light flux from the exit pupil. The lens memory 118 stores
optical information required for automatic focusing.

The camera body 120 includes an optical low-pass filter
121, an 1image sensor 122, and a drive/control system.

The optical low-pass filter 121 and the 1mage sensor 122
function as an 1maging optical system that forms an object
image with a light flux from the lens unmit 100. The first lens
group 101, the diaphragm shutter 102, the second lens group
103, the focus lens 104, and the optical low-pass filter 121
constitute the 1maging optical system.

The optical low-pass filter 121 reduces false color or
moire 1n a captured 1mage.

The 1mage sensor 122 1s composed of a complementary
metal-oxide semiconductor (CMOS) sensor and 1ts periph-
eral circuits, and 1s equipped with m pixels 1in the horizontal
direction by n pixels 1 the vertical direction. The image
sensor 122 includes a part of a focus detection device, and
1s able to perform phase difference detection AF. An image
processing circuit 124 converts image data associated with
focus detection among captured image data into focus
detection 1image data as a focus detection signal.

On the other hand, the 1image processing circuit 124 also
receives 1mage data used for display, recording, or television
signal autofocus (TVAF) among the captured image data and
performs predetermined processing associated with pur-
poses on the received 1mage data.

The drive/control system 1ncludes an 1image sensor driv-
ing circuit 123, the image processing circuit 124, a camera
MPU 125, a dlsplay device 126, an operation sw1tch group
127, a memory 128, an imaging plane phase diflerence focus
detection unit 129, and a TVAF focus detection unit 130.

The 1image sensor driving circuit 123 controls an opera-
tion of the image sensor 122, performs analog-to-digital
(A/D) conversion on the captured image signal, and trans-
mits the converted digital signal to the camera MPU 125.
The image processing circuit 124 performs gamma conver-
sion, color interpolation, and Joint Photographic Experts
Group (JPEG) compression on the image data captured by
the 1mage sensor 122.

The camera MPU 123 performs all calculation and control
operations concerning the camera body 120, and controls the
image sensor driving circuit 123, the image processing
circuit 124, the display device 126, the operation switch
group 127, the memory 128, the imaging plane phase
difference focus detection unit 129, and the TVAF {focus
detection unit 130.

The camera MPU 125, which 1s connected to the lens
MPU 117 via signal lines of the mount M, 1ssues to the lens
MPU 117 a request for acquiring lens positions or a request
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for driving lenses by predetermined driving amounts, or
acquires optical information inherent in the lens unit 100.

The camera CPU 1235 contains a read-only memory
(ROM) 1254, which stores a program for controlling camera
operations, a random access memory (RAM) 1255, which
stores variables, and an electrically erasable programmable
read-only memory (EEPROM) 125¢, which stores various
parameters.

Furthermore, the camera CPU 123 performs focus detec-
tion processing according to the program stored in the ROM
125a. The focus detection processing includes known cor-
relation calculation processing using a pair of 1image signals
obtained by photoelectrically converting optical i1mages
formed with light fluxes that have passed through different
arcas of the pupil. Furthermore, since the imaging plane
phase difference detection AF 1s greatly affected by vignett-
ing and thus decreases in reliability when the image height
in the focus detection position 1s large, the camera MPU 1235
also corrects for the decrease in reliability.

The display device 126, which 1s composed of a liquid
crystal display or the like, displays mformation about cam-
era shooting modes, a preview 1mage obtained before shoot-
ing, a confirmation 1image obtained after shooting, and an
in-focus state display image obtained at the time of focus
detection. The operation switch group 127 includes a power
switch, a release (shooting trigger) switch, a zoom operation
switch, and a shooting mode selection switch. The memory
128, which serves as a recording umit according to the
present exemplary embodiment, 1s a removable {flash
memory capable of recording captured images.

The 1imaging plane phase difference focus detection unit
129 performs focus detection processing with the phase
difference detection type AF using image signals of focus
detection 1mage data obtained by the 1mage sensor 122 and
the 1mage processing circuit 124. More specifically, the
imaging plane phase diflerence focus detection unit 129
performs 1maging plane phase difference AF based on the
amount of deviation between a pair of 1mages formed on
focus detection pixels with light fluxes that have passed
through a pair of pupil areas of the imaging optical system.
The method for the 1imaging plane phase difference AF 1s
described below 1n detail.

The TVAF focus detection unit 130 calculates various
TVAF evaluation values from contrast components of image
information obtained by the image processing circuit 124,
and performs contrast type focus detection processing based
on the calculated TVAF evaluation values. The contrast type
focus detection processing includes moving the focus lens
104 to detect a focus lens position (the position of the focus
lens 104) in which the focus evaluation value reaches a peak.

In this way, the present exemplary embodiment combines
the 1imaging plane phase difference AF and the TVAF and
can selectively use them or select them in combination
depending on the situation. The imaging plane phase difler-
ence AF and the TVAF function as a control unit that
controls the position of the focus lens 104 using the respec-
tive focus detection results.
<Description of Focus Detection Type Device>

The configuration of the camera system composed of the
lens unit 100 and the camera body 120 has been described
above. Next, the details of a focus detection device using
signals from the image sensor 122 are described. The focus

detection device employs the phase difference detection type
AF and the contrast type AF. The following describes the
configuration of the focus detection device.
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<Description of Phase Difference Detection AF>

First, the configuration of the phase difference detection
type AF 1s described with reference to FIG. 3 to FIGS. SA
and 5B.

FIG. 3 illustrates the array of pixels 211 of an image
sensor according to the present exemplary embodiment, and
more particularly illustrates the range of six rows in the
vertical direction (Y direction) by eight columns in the
horizontal direction (X direction) of a two-dimensional
CMOS area sensor as viewed from the imaging optical
system. A Bayer array 1s used for color filters, 1n which a
green color filter (G) and a red color filter (R) are alternately
arranged 1n order from the leit on pixels of the odd-
numbered rows, and a blue color filter (B) and a green color
filter (G) are alternately arranged 1n order from the left on
pixels of the even-numbered rows. A circle 211i represents
an on-chip microlens. A plurality of rectangles arranged
inside the on-chip microlens 211 represents two photoelec-
tric conversion portions 211aq and 2115.

In the present exemplary embodiment, a photoelectric
conversion section of every pixel 1s divided 1nto two regions
in the X direction, and a photoelectric conversion signal
obtained from one of the divided regions and the sum of
photoelectric conversion signals obtained from the two
divided regions can be independently read out. Then, with
respect to the independently read-out signals, a signal cor-
responding to a photoelectric conversion signal obtained
from the other of the divided regions can be obtained by
calculating a difference between the sum of two photoelec-
tric conversion signals and the photoelectric conversion
signal obtained from one of the divided regions.

The photoelectric conversion signals obtained from the
respective divided regions are used for phase diflerence type
focus detection 1n a method described below, and can be
used to generate a three-dimensional (3D) image composed
of a plurality of images having parallax information. On the
other hand, the sum of two photoelectric conversion signals
1s used as an ordinary captured image.

Here, pixel signals used when phase difference type focus
detection 1s performed are described. As described below, 1n
the present exemplary embodiment, the microlens 211: and
the photoelectric conversion portions 211a and 2115 corre-
sponding to the divided regions are used to perform pupil
division of a light flux exiting from the imaging optical
system.

Then, 1n a plurality of pixels 211 within a predetermined
range located on the same row, an 1image obtained by joining
and arranging outputs of the photoelectric conversion por-
tions 211a 1s set as an A 1mage for AF, and, similarly, an
image obtaimned by joimning and arranging outputs of the
photoelectric conversion portions 2115 1s set as a B 1mage
for AF. The outputs of the photoelectric conversion portions
211a and 2115 are signals obtained by adding green, red,
blue, and green outputs of the Bayer array and are calculated
as pseudo luminance (Y) signals.

However, the A image for AF and the B image for AF may
be formed for every color of red, blue, or green. Detecting
a relative 1mage deviation amount between the A 1mage for
AF and the B image for AF formed 1n the above-described
way using correlation calculation enables detecting the focus
deviation amount, 1.e., the defocus amount, 1n a predeter-
mined area.

In the present exemplary embodiment, although any one
of the A image for AF and the B image for AF 1s not output
from the 1image sensor, the sum of the A 1mage output and
the B image output 1s output from the 1mage sensor. There-
fore, the other signal can be obtained from a difference
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between the sum of A and B 1image outputs and one image
output, so that 1t 1s possible to perform focus detection.

Since the above-described 1image sensor can be manufac-
tured using the techmique discussed in Japanese Patent
Application Laid-Open No. 2004-134867, the details of the
structure thereol are omitted from description.
<Configuration of Readout Circuit>

FIG. 4 1llustrates a configuration of the readout circuit in

the 1mage sensor according to the present exemplary
embodiment. The readout circuit includes a horizontal scan-

ning circuit 151, a vertical scanning circuit 153, horizontal
scanning lines 152a and 1525, and vertical scanning lines
154a and 1545. The horizontal scanning lines 152q and 1525
and the vertical scanning lines 154a and 1546 are arranged
at the boundary portions between every pixel. Outputs from
the photoelectric conversion portions 211a and 2115 are read
out to the outside via the horizontal scanming lines 152q and

15256 and the vertical scanning lines 154a and 1545.

The mmage sensor according to the present exemplary
embodiment has the following two types of readout modes.
The first readout mode, which 1s called *“full-pixel readout
mode”, 1s used to capture a high-defimition still image. In the
case of the full-pixel readout mode, signals from all of the
pixels are read out.

The second readout mode, which 1s called “thinning-out
readout mode”, 1s used to record a moving 1mage or to
display only a preview image. In the case of the thinning-out
readout mode, the required number of pixels 1s less than the
total number of pixels. Therefore, signals from only pixels
obtained by thinning out the pixels at a predetermined ratio
in both the X direction and the Y direction are read out.
Furthermore, even when high-speed readout 1s required, the
thinning-out readout mode 1s also used. In thinning out the
pixels i the X direction, processing for adding signals 1s
performed to improve a signal-to-noise (S/N) ratio. In thin-
ning out the pixels 1 the Y direction, signals output from the
omitted rows are 1gnored. Focus detection of both the phase
difference detection type and the contrast detection type 1s
generally performed 1n the second readout mode.
<Description of Conjugate Relation>

FIGS. 5A and 5B illustrate the conjugate relation between
the exit pupil plane of the imaging optical system and the
photoelectric conversion portions of the i1mage sensor
located 1n the vicinity of a place where the image height 1s
zero, 1.e., the center of an i1mage plane, 1n the 1maging
apparatus according to the present exemplary embodiment.
The photoelectric conversion portions 1n the 1image sensor
and the exit pupil plane of the imaging optical system are
designed to be conjugate with each other via an on-chip
microlens. Then, generally, the exit pupil of the imaging
optical system almost coincides with the plane where an 1ris
diaphragm for light amount adjustment 1s located.

On the other hand, while the imaging optical system
according to the present exemplary embodiment 1s a zoom
lens having a variable magnification function, a magnifica-
tion varying operation may vary the distance or size of the
exit pupil relative to the 1image plane depending on types of
the optical system. In the 1imaging optical system 1llustrated
in FIG. 5A, the focal length 1s set to the middle between the
wide-angle end and the telephoto end, 1.e., the middle focal
length. Supposing that this state exhibits the standard exit
pupil distance Zep, the shape of the on-chip microlens and
the decentering parameters set according to the image height
(X and Y coordinates) are optimally designed.

Referring to FIG. 5A, a lens barrel member 1015 holds the
first lens group 101. A lens barrel member 1045 holds the
focus lens 104. An aperture plate 102a defines the aperture
diameter when the diaphragm shutter 102 1s fully opened.
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Diaphragm blades 10256 adjust the aperture diameter when
the diaphragm shutter 102 1s operated to stop down the
imaging optical system.

The members 1015, 102a, 1025, and 1045, which act as
members for limiting a light flux passing through the 1mag-
ing optical system, indicate optical virtual i1mages as
observed from the image plane. Furthermore, a composite
aperture 1n the vicinity of the diaphragm shutter 102 1s
defined as the exit pupil of the imaging optical system, and
the distance from the 1mage plane to the exit pupil 1s defined
as the exat pupil distance Zep.

Also reterring to FIG. SA, a pixel 2110, which photoelec-

trically converts an object image, 1s located in the vicinity of
the center of the image plane and 1s referred to as a “central
pixel” 1n the present exemplary embodiment. The central
pixel 2110 1s composed of various members including
photoelectric conversion portions 2110a and 21105, wiring

layers 2110e, 2110/, and 2110g, a color filter 2110/, and an

on-chip microlens 2110:.

Then, the two photoelectric conversion portions 2110a
and 21105 are projected by the on-chip microlens 2110 onto
the exit pupil plane of the imaging optical system. In other
words, the exit pupil of the imaging optical system 1s
projected onto the surfaces of the photoelectric conversion
portions 2110a and 21105 via the on-chip microlens 2110i.

FIG. 5B illustrates projected images EP1a and EP15 of
the photoelectric conversion portions 2110a and 21105 on
the exit pupil plane of the imaging optical system. In the
present exemplary embodiment, the image sensor includes
pixels each of which 1s able to obtain both an output of any
one of the two photoelectric conversion portions 2110a and
21106 and the sum of outputs of the two photoelectric
conversion portions 2110aq and 21105.

The sum of outputs of the two photoelectric conversion
portions 2110a and 21106 corresponds to outputs obtained
by photoelectrically converting light fluxes that have passed
through both areas of the projected images EP1a and EP15,
which are the entire pupil region of the imaging optical
system.

In FIG. SA, when an outermost portion of a light flux
passing through the imaging optical system 1s denoted by L,
the light flux L 1s limited by the aperture plate 1024 of the
diaphragm shutter 102, and the projected images EP1a and
EP15 almost have no vignetting occurring 1n the imaging
optical system. In FIG. 5B, the light flux L illustrated in FIG.
5A 1s denoted by TL.

As most of the projected images EP1a and EP156 of the
photoelectric conversion portions 2110a¢ and 21105 1s
included within a circle indicated by TL, 1t 1s understood that
vignetting almost does not occur. Since the light flux L 1s
limited only by the aperture plate 102a of the diaphragm
shutter 102, “TL” can be reworded as “102a”. In this case,
the vignetting states of the projected images EP1a and EP15
in the center of the 1mage plane become symmetrical with
respect to the optical axis, and the amounts of light received
by the photoelectric conversion portions 2110a and 21105
are equal.

As described above with reference to FIGS. 3, 4, 5A, and
5B, the 1image sensor 122 has not only an 1image capturing
function but also a function serving as a focus detection
device. Furthermore, since the image sensor 122 includes
focus detection pixels that receive light fluxes obtained by
dividing the exit pupil, the phase diflerence detection type
AF can be performed as a focus detection method.

Although the above description 1s directed to a configu-
ration that divides the exit pupil 1n the horizontal direction,
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pixels that divide the exit pupil 1n the vertical direction may
be additionally mounted on the image sensor. mounting the
pixels that divide the exit pupil 1n the horizontal direction
and vertical direction enables performing focus detection
capable of dealing with an object contrast not only 1n the
honzontal direction but also 1n the vertical direction.
<Description of Contrast Type AF>

Next, the configuration of the contrast type AF 1s
described with reference to FIG. 6. FIG. 6 1llustrates the tlow
of calculation of various AF evaluation values, which are
calculated using the camera MPU 125 and the TVAF focus
detection unit 130 illustrated 1n FIG. 2.

When a digital signal output from the i1mage sensor
driving circuit 123 1s input to the TVAF focus detection unit
130, an AF evaluation signal processing circuit 401 extracts
a green () component from the Bayer array signals, and
performs, on the green component, gamma correction pro-
cessing for enmhancing a low-luminance component and
suppressing a high-luminance component.

Although the present exemplary embodiment 1s directed
to a case where a green () signal 1s used to perform TVAF
focus detection, all of the signals of red (R), blue (B), and
green (G) may be used. Furthermore, all of the signals of R,
G, and B may be used to generate a luminance (Y) signal.
In the following description, an output signal generated by
the AF evaluation signal processing circuit 401 1s referred to
as a “luminance signal Y regardless of colors of the signal.

A method for calculating a Y peak evaluation value 1s
described as follows. The gamma-corrected luminance sig-
nal Y 1s input to a line peak detection circuit 402 for
detecting a line peak value for every horizontal line. The line
peak detection circuit 402 obtains a Y line peak value for
every horizontal line within an AF evaluation range set by an
area setting circuit 413.

Then, the output of the line peak detection circuit 402 1s
input to a vertical peak detection circuit 405. The vertical
peak detection circuit 405 performs peak holding 1n the
vertical direction within the AF evaluation range set by the
area setting circuit 413 and generates a Y peak evaluation
value. The Y peak evaluation value 1s useful for determining,
a high-luminance object or a low-1lluminance object.

A method for calculating a Y integration evaluation value
1s described as follows. The gamma-corrected luminance
signal Y 1s input to a horizontal integration circuit 403 for
detecting an integrated value for every horizontal line. The
horizontal integration circuit 403 obtains a Y integrated
value for every horizontal line within the AF evaluation
range set by the area setting circuit 413. Then, the output of
the horizontal integration circuit 403 1s input to a vertical
integration circuit 406.

The vertical integration circuit 406 performs integration
in the vertical direction within the AF evaluation range set
by the area setting circuit 413 and generates a Y integration
evaluation value. The Y imtegration evaluation value 1s used
to determine the brightness within the entire AF evaluation
range.

A method for calculating a Max-Min evaluation value 1s
described as follows. The gamma-corrected luminance sig-
nal Y 1s mput to the line peak detection circuit 402, which
obtains a Y line peak value for every horizontal line within
the AF evaluation range. The gamma-corrected luminance

signal Y 1s further mput to a line minimum value detection
circuit 404.

The line minimum value detection circuit 404 detects a’Y
mimmum value for every horizontal line within the AF
evaluation range of the luminance signal Y. The detected Y
line peak value for every horizontal line and the detected Y
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minimum value are input to a subtractor to calculate “the
line peak value-the minimum value”, which 1s then input to
a vertical peak detection circuit 407.

The vertical peak detection circuit 407 performs peak
holding 1n the vertical direction within the AF evaluation
range and generates a Max-Min evaluation value. The
Max-Min evaluation value 1s usetful for determining a low
contrast and a high contrast.

A method for calculating an area peak evaluation value 1s

described as follows. The gamma-corrected luminance sig-
nal Y 1s input to a band-pass filter (BPF) 408, which extracts
a specific frequency component and generates a focus signal.
The focus signal 1s mput to a line peak detection circuit 409,
which 1s a peak holding unit that detects a line peak value for
every horizontal line.

The line peak detection circuit 409 obtains a line peak
value for every horizontal line within the AF evaluation
range. The obtained peak value 1s mput to a vertical peak
detection circuit 411, which performs peak holding within
the AF evaluation range to generate an area peak evaluation
value.

The area peak evaluation value changes only a little even
when an object moves within the AF evaluation range.
Therefore, the area peak evaluation value 1s useful for
determining restart for shifting to processing that finds an
in-focus point again from the 1n-focus state.

A method for calculating a full-line integration evaluation
value 1s described as follows. Similar to the area peak
cvaluation value, the line peak detection circuit 409 obtains
a line peak value for every horizontal line within the AF
cvaluation range. Then, the obtained peak value 1s input to
a vertical integration circuit 410, which performs integration
for all of the horizontal scanning lines in the vertical
direction within the AF evaluation range and generates a
tull-line itegration evaluation value.

The high-frequency full-line integration evaluation value
has a wide dynamic range and a high sensitivity owing to the
ellect of itegration, and 1s, therefore, useful as a main
evaluation value for AF to detect an in-focus position.

In the present exemplary embodiment, the full-line inte-
gration evaluation value, which changes according to the
defocus state and 1s used for focusing, 1s referred to as a
“focus evaluation value”.

The area setting circuit 413 generates a gate signal for an
AF evaluation range used to select signals from a predeter-
mined position within a screen set by the camera MPU 125,

The gate signal 1s input to the line peak detection circuit
402, the horizontal integration circuit 403, the line minimum
value detection circuit 404, the line peak detection circuit
409, the vertical integration circuits 406 and 410, and the
vertical peak detection circuits 405, 407, and 411.

Then, timing at which the luminance signal Y i1s iput to
cach circuit 1s controlled such that each focus evaluation
value 1s generated from the luminance signal Y within the
AF evaluation range.

Furthermore, the area setting circuit 413 1s able to set a
plurality of areas according to the AF evaluation range.

An AF control unit 451 included in the camera MPU 125
receives the various focus evaluation values and controls the
focus actuator 113 wvia the focus dniving circuit 116 to
perform AF control by moving the focus lens 104 along the
optical axis.

In the present exemplary embodiment, the TVAF focus
detection unit 130 calculates the various focus evaluation
values 1n the vertical line direction as well as 1n the hori-
zontal line direction as described above. This enables per-
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forming focus detection with respect to contrast information
ol an object 1n both the horizontal and vertical directions.

In performing contrast type AF, the digital camera calcu-
lates the above-described various AF evaluation values
while driving the focus lens 104. Then, the digital camera
performs focus detection by detecting a position of the focus
lens 104 at which the full-line mtegration evaluation value
becomes maximuin.
<Description of Focus Detection Area>

FI1G. 7 illustrates focus detection areas within a shooting
range. In each of the focus detection areas, the imaging plane
phase diflerence AF and the TVAF are performed based on
signals obtained from the image sensor 122. Each focus
detection area illustrated in FIG. 7 1s equipped with focus
detection portions including pixels that perform pupil divi-
sion 1 the horizontal direction (lateral direction) of the
imaging optical system illustrated in FIG. 3.

Furthermore, a rectangle indicated with the dotted line
represents a shooting range 217 on which pixels of the image
sensor 122 are formed. Within the shooting range 217, three
focus detection areas 218a/, 2185/, and 218c¢/ are formed
in the horizontal direction to be used for the imaging plane
phase difference AF. In the present exemplary embodiment,
three focus detection areas of the phase difference detection
type are arranged at the central portion and the left and right
portions of the shooting range 217, as illustrated 1n FIG. 7.

Furthermore, three focus detection areas 2194, 21954, and
219¢ to be used for the TVAF are formed in the form of
respectively containing the three focus detection areas
218a/h, 218b/, and 218c/ to be used for the imaging plane
phase difference AF. In the focus detection areas 2194, 2195,
and 219¢ to be used for the TVAF, contrast detection 1s
performed using the focus evaluation values 1n the horizon-
tal and vertical directions illustrated 1n FIG. 6.

In the example 1llustrated i FIG. 7, the focus detection
areas are arranged mainly at three regions. However, the
present invention 1s not limited to such three regions. A
plurality of areas may be arranged at arbitrary positions.
<Description of Flow of Focus Detection Processing>

Next, focus detection (AF) processing 1n the digital cam-
era having the above-described configuration according to
the present exemplary embodiment 1s described with refer-
ence to FIGS. 1A and 1B. The outline of AF processing
according to the present exemplary embodiment 1s described
as follows. First, the digital camera obtains a focus deviation
amount (defocus amount) and reliability 1n each of the focus
detection areas 218a/, 2185/, and 218c/.

Then, the digital camera distinguishes between an area in
which the defocus amount having a predetermined reliability
has been obtained and an area 1n which that has not been
obtained. If the defocus amount having a predetermined
reliability has been obtained in all of the focus detection
areas 218ah, 218b1, and 218c¢/h, the digital camera drives the
focus lens 104 to focus on a closest-distance object.

On the other hand, 1f there 1s any area in which the
defocus amount having a predetermined reliability has not
been obtained, the digital camera determines whether an
object exists 1n a position nearer the closest-distance side
using the amounts of change of the focus evaluation values
between before and after driving of the focus lens 104 1n a
corresponding area among the focus detection areas 219a,
2195, and 219c.

Then, 11 1t 1s determined that an object exists in a position
nearer the closest-distance side, the digital camera drives the
focus lens 104 based on changes of the focus evaluation
values. However, 1n a case where the focus evaluation values
are not obtained before this time, the digital camera cannot
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obtain the amounts of change of the focus evaluation values.
In that case, 1f there 1s an area 1n which the defocus amount
having a predetermined reliability, which 1s larger than a
predetermined defocus amount, has been obtained, the digi-
tal camera drives the focus lens 104 to focus on a closest-
distance object.

In the other cases, 1.e., i1f there 1s no area in which the
defocus amount having a predetermined reliability has been
obtained, and 1f the obtained defocus amount 1s smaller than
a predetermined defocus amount, the digital camera drives
the focus lens 104 as much as a predetermined amount,
which 1s unrelated to the defocus amount.

The reason why, 11 the defocus amount 1s small, the digital
camera drives the focus lens 104 as much as a predetermined
amount, which 1s unrelated to the defocus amount, 1s that
there 1s a high possibility that the lens driving amount
calculated based on the obtained defocus amount may make
it difficult to detect changes of the focus evaluation values at
the time of next focus detection.

After completion of the focus detection performed n any
of the above-described methods, the digital camera calcu-
lates various correction values to correct a focus detection
result. The digital camera drives the focus lens 104 based on
the corrected focus detection result and then terminates
focusing processing.

In the following, the above-described AF processing 1s
described 1n detail. FIGS. 1A and 1B are tflowcharts 1llus-
trating the AF operation procedure of the imaging apparatus.
A control program associated with the AF operation 1s
executed by the camera MPU 125. When starting the AF
operation, 1n step S1, the camera MPU 125 sets focus
detection areas to be used for focusing on an object. In the
processing 1n step S1, the focus detection areas are set at
three places as 1illustrated in FIG. 7.

Then, in step S2, the camera MPU 125 sets a closest-
distance determination flag to “1”. In step S3, the camera
MPU 125 acquires signals required for focus detection 1n the
respective focus detection areas. More specifically, after
performing exposure on the 1mage sensor 122, the camera
MPU 125 acquires image signals of focus detection pixels 1n
the respective focus detection areas 218a/%, 218bk, and
218¢/ tor the imaging plane phase diflerence AF.

Here, the camera MPU 125 can perform, on the acquired
image signals, correction processing discussed in Japanese
Patent Application Laid-Open No. 2010-117679. Further-
more, aiter performing exposure on the image sensor 122,
the camera MPU 125 acquires pixel signals 1n the respective
focus detection areas 219a, 21956, and 219¢ to be used for the
TVAF, and calculates focus evaluation values. The camera
MPU 125 stores the calculated focus evaluation values into
the RAM 1255.

Then, 1n step S4, the camera MPU 125 determines
whether a peak (maximum value) of each focus evaluation
value has been detected. This step 1s used to perform focus
detection of the contrast detection type. I a reliable peak has
been detected (YES 1n step S4), the processing proceeds to
step S20 to terminate focus detection. The reliability of a
focus evaluation value can be determined using, for
example, a method discussed 1n Japanese Patent Application
Laid-Open no. 2010-078810 (FIGS. 10 to 13 thereol).

More specifically, the camera MPU 125 determines
whether the focus evaluation value indicative of an 1n-focus
state 1s 1n a hill-like shape based on a diflerence between a
maximum value and a minimum value of the focus evalu-
ation value, the length of a portion sloping at a slope equal
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to or greater than a predetermined value (SlopeThr), and the
slope of the sloping portion. This enables determining the
reliability of the peak.

In the present exemplary embodiment, since both the
contrast detection type AF and the phase difference detection
type AF are used in combination, in a case where 1t 1s
determined that an object nearer the closest-distance side
exists 1n the same focus detection area or another focusing
detection area, the processing may proceed to step S35
without termination of focus detection even if a reliable peak
of the focus evaluation value has been detected.

In that case, the camera MPU 125 stores the position of
the focus lens 104 corresponding to the focus evaluation
value peak, and, after that, 1f a reliable focus detection result
has not been obtained, the camera MPU 125 sets the stored
position of the focus lens 104 as a focus detection result.

Then, 1 step S5, the camera MPU 125 calculates the
amount ol deviation between a pair of i1mage signals
obtained 1n each focus detection area for the imaging plane
phase difference AF, and calculates the defocus amount
using previously-stored conversion factors, which are used
for conversion to defocus amounts. Here, the camera MPU
125 also determines the reliability of the calculated defocus
amount and uses, for subsequent AF processing, only a
defocus amount 1n a focus detection area determined to have
a predetermined reliability.

Due to the influence of vignetting 1n the 1imaging optical
system, as the defocus amount becomes larger, the amount
of deviation between a pair of detected image signals
contains more error. Therefore, 1n a case where the calcu-
lated defocus amount 1s large, a case where the degree of
comncidence 1n shape of a pair of 1image signals 1s low, and
a case where the contrast of a pair of 1image signals 1s low,
the camera MPU 125 determines that high-precision focus
detection 1s 1mpossible, 1n other words, determines that the
reliability of the calculated defocus amount 1s low.

Hereinafter, a case where the calculated defocus amount
has a predetermined reliability 1s referred to as a case where
“the defocus amount has been calculated”. A case where the
defocus amount has not been calculated for some reason or
a case where the reliability of the calculated defocus amount
1s low 1s referred to as a case where “the defocus amount has
not been calculated”.

Then, 1n step S6, the camera MPU 125 determines
whether the defocus amount has been calculated 1n all of the
focus detection arcas 218a/, 218b4, and 218¢/ set in step
S1. If the defocus amount has been calculated 1n all of the
focus detection arecas (YES 1n step S6), the processing
proceeds to step S20. In step S20, the camera MPU 125
calculates a vertical-horizontal best focus (BP) correction
value (BP1) with respect to a focus detection area in which
the defocus amount indicative of an object located nearest
the closest-distance side among the calculated defocus
amounts has been calculated.

Here, the reason for selecting an object nearest the clos-
est-distance side 1s that an object the photographer generally
desires to focus on 1s often located on the closest-distance
side. The vertical-horizontal BP correction value (BP1) 1s
used to correct a diflerence between a focus detection result
obtained when focus detection 1s performed with respect to
an object contrast 1n the horizontal direction and a focus
detection result obtained when focus detection 1s performed
with respect to an object contrast 1n the vertical direction.

Generally, objects have contrasts in both the horizontal
direction and the vertical direction. The evaluation of the
focusing state of a captured image 1s performed 1n view of
contrasts 1 both the horizontal direction and the vertical
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direction. On the other hand, 1n a case where focus detection
1s performed only 1n the horizontal direction as in the
above-described phase difference detection type AF, an error
occurs between a focus detection result obtained in the
horizontal direction and a focusing state of the captured
image obtained in both the horizontal direction and the
vertical direction.

This error occurs due to astigmatism or the like of the
imaging optical system. The vertical-horizontal BP correc-
tion value (BP1) 1s used to correct such an error. Further-
more, the vertical-horizontal BP correction value (BP1) 1s
calculated 1n view of the selected focus detection area, the
position of the focus lens 104, and the position of the first
lens group 101 indicative of a zoom state. The details of a
method for calculating the vertical-horizontal BP correction
value (BP1) are described below.

Then, 1n step S21, the camera MPU 125 calculates a color
BP correction value (BP2) with respect to the focus detec-
tion area targeted for the correction value calculation 1n step
S20, using contrast information 1 any one of the vertical
direction and the horizontal direction. The color BP correc-
tion value (BP2) 1s used to correct an error occurring due to
chromatic aberration of the imaging optical system. This
error occurs due to a difference between the color balance of
signals used for focus detection and the color balance of
signals used for a captured 1image or developed 1mage. For
example, 1n a case where focus detection of the contrast
detection type 1s performed i1n the present exemplary
embodiment, since the focus evaluation value used for such
focus detection 1s generated from outputs of pixels having
green () color filters, the camera MPU 125 mainly detects
an 1n-focus position 1n green-color wavelengths.

On the other hand, since a captured 1mage 1s generated
using all of R, G, and B colors, in a case where the in-focus
position 1n red (R) or blue (B) color 1s different from that in
green (G) color, a deviation (error) occurs between the
detected in-focus position and a focus detection result
obtained from the focus evaluation value. The color BP
correction value (BP2) 1s used to correct such an error. The
details of a method for calculating the color BP correction
value (BP2) are described below.

Then, 1n step S22, the camera MPU 125 calculates a color
spatial frequency BP correction value (BP3) with respect to
the focus detection area targeted for correction 1n steps S20
and S21, using contrast imnformation of the green or lumi-
nance signal Y 1 any of the vertical direction and the
horizontal direction. The spatial frequency BP correction
value (BP3) 1s used to correct an error occurring due to
spherical aberration of the imaging optical system. This
error occurs due to a difference between the evaluation
frequencies (band) of signals used for focus detection and
the evaluation frequencies (band) of signals used for view-
ing a captured image.

During focus detection, as described above, since the
mode for reading out output signals from the 1mage sensor
1s the second readout mode, the output signals are added or
thinned out. Therefore, the output signal used for focus
detection becomes lower 1n evaluation band than the cap-
tured 1mage generated from signals of all the pixels read out
in the first readout mode. The difference in evaluation band
causes an error that 1s to be corrected with the spatial
frequency BP correction value (BP3). The details of a
method for calculating the spatial frequency BP correction
value (BP3) are described below.

Then, 1n step S23, the camera MPU 125 corrects a focus
detection result DEF_B according to the following formula
(1) using the three types of correction values (BP1, BP2, and
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BP3) calculated 1in the above steps, thus calculating a
corrected defocus amount DEF A.

DEF _A=DEF B+BP1+5P2+5P3 (1)

In the first exemplary embodiment, the camera MPU 125
calculates correction values for correcting the focus detec-
tion result at three stages of vertical-horizontal, color, and

spatial frequency 1n this order.

The camera MPU 1235 first calculates the vertical-hori-
zontal BP correction value, thus calculating an error occur-
ring due to the use of contrast information obtained 1n only
one direction for focus detection, while contrast information
obtained 1n both the vertical direction and the horizontal
direction 1s used for the evaluation 1n viewing a captured
1mage.

Secondly, the camera MPU 125 calculates the color BP
correction value, thus calculating, as a correction value, an
error 1n in-focus position by color used in signals for
viewing a captured image and performing focus detection in

contrast information 1n one direction, separately from the
influence of vertical-horizontal BP.

Thirdly, the camera MPU 125 calculates the spatial fre-
quency BP correction value, thus calculating, as a correction
value, an error in in-focus position occurring due to a
difference in evaluation band in signals for viewing a
captured image and performing focus detection, with respect
to a specific color, such as green or luminance signal, in
contrast information 1n one direction.

In this way, the camera MPU 125 calculates the three
types of errors independently and separately, thus aiming at
reducing the amount of computation and the volume of data
stored 1n a lens or a camera.

In step S24, the camera MPU 125 drives the focus lens
104 based on the corrected defocus amount DEF A calcu-
lated according to formula (1) (focusing control).

Then, 1n step S25, the camera MPU 123 causes the display
device 126 to display an in-focus indication with respect to
the focus detection area 1n which the defocus amount used
tor driving the focus lens 104 has been calculated, and then
ends the AF processing.

On the other hand, if there 1s any focus detection area in
which the defocus amount has not been calculated (NO 1n
step S6), the processing proceeds to step S7 illustrated 1n
FIG. 1B.

In step S7, the camera MPU 1235 determines whether the
closest-distance determination flag 1s “1”. The closest-dis-
tance determination flag becomes “1” when the focus lens
104 has never been driven since the AF operation started,
and becomes “0” when the focus lens 104 has been driven
a plurality of times since the AF operation started. If the
closest-distance determination flag 1s “1” (YES 1n step S7),
the processing proceeds to step S8.

In step S8, the camera MPU 1235 determines whether the
defocus amount has been calculated 1n none of the focus
detection areas, or whether the defocus amount indicative of
the presence of an object nearest the closest-distance side
among the calculated defocus amounts 1s equal to or less
than a predetermined threshold A. If so (YES 1n step S8), the
processing proceeds to step S9. In step S9, the camera MPU
125 drives the focus lens 104 toward the closest-distance
side by a predetermined amount.

Here, the reason why the camera MPU 1235 drives the
focus lens 104 toward the closest-distance side by a prede-
termined amount if the determination 1n step S8 1s YES 1s as
follows. First, a case where the defocus amount has been
calculated 1n none of the focus detection areas means a case
where no object to be focused on has been found at the
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current moment. Therefore, before determining that it 1s
impossible to attain an in-focus state, the camera MPU 125
drives the focus lens 104 by a predetermined amount so as
to check the presence of an object to be focused on with
respect to all of the focus detection areas, thus enabling
determining any change of the focus evaluation value as
described below.

Furthermore, a case where the defocus amount indicative
of the presence of an object nearest the closest-distance side
among the calculated defocus amounts 1s equal to or less
than a predetermined threshold A means a case where there
1s a focus detection area that 1s almost 1n an 1n-focus state at
the current moment.

In such a situation, the camera MPU 125 drives the focus
lens 104 by a predetermined amount so as to check the
possibility of an object that has not been detected at the
current moment being present nearer the closest-distance
side with respect to the focus detection area in which the
defocus amount has not been calculated, thus enabling
determining any change of the focus evaluation value as
described below.

The amount of driving of the focus lens 104 1n step S9 can
be determined i view of the F-number of the imaging
optical system or the sensitivity of the focus movement
amount on the image sensor surface relative to the lens
driving amount.

On the other hand, 11 NO 1n step S8, 1.e., 1f the defocus
amount indicative of the presence of an object nearest the
closest-distance side among the calculated defocus amounts
1s greater than the predetermined threshold A, the processing
proceeds to step S10. This case means a case where, while
there 1s a focus detection area in which the defocus amount
has been calculated, the focus detection area i1s not 1n an
in-focus state.

Therefore, 1n step S10, the camera MPU 1235 drives the
focus lens 104 based on the defocus amount indicative of the
presence ol an object nearest the closest-distance side
among the calculated defocus amounts.

After driving of the focus lens 104 1n step S9 or S10, the
processing proceeds to step S11. In step S11, the camera
MPU 125 sets the closest-distance detennmatlon flag to <07,
and the processing then returns to step S3 1illustrated in FIG.
1A.

If the closest-distance determination flag 1s not “1” (i1s
“0”) (NO 1n step S7), the processing proceeds to step S12.
In step S12, the camera MPU 125 determines whether the
focus evaluation value of a focus detection area for the
TVAF corresponding to the focus detection area 1n which the
defocus amount has not been calculated has changed by a
predetermined threshold B or more between before and after
driving of the focus lens 104. Here, while the focus evalu-
ation value may increase or decrease, the camera MPU 125
determines whether the absolute value of the amount of
change of the focus evaluation value 1s equal to or greater
than the predetermined threshold B.

In step S12, a case where the absolute value of the amount
of change of the focus evaluation value 1s equal to or greater
than the predetermined threshold B means a case where,
while the defocus amount has not been calculated, a change
in blurred state of the object has been detected based on an
increase or decrease of the focus evaluation value. There-
fore, 1n the present exemplary embodiment, even when the
camera MPU 125 cannot detect the defocus amount obtained
by the imaging plane phase difference AF, the camera MPU
125 determines the presence or absence of an object based
on an increase or decrease of the focus evaluation value, and
continues the AF processing.
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This enables performing focusing with respect to an
object that cannot be detected by the imaging plane phase
difference AF due to a large defocus amount

Here, the predetermined threshold B used for the deter-
mination can be changed according to the amount of previ-
ously-performed driving of the focus lens 104 (the lens
driving amount). As the lens driving amount 1s larger, a
larger value 1s set as the threshold B. As the lens driving
amount 1s smaller, a smaller value 1s set as the threshold B.

This 1s because, when an object 1s present, the amount of
change of the focus evaluation value also increases accord-
ing to an increase of the lens driving amount. The values of

the threshold B for the respective lens driving amounts are
stored 1n the EEPROM 125c¢.

If the absolute value of the amount of change of the focus

cvaluation value 1s equal to or greater than the predeter-
mined threshold B (YES 1n step S12), the processing pro-

ceeds to step S13. In step S13, the camera MPU 1235

determines whether the focus detection area in which the
amount of change of the focus evaluation value 1s equal to
or greater than the threshold B 1s only a focus detection area
indicative of the presence of an infinitely-distant object.

A case where the focus detection area 1s indicative of the
presence of an infinitely-distant object means a case where
the focus evaluation value decreases when the focus lens
104 1s driven toward the closest-distance side, or a case
where the focus evaluation value increases when the focus
lens 104 1s driven toward the infinite-distance side.

If the focus detection area 1n which the amount of change
of the focus evaluation value 1s equal to or greater than the
threshold B 1s not only a focus detection area indicative of
the presence of an infinitely-distant object (NO 1n step S13),
the processing proceeds to step S14. In step S14, the camera
MPU 125 drives the focus lens 104 toward the closest-
distance side by a predetermined amount. This 1s because
there 1s a focus detection area indicative of the presence of
an object nearer the closest-distance side among the focus
detection areas 1n which the amount of change of the focus
evaluation value 1s equal to or greater than the threshold B.
The reason for prioritizing the closest-distance side has been
described above.

On the other hand, 11 the focus detection area in which the
amount of change of the focus evaluation value 1s equal to
or greater than the threshold B 1s only a focus detection area
indicative of the presence of an infimitely-distant object
(YES 1n step S13), the processing proceeds to step S13. In
step S135, the camera MPU 125 determines whether there 1s
any focus detection area in which the defocus amount has
been calculated.

If there 1s a focus detection area in which the defocus
amount has been calculated (YES 1n step S15), the process-
ing proceeds to step S20 illustrated 1n FIG. 1A, so as to
prioritize a result of the imaging plane phase diflerence AF
over the presence of an infinitely-distant object determined
by the focus evaluation value.

If there 1s no focus detection area in which the defocus
amount has been calculated (NO 1n step S13), the processing
proceeds to step S16. In step S16, since mmformation indi-
cating the presence of an object 1s only based on a change
of the focus evaluation value, the camera MPU 125 drives
the focus lens 104 toward the infinite-distance side by a
predetermined amount using the information. Then, the
processing returns to step S3 illustrated in FIG. 1A.

The amount of driving of the focus lens 104 1n steps S14
and S16 can be determined in view of the defocus amount
detectable by the imaging plane phase difference AF.
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Although the detectable defocus amount varies depending
on objects, the amount of driving of the focus lens 104 is
previously set so as not to allow the focus lens 14 to pass
over without detecting any object during driving from the
focus-undetectable state.

I1 the absolute value of the amount of change of the focus
cvaluation value 1s less than the predetermined threshold B
(NO 1n step S12), the processing proceeds to step S17. In
step S17, the camera MPU 125 determines whether there 1s
any focus detection area in which the defocus amount has
been calculated. If there 1s no focus detection area 1n which
the defocus amount has been calculated (NO 1n step S17),
the processing proceeds to step S18. In step S18, the camera
MPU 125 dnives the focus lens 14 to a predetermmed fixed
point. Then, the processing proceeds to step S19. In step
S19, the camera MPU 125 causes the display device 126 to
display an out-of-focus indication, and then ends the AF
processing. This corresponds to a case where there 1s no
focus detection area in which the defocus amount has been
calculated and there 1s no focus detection area in which the
focus evaluation value has changed between before and after
driving of the focus lens 104. In such a case, since there 1s
no information indicating the presence of any object, the
camera MPU 125 determines that it 1s impossible to attain an
in-focus state, and then ends the AF processing.

On the other hand, if there 1s a focus detection area in
which the defocus amount has been calculated (YES 1n step
S17), the processing proceeds to step S20 1llustrated 1n FIG.
1A. In steps S20 to S23, the camera MPU 125 corrects the
detected defocus amount, and then, 1n step S24, drives the
focus lens 104 to an 1n-focus position. Then, in step S25, the
camera MPU 125 causes the display device 126 to display
an 1n-focus indication, and ends the AF processing.
<Method for Calculating Vertical-Horizontal BP Correction
Value)

Next, a method for calculating the vertical-horizontal BP
correction value (BP1) 1n step S20 illustrated 1n FIG. 1A 1s
described with reference to FIGS. 8 to 10.

FIG. 8 1s a flowchart 1llustrating, 1n detail, the subroutine
of the flow of calculating the vertical-horizontal BP correc-
tion value (BP1) in step S20 illustrated in FIG. 1A.

In step S100, the camera MPU 125 acquires vertical-
horizontal BP correction information. The vertical-horizon-
tal BP correction information, which 1s acquired via the lens
MPU 117 1n response to a request from the camera MPU
125, 1s information indicating a difference between an
11- focus position in the horizontal direction (first direction)
and an 1n-focus position 1n the vertical direction (second
direction).

FIG. 9 illustrates an example of vertical-horizontal BP
correction information stored in the lens memory 118. FIG.
9 1llustrates correction values corresponding to the central
focus detection areas 219a and 218a/ 1llustrated 1n FIG. 7.
Similarly, focus detection correction values corresponding
to focus detection areas located at the other two places are
stored 1n the lens memory 118. However, design focus
detection correction values are equal between two focus
detection areas symmetrical with respect to the optical axis
of the imaging optical system.

Accordingly, two tables of focus detection correction
values can be stored with respect to three focus detection
areas. Furthermore, in a case where a correction value does
not vary depending on the position of a focus detection area,
a common value may be stored as the correction value.

In the example illustrated in FIG. 9, each of the zoom
position and the focus position of the imaging optical system
1s divided into eight zones, and focus detection correction
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values BP111 to BP188 are set forth 1n the respective divided
zones. Accordingly, the camera MPU 125 can acquire high-
precision correction values according to the positions of the
focus lens 104 and the first lens group 101 of the imaging
optical system.

Furthermore, the vertical-horizontal BP correction infor-
mation can be used for both the contrast detection type AF
and the phase difference detection type AF.

In step S100, the camera MPU 125 acquires correction
information corresponding to the zoom position and the
focus position based on a focus detection result targeted for
correction.

Then, 1n step S101, the camera MPU 125 determines
whether both a focus detection result obtained 1n the hori-
zontal direction and a focus detection result obtained in the
vertical direction are reliable. The method for determining,
the reliability of a focus detection result has been described
above with regard to the phase difference detection type AF
and the contrast detection type AF. In the first exemplary
embodiment, a case where both the focus detection result in
the horizontal direction and the focus detection result in the
vertical direction are reliable can occur 1n the case of the
contrast detection type AF.

Therefore, the following description about a vertical-

horizontal BP correction value 1s made based on the contrast
detection type AF. However, similar processing can be
performed even 1n a case where focus detection of the phase
difference detection type 1s possible 1n both the horizontal
direction and the vertical direction. If both the focus detec-
tion result in the horizontal direction and the focus detection
result 1 the vertical direction are reliable (YES in step
S101), the processing proceeds to step S102.
In step S102, the camera MPU 125 determines whether a
difference between the focus detection result 1in the horizon-
tal direction and the focus detection result in the vertical
direction 1s approprate. This processing 1s performed to deal
with the 1ssue of a near-far composition occurring when both
a far-distance object and a near-distance object are contained
in the focus detection area.

For example, a case can be considered where an object
having contrast in the horizontal direction 1s present at a far
distance and an object having contrast 1n the vertical direc-
tion 1s present at a near distance.

In that case, a difference, 1n focus detection result, the
absolute value of which 1s larger than an error caused by
astigmatism ol the imaging optical system or the sign of
which 1s opposite to the error may occur.

If, 1n this way, a diflerence between the focus detection
result 1n the horizontal direction and the focus detection
result 1n the vertical direction 1s much greater than a criterion
value C (NO 1n step S102), the camera MPU 125 determines
that there 1s a near-far composition and selects one of the
horizontal direction and the vertical direction as a direction
indicative of a focus detection result nearer the closest-
distance side. Then, the processing proceeds to step S104.
The criterion vale C can be uniquely defined so as to
determine a value improbable as a correction value or can be
set using the correction iformation acquired in step S100.

It 1t 1s determined that a diflerence between the focus
detection result in the horizontal direction and the focus
detection result in the vertical direction 1s appropriate (YES
in step S102), the processing proceeds to step S103. In step

S103, the camera MPU 125 sets the vertical-horizontal BP
correction value (BP1) to “0” (BP1=0), and ends the sub-
routine for vertical-horizontal BP correction value calcula-

tion. In this case, the camera MPU 1235 performs focus
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detection using the focus detection results obtained in the
horizontal direction and the vertical direction without using
any correction value.

In the case of the contrast detection type AF, the camera
MPU 125 performs weighting on the focus detection results
according to the magnitude relation, such as the ratio
between maximum values of focus evaluation values in the
horizontal direction and the vertical direction, and obtains a
focus detection result by adding the focus detection results
in the horizontal direction and the vertical direction. Also 1n
the case of the phase difference detection type AF, the
camera MPU 125 can perform weighting on focus detection
results using a correlation amount employed 1n correlation
computation.

On the other hand, if only one of the focus detection result
in the horizontal direction and the focus detection result 1n
the vertical direction 1s reliable (NO 1n step S101), or 1f only
one of the focus detection result 1n the horizontal direction
and the focus detection result in the vertical direction 1s
selected (NO 1n step S102), the processing proceeds to step
S104. In step S104, the camera MPU 1235 selects a direction
for the focus detection result. More specifically, the camera
MPU 1285 selects a direction with respect to which a reliable
focus detection result has been calculated or a direction with
respect to which a focus detection result corresponding to an
object nearer the closest-distance side has been calculated.

Then, 1n step S105, the camera MPU 125 determines
whether weighting in the horizontal direction and the ver-
tical direction 1s possible. In the case of the determination in
step S1035, although only one or neither of a focus detection
result 1n the horizontal direction and a focus detection result
in the vertical direction 1s reliable from the viewpoint of the
reliability of a focus evaluation value or the near-far com-
position, the camera MPU 125 makes the determination
anew for calculating the vertical-horizontal BP correction
value 1n step S105. The details thereof are described below
with reference to FIG. 10.

FIG. 10 1llustrates a relationship between the position of
the focus lens 104 and the focus evaluation value in the
selected focus detection area. In FIG. 10, curves E _h and
E_v represent changes of the focus evaluation value 1n the
horizontal direction and the focus evaluation value 1n the
vertical direction, respectively, which are detected by the
contrast detection type AF.

Furthermore, lines LP1, LP2, and LP3 represent the
respective positions of the focus lens 104. FIG. 10 illustrates
a case where the position LP3 has been obtained as a reliable
focus detection result from the focus evaluation value E h in
the horizontal direction and the position LP1 has been
obtained as a reliable focus detection result from the focus
evaluation value E v 1n the vertical direction.

Since the positions LP1 and LP3 of the focus lens 104
greatly differ from each other, mn other words, a near-far
composition occurs, the focus detection result LP3 in the
horizontal direction, which 1s a focus detection result nearer
the closest-distance side, 1s selected 1n step S104.

Under such a condition, in step S105, the camera MPU
125 determines whether any focus detection result 1n the
vertical direction 1s absent 1n the vicinity of the focus
detection result LP3 in the horizontal direction selected 1n
step S104. In the condition 1llustrated 1n FIG. 10, the focus
detection result LP2 1s present (YES 1n step S105). There-
fore, the processing proceeds to step S106, in which the
camera MPU 1235 calculates a correction value for the focus
detection result LP3 while taking the influence of the focus
detection result LP2 into consideration.
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In step S106, the camera MPU 125 first acquires a value
BP1_ B, which 1s an element of the vertical-horizontal BP
correction information illustrated in FIG. 9.

Then, the camera MPU 125 calculates a vertical-horizon-

tal BP correction value BP1 using a focus evaluation value
E_hp in the horizontal direction 1n the position LP3 (FIG.
10) and a focus evaluation value E_vp 1n the wvertical
direction in the position LP1 (FIG. 10) according to the
following formula (2).

BP1=BP1_BxE vp/(E _vp+E hp)x(+1) (2)

In the first exemplary embodiment, the camera MPU 125
uses formula (2) to calculate the correction value BP1,
which 1s a correction value with respect to a focus detection
result in the horizontal direction. However, in the case of
correcting a focus detection result 1n the vertical direction,
the camera MPU 125 uses the following formula (3) to
calculate the correction value BP1.

BP1=BP1_BxE_hp/(E_vp+E hp)x(-1) (3)

As 1s apparent from formulae (2) and (3), the camera
MPU 125 considers information indicating that the focus
evaluation value 1s large as information indicating that much
contrast information 1s contained in the object, to calculate
the vertical-horizontal BP correction value (BP1).

As mentioned in the foregoing, the vertical-horizontal BP
correction information 1s “(the focus detection position of an
object having contrast mformation only 1n the vertical
direction)—(the focus detection position of an object having
contrast information only in the horizontal direction)”.
Theretore, the signs of the correction value BP1 for correct-
ing the focus detection result 1n the horizontal direction and
the correction value BP1 for correcting the focus detection
result 1n the vertical direction are opposite each other. After
completing the processing in step S106, the camera MPU
1235 ends the subroutine for vertical-horizontal BP correction
value calculation.

On the other hand, if no focus detection result in the
vertical direction 1s present in the vicimity of the focus
detection result LP3 1n the horizontal direction selected 1n
step S104 (NO 1n step S105), the processing proceeds to step
S103. In step S103, since contrast information contained 1n
the object 1s considered to be generally only 1n one direction,
the camera MPU 1285 sets the vertical-horizontal BP correc-
tion value (BP1) to “0” (BP1=0). After completing the
processing 1n step S103, the camera MPU 125 ends the
subroutine for vertical-horizontal BP correction value cal-
culation.

In this way, since a correction value 1s calculated based on
contrast mformation 1 every direction ol an object, high-
precision correction value calculation associated with the
pattern of the object can be performed.

While a case where a near-far composition occurs has
been described with reference to FIG. 10, a correction value
can be similarly calculated even 1n a case where only one
maximum value 1s detected in each of the horizontal direc-
tion and the vertical direction and one of the focus detection
results 1s unreliable.

Although, 1n the first exemplary embodiment, a correction
value 1s calculated based on contrast mnformation 1 every
direction of the object 1n step S1035, the method for calcu-
lating the correction value 1s not limited to this calculation
method. For example, 1n a case where focus detection can be
performed only 1n the horizontal direction as focus detection
of the phase diflerence detection type in the first exemplary
embodiment, a correction value may be calculated on the
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supposition that the amount of contrast information in the
horizontal direction 1s equal to that 1n the vertical direction.

In that case, a correction value can be calculated by

[

substituting “E_hp=E_vp=1"" into the above-mentioned for-
mula (2) or (3). With this processing, although correction
accuracy may decrease, the load of correction value com-
putation can be reduced.

While, 1n the foregoing description, processing for a focus
detection result of the contrast detection type has been
described, similar processing can be performed for a focus
detection result of the phase diflerence detection type. In this
case, the amount of change of a correlation amount calcu-
lated by a correlation computation of the phase difference
detection type can be used as a coellicient for weighting 1n
correction value calculation.

This utilizes the fact that as contrast information of an
object 1s more, for example, as a diflerence between light
and dark of an object 1s larger or as the number of edges
having a light-dark difference is larger, the amount of change
of the correlation amount 1s larger. Various evaluation val-
ues, as long as those have the above relationship, may be
used instead of the amount of change of the correlation
amount.

In this way, correcting a focus detection result using a
vertical-horizontal BP correction value enables performing
high-precision focus detection regardless of the amount of
contrast information 1n every direction of an object. Fur-
thermore, since correction values 1n the horizontal direction
and the vertical direction are calculated using common
correction information such as that illustrated 1in FIG. 9, the
storage capacity for the correction information can be
reduced as compared with a case where respective correc-
tion values are stored with respect to each direction.

Moreover, 1n a case where focus detection results 1n the
respective directions greatly differ from each other, the
calculation of a vertical-horizontal BP correction value
using such focus detection results 1s not performed, so that
the influence of a near-far composition can be reduced.
Furthermore, even 1n a case where a near-far composition 1s
supposed, a correction value 1s weighted according to the
magnitude of a focus evaluation value 1n every direction, so
that high-precision correction can be performed.

In other words, a first evaluation band includes a plurality
of evaluation areas, and a focusing unit performs focusing of
a recording signal using information obtained by weighting
information about image-forming positions in the plurality
ol evaluation areas.
<Method for Calculating Color BP Correction Value>

Next, a method for calculating the color BP correction
value (BP2) in step S21 illustrated in FIG. 1A 1s described
with reference to FIGS. 11, 12A, and 12B.

FIG. 11 1s a flowchart 1llustrating a subroutine of the flow
for calculating the color BP correction value (BP2) in step
S21 illustrated 1n FIG. 1A.

In step S200, the camera MPU 125 acquires color BP
correction information. The color BP correction informa-
tion, which 1s acquired via the lens MPU 117 1n response to
a request from the camera MPU 125, 1s mnformation indi-
cating a difference between an in-focus position detected
using a green ((G) signal and an m-focus position detected
using another color (red (R) or blue (B)) signal.

FIGS. 12A and 12B illustrate examples of vertical-hori-
zontal BP correction information stored in the lens memory
118. FIGS. 12A and 12B 1illustrate correction values corre-
sponding to the central focus detection areas 219aq and
218a/: 1llustrated 1 FIG. 7. Similarly, focus detection cor-
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rection values corresponding to focus detection areas located
at the other two places are stored 1n the lens memory 118.

However, design focus detection correction values are
equal between two focus detection areas symmetrical with
respect to the optical axis of the imaging optical system.
Accordingly, two tables of focus detection correction values
can be stored with respect to three focus detection areas.
Furthermore, 1n a case where a correction value does not
vary depending on the position of a focus detection area, a
common value may be stored as the correction value.
In the examples 1llustrated 1n FIGS. 12A and 12B, similar
to FIG. 9, each of the zoom position and the focus position
of the imaging optical system i1s divided into eight zones,
and focus detection correction values BP211 to BP288 and
BP311 to BP388 are set forth in the respective divided
zones. Accordingly, the camera MPU 123 can acquire high-
precision correction values according to the positions of the
focus lens 104 and the first lens group 101 of the imaging
optical system.

The focus detection correction values BP211 to BP288
illustrated 1n FIG. 12A each correspond to a difl

erence
between a focus detection result detected using output
signals of pixels having a green (G) color filter and a focus
detection result detected using output signals of pixels
having a red (R) color filter.

The focus detection correction values BP311 to BP388
illustrated 1 FIG. 12B each correspond to a difference
between a focus detection result detected using output
signals of pixels having a green (G) color filter and a focus
detection result detected using output signals of pixels
having a blue (B) color filter.

Green (G), red (R), and blue (B) 1n the first exemplary
embodiment mean signals obtained for the respective color
filters applied to the above-mentioned pixels on the image
sensor. However, the definition of colors 1s not restrictive.
For example, a spectral detection unit for detecting spectral
information of an object may be additionally provided, and
wavelengths or wavelength regions of green (G), red (R),
and blue (B) may be set according to outputs of the spectral
detection unait.

Furthermore, the color BP correction information can be
used for both the contrast detection type AF and the phase
dlf erence detection type AF.
n step S200, the camera MPU 125 acquires correction
information Correspondmg to the zoom position and the
focus position based on a focus detection result targeted for
correction.

Then, 1 step S201, the camera MPU 125 calculates a
color BP correction value. In a case where a value BP R,
which 1s an element of the color BP correction information
illustrated 1n FIG. 12A, and a value BP_ B, which 1s an
clement of the color BP correction information 1llustrated 1n
FIG. 12B are acquired, the camera MPU 125 calculates a
color BP correction value BP2 according to the following
formula (4).

BP2=K RxBP _R+K _BxbP b (4)

Coellicients K_R and K_B are applied to correction
information of the respective colors, and are values corre-
lated with the magnitude relationship between green (G)
information and red (R) or blue (B) information included 1n
an object. The coethicient K_R takes a large value with
respect to an object including much red information, and the
coellicient K_B takes a large value with respect to an object
including much blue information. Both the coefhicients K_R
and K_B take small values with respect to an object includ-
ing much green information.
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The coellicients K_R and K_B can be previously set
based on typical spectral information of objects. Alterna-
tively, 1n a case where spectral information of an object can
be acquired using a unit for detecting spectra of the object,
the coellicients K_R and K_B may be set according to the
spectral information of the object. After completion of the
calculation of the color BP correction value 1n step S201, the
camera MPU 125 ends the present subroutine.

While, 1n the first exemplary embodiment, correction
values to be used for focus detection are stored as table data
for every focus detection area, as illustrated in FIG. 9 and
FIGS. 12A and 12B, the method for storing the correction
values 1s not restrictive. For example, when a coordinate
system 1s set such that the origin 1s an intersection point
between the 1mage sensor and the optical axis of the imaging
optical system and the X and Y axes are the horizontal and
vertical directions of the imaging apparatus, a correction
value at the central coordinates of a focus detection area can
be obtained based on a function of X and Y values. In this
case, the amount of information to be stored as focus
detection correction values can be reduced.

Furthermore, 1n the first exemplary embodiment, a cor-
rection value used for focus detection to be calculated using,
vertical-horizontal BP correction information or color BP
correction information 1s calculated without recourse to
spatial frequency information of the pattern of an object.
Therefore, high-precision correction can be performed with-
out increasing the amount of correction iformation to be
stored. However, the method for calculating the correction
value 1s not restrictive. Similar to a method for calculating
a spatial frequency BP correction value, which 1s described
below, a correction value associated with a spatial frequency
component of the object may be calculated using vertical-
horizontal BP correction information or color BP correction
information for every spatial frequency.
<Method for Calculating Spatial Frequency BP Correction
Value>

Next, a method for calculating a spatial frequency BP
correction value (BP3) 1n step S22 illustrated in FIG. 1A 1s
described with reference to FIGS. 13 to 16.

FIG. 13 1s a flowchart 1llustrating, in detail, a subroutine
of the tlow of calculating a spatial frequency BP correction
value (BP3) 1n step S22 illustrated 1n FIG. 1A.

In step S300, the camera MPU 125 acquires spatial
frequency BP correction information. The spatial frequency
BP correction information, which 1s acquired via the lens
MPU 117 1n response to a request from the camera MPU
125, 1s mnformation about an image-forming position of the
imaging optical system for every spatial frequency of an
object.

An example of spatial frequency BP correction informa-
tion stored in the lens memory 118 1s described with
reference to FIG. 14. FIG. 14 illustrates a defocus modula-
tion transier function (MTF) of the imaging optical system.
The abscissa axis indicates the position of the focus lens
104, and the ordinate axis indicates the intensity of the MTF.
Four curves MTF1, MTF2, MTEF3, and MTF4 1llustrated 1n
FIG. 14 indicate MTF curves for the respective spatial
frequencies, which are arranged 1n order from the lower
frequency to the higher frequency.

The MTF curve of spatial frequency F1 (line pairs per
millimeter (LP/mm)) corresponds to the curve MTF1. Simi-
larly, the MTF curves of spatial frequencies F2, F3, and F4
(LP/mm) respectively correspond to the curves MTEF2,
MTF3, and MTF4. In addition, lines L.P4, LP5, LP6, and

L.P7 indicate the positions of the focus lens 104 respectively
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corresponding to the maximum values of the defocus MTF
curves MTF1, MTF2, MTF3, and MTF4.

Although the defocus MTF curves MTF1, MTF2, MTF3,

and MTF4 are illustrated as continuous curves 1n FIG. 14,
the spatial frequency BP correction information stored in the
lens memory 118 1s information obtained by discretely
sampling the curves illustrated 1 FIG. 14.

In the first exemplary embodiment, with respect to one
MTF curve, MTF data 1s sampled at ten positions of the

focus lens 104. For example, with respect to the curve
MTF1, ten pieces of data are stored as MTF(n) (1=n=<10).

Similar to the vertical-horizontal BP correction informa-
tion and the color BP correction information, the spatial
frequency BP correction iformation 1s stored for every
focus detection area. Furthermore, each of the zoom position
and the focus position of the imaging optical system 1is
divided into eight zones, and spatial frequency BP correction
information 1s set forth in the respective divided zones.

Similar to the vertical-horizontal BP correction informa-
tion and the color BP correction information, the number of
focus detection areas and the number of divided zones of
cach of the zoom position and the focus position can be set
arbitrarily. As the set number of areas or zones 1s 1ncreased,
the amount of memory required for storage of data 1s
increased, but more high-precision correction can be
expected.

Furthermore, the spatial frequency BP correction infor-
mation can be used for both the contrast detection type AF
and the phase difference detection type AF.

In step S300, the camera MPU 125 acquires correction
information corresponding to the zoom position and the
focus position based on a focus detection result targeted for
correction.

Then, 1 step S301, the camera MPU 125 calculates a
band of a signal used for performing focus detection (AF) of
the contrast detection type or the phase diflerence detection
type. In the first exemplary embodiment, the camera MPU
125 calculates an AF evaluation band 1n view of the influ-
ences of an object, the imaging optical system, sampling of
the 1mage sensor, and a digital filter used for evaluation. A
method for calculating the AF evaluation band 1s described
below.

Then, 1 step S302, the camera MPU 125 calculates a
band of a signal used for a captured image. Similar to the
calculation of the AF evaluation band 1n step S301, the
camera MPU 1235 calculates a captured image evaluation
band 1 view of the influences of an object, the 1imaging
optical system, sampling of the image sensor, and an evalu-
ation band of a viewer of a captured 1image.

Operations for calculating the AF evaluation band (a
second evaluation band of a focusing signal) and the cap-
tured 1mage evaluation band (a first evaluation band of a
recording signal) are described below with reference to
FIGS. 15A, 15B, 15C, 15D, 15E, and 15F. FIGS. 15A to 15F
cach 1illustrate the intensity for every spatial frequency, 1n
which the abscissa axis indicates spatial frequency and the
ordinate axis indicates intensity.

In a case where the first evaluation band of a recording
signal has been switched by a switching umt, the camera
MPU 125 changes a correction value for the image-forming
position.

FIG. 15A 1llustrates a spatial frequency characteristic (1)
of an object. Spatial frequencies F1, F2, F3, and F4 on the
abscissa axis respectively correspond to the MTF curves

MTF1 to MTF4 illustrated 1n FIG. 14. In addition, a Nyquist
frequency Ng 1s defined by the pixel pitch of the image
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sensor. The spatial frequencies F1 to F4 and the Nyquist
frequency Nq are also 1llustrated 1n FIGS. 15B to 15F, which
are described below.

In first exemplary embodiment, the previously stored
representative values are used for the spatial frequency
characteristic (I) of an object. In FIG. 15A, the spatial
frequency characteristic (I) of an object, although being
illustrated as a continuous curve, has values that discretely
correspond to the spatial frequencies F1, F2, F3, and F4,
which are expressed as I(n) (1=n=4).

Furthermore, while, 1n the first exemplary embodiment,
the previously stored spatial frequency characteristic (I) of
an object 1s used, a spatial frequency characteristic of an
object to be used can be changed according to an object
targeted for focus detection. Performing processing, such as
fast Fourier transform (FFT) processing, on the captured
image signal enables acquiring spatial frequency informa-
tion of an object.

With such processing, although the content of computa-
tion processing increases, a correction value associated with
an object targeted for focus detection can be calculated, so
that high-precision focusing can be performed. Furthermore,
for easier handling, a plurality of previously stored spatial
frequency characteristics may be selectively used according
to the magnitude of contrast information of an object.

FIG. 15B illustrates a spatial frequency characteristic (O)
of the 1maging optical system. This information may be
acquired via the lens MPU 117 or may be stored in the RAM
1255 included in the camera MPU 125. The information to
be stored may be a spatial frequency characteristic for every
defocus state or may be only a spatial frequency character-
istic 1n an in-focus state.

Since the spatial frequency BP correction value 1s calcu-
lated 1n the vicinity of an in-focus state, the use of the spatial
frequency characteristic in an in-focus state enables per-
forming high-precision correction. However, the use of the
spatial frequency characteristic for every defocus state,
although 1ncreasing computation load, enables performing
more high-precision focusing.

A spatial frequency characteristic imn which defocus state
1s to be used may be determined based on the defocus
amount obtained by focus detection of the phase difference
detection type.

In FIG. 15B, the spatial frequency characteristic (O) of
the 1maging optical system, although being illustrated as a
continuous curve, has values that discretely correspond to
the spatial frequencies F1, F2, F3, and F4, which are
expressed as O(n) (1=n=4).

FIG. 15C illustrates a spatial frequency characteristic (L)
of the optical low-pass filter 121. This information 1s stored
in the RAM 1255 included in the camera MPU 125. In FIG.
15C, the spatial frequency characteristic (L) of the optical
low-pass filter 121, although being 1llustrated as a continu-
ous curve, has values that discretely correspond to the spatial
frequencies F1, F2, F3, and F4, which are expressed as L(n)
(1=n=4).

FIG. 15D 1illustrates spatial frequency characteristics (M1
and M2) caused by signal generation. As described 1n the
foregoing, the image sensor according to the first exemplary
embodiment has two types of readout modes. In the first
readout mode, 1.¢., the full-pixel readout mode, the spatial
frequency characteristic does not vary during signal genera-
tion.

The line M1 1 FIG. 15D indicates the spatial frequency
characteristic 1n the first readout mode. On the other hand,
in the second readout mode, 1.e., the thinning-out readout
mode, the spatial frequency characteristic varies during
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signal generation. As described 1n the foregoing, 1n thinning
out the pixels 1n the X direction, processing for adding
signals 1s performed to improve an S/N ratio. Therefore, the
low-pass eflect by addition occurs.

The curve M2 1n FIG. 15D indicates the spatial frequency
characteristic during signal generation 1n the second readout
mode. Here, the low-pass eflect by addition i1s indicated
without consideration of the ifluence of thinning-out.

In FIG. 15D, the spatial frequency characteristics (M1 and
M2) caused by signal generation, although being 1llustrated
as continuous curves, have values that discretely correspond
to the spatial frequencies F1, F2, F3, and F4, which are
expressed as M1 (n) and M2 () (1=n=4).

FIG. 15E illustrates a spatial frequency characteristic
(D1) indicating the sensitivity for every spatial frequency 1n
viewing a captured image and a spatial frequency charac-
teristic (D2) of a digital filter used 1n processing an AF
evaluation signal.

The sensitivity for every spatial frequency in viewing a
captured 1mage 1s aflected by the 1individual difference of a
viewer or the viewing environments, such as image size,
viewing distance, and brightness. In the first exemplary
embodiment, the sensitivity for every spatial frequency
during viewing 1s set and stored as typical values.

The viewing distance means a distance from the user to a
display on which to display a recorded image or a distance
from the user to a sheet of paper on which to print a recorded
1mage.

On the other hand, during the second readout mode,
aliasing noise ol frequency components of signals occurs
due to the influence of thinning-out. The curve D2 indicates
a spatial frequency characteristic of the digital filter 1n
consideration of that influence.

In FIG. 15E, the spatial frequency characteristic (D1)
during viewing and the spatial frequency characteristic (ID2)
of the digital filter, although being illustrated as continuous
curves, have values that discretely correspond to the spatial
frequencies F1, F2, F3, and F4, which are expressed as
D1(#) and D2(n) (1=n=4).

As described above, since various pieces of information
are stored 1n any one of the camera body 120 and the lens
unit 100, the camera MPU 125 calculates an evaluation band
W1 of a captured image and an AF evaluation band W2
using the following formulae (5) and (6).

W1(n)=I(n)x O(n)xL(n)xM1(n)xD1(n)(1sn=d) (5)

W2(m)=I(n)x O(m)xL{(n)xM2(n)xD2(n)(1=n=4) (6)

FIG. 15F 1llustrates an evaluation band W1 of a captured
image (a first evaluation band of a recording signal) and an
AF evaluation band W2 (a second evaluation band of a
focusing signal). Performing calculation using formulae (5)
and (6) enables quantifying what degree of influence the
factors for determining an in-focus state of the captured
image have for every spatial frequency. Similarly, 1t enables
specifying what degree of influence the error included 1n a
focus detection result has for every spatial frequency.

Furthermore, the information stored in the camera body
120 may include the previously calculated evaluation bands
W1 and W2. As described 1n the foregoing, with calculation
performed during each correction, a flexibly adjusted cor-
rection value can be calculated when the digital filter used
for AF evaluation has been changed.

On the other hand, if such information 1s previously
stored, calculations such as those using formulae (5) and (6)
can be omitted or the amount of storage of various pieces of
data can be reduced.
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Furthermore, not all of the calculations need to be com-
pleted in advance. Therefore, for example, 1 only spatial
frequency characteristics of the imaging optical system and
an object may be previously calculated and stored in the
camera to reduce the amount of storage of data or to reduce
the amount ol computation.

For ease of description, four spatial frequencies (F1 to F4)
are 1llustrated in FIGS. 15A to 15F. However, the larger the
number of spatial frequencies providing data, the more
accurately the spatial frequency characteristics of the cap-
tured 1mage evaluation band and the AF evaluation band can
be reproduced, thus enabling calculating high-precision cor-
rection values.

On the other hand, 11 the number of spatial frequencies on
which to perform weighting 1s decreased, the amount of
computation can be reduced. Only two spatial frequencies
that respectively represent the spatial frequency character-
istics of the captured image evaluation band and the AF
evaluation band may be provided to be used for subsequent

computations.

Referring back to FIG. 13, the description of the content
of the subroutine 1s continued.

In step S303, the camera MPU 125 calculates a spatial
frequency BP correction value (BP3). To calculate the
spatial frequency BP correction value, the camera MPU 125
first calculates a defocus MTF of the captured 1mage (C1)
and a defocus MTF of the focus detection signal (C2).
The camera MPU 125 calculates the defocus MTFs C1

and C2 using the defocus MTF information acquired in step
S300 and the evaluation bands W1 and W2 calculated 1n

steps S302 and S301 according to the following formulae (7)
and (8).

C1(n)=MTF1(m)x WL{)+MTF2#)x W1 (2)+MTF3(1)x
W1(3)+MTFA(m)x W1 (4)

(7)

C2(n)=MTF1(1m)x W2( ) +MTF2(3)x W2(2)+MTF3(1)x

W2(3)+MTFA(m)x W2(4) (8)

In formulae (7) and (8), the defocus MTFs for the

respective spatial frequencies illustrated in FIG. 14 are
weilghted with the captured image and AF evaluation bands
calculated 1n steps S302 and S301 and are then added to
obtain the captured image defocus MTF C1 and the AF
defocus MTF C2.

FIG. 16 illustrates the obtained two defocus MTFs C1 and
C2. The abscissa axis indicates the position of the focus lens
104, and the ordinate axis indicates the value of an MTF
obtained by weighting for every spatial frequency and
adding.

The camera MPU 125 serves as an i1maging-position
calculation unit to detect the maximum value positions of
the respective MTF curves C1 and C2. Thus, a first imaging-
position P_img 1s detected as the position of the focus lens
104 corresponding to the maximum value of the curve C1.
A second imaging-position P_AF 1s detected as the position
of the focus lens 104 corresponding to the maximum value
of the curve C2.

In step S303, the camera MPU 125 calculates the spatial
frequency BP correction value (BP3) according to the fol-
lowing formula (9).

BP3=P _AF-P img (9)

The formula (9) enables correcting a best focus correction
value (BP correction value) used to correct an error that may
occur between an in-focus position for a captured image and
an 1n-focus position detected by AF. As mentioned 1n the
above description, the in-focus position for a captured image
changes with a spatial frequency characteristic of an object,
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a spatial frequency characteristic of an i1maging optical
system, a spatial frequency characteristic ol an optical
low-pass filter, a spatial frequency characteristic during
signal generation, and a spatial frequency characteristic
indicating a sensitivity for every frequency during viewing.

In addition, the in-focus position for a captured image also
changes with the content of 1mage processing. In the first
exemplary embodiment, since the spatial frequency charac-
teristic 1s previously calculated during generation of a cap-
tured 1mage, an 1n-focus position of the captured 1image can
be calculated with high accuracy.

For example, the camera MPU 125 changes an in-focus
position of the captured image according to a recording size
used for recording the captured image, super-resolution
processing or sharpness performed 1n 1mage processing, or
a display size. Furthermore, the camera MPU 125 affects an
evaluation band of a viewer according to at what 1image size
or enlargement ratio the captured and recorded image 1s to
be viewed or according to a viewing distance for viewing the
image, 11 known in advance.

The camera MPU 123 sets the evaluation band of a viewer
to a characteristic in which a high-frequency component 1s
emphasized, as the image size 1s larger or the viewing
distance 1s shorter. This causes a change of the in-focus
position of the captured 1mage.

The camera MPU 125 changes a first evaluation band of
a recording signal according to an interval of pixels of the
image sensor for the recording signal and signal addition
processing of the recording signal performed in the image
SENnsor.

Furthermore, the camera MPU 125 changes the first
evaluation band of the recording signal according to signal
thinning-out processing of the recording signal performed in
the 1mage sensor and the content ol i1mage processing
performed on the recording signal.

Moreover, the camera MPU 1235 changes the first evalu-
ation band of the recording signal according to an image size
of the recording signal and a display size of the recording
signal.

Additionally, the camera MPU 125 changes the first
evaluation band of the recording signal according to a
viewing distance for the recording signal and an i1mage
brightness of the recording signal.

Similarly, the camera MPU 125 changes a second evalu-
ation band of a focusing signal according to an interval of
pixels of the image sensor for the focusing signal.

Furthermore, the camera MPU 125 changes the second
evaluation band of the focusing signal according to signal
addition processing of the recording signal performed in the
image sensor, signal thinning-out processing of the record-
ing signal performed in the 1image sensor, and the content of
filter processing performed on the focusing signal.

On the other hand, the camera MPU 125 also changes an
in-focus position, which 1s to be detected by AF, according
to a spatial frequency characteristic of an object, a spatial
frequency characteristic of an i1maging optical system, a
spatial frequency characteristic of an optical low-pass filter,
a spatial frequency characteristic during signal generation,
and a spatial frequency characteristic of a digital filter used
for AF evaluation. In the first exemplary embodiment, the

camera MPU 123 calculates the spatial frequency charac-
teristic 1n advance 1n the process of generation of signals
used for AF, and thus can calculate the 1n-focus position to
be detected by AF with a high degree of accuracy.
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For example, the camera MPU 125 can flexibly deal with
even a case where AF 1s performed 1n the first readout mode.
In that case, the camera MPU 125 can change the spatial
frequency characteristic during signal generation to a char-
acteristic compatible with the first readout mode to calculate
welghting coeflicients.

Furthermore, since the imaging apparatus described 1n the
first exemplary embodiment 1s an interchangeable-lens type
single-lens reflex camera, the lens unit 100 1s interchange-
able. When the lens unit 100 has been replaced with an
interchangeable lens, the interchangeable lens transmits, to
the camera body 102, defocus MTF information correspond-
ing to every spatial frequency of an 1imaging optical system.
Accordingly, the camera MPU 125 can calculate a high-
precision correction value for every compatible interchange-
able lens.

The lens unit 100 may transmit, to the camera body 120,
not only the defocus MTF information but also information
such as the spatial frequency characteristic of an 1maging
optical system. Such information can be utilized in a method
described above.

Furthermore, similarly, even when the camera body 120
has been replaced, the pixel pitch or the characteristic of an
optical low-pass filter may change. Even 1n such a case, as
described above, a correction value associated with the
characteristic of the camera body 120 can be calculated to
perform high-precision correction.

In the above description, the camera MPU 125 serves as
a calculation unit to mainly calculate a correction value.
However, the calculation unit 1s not limited to the camera
MPU 125. For example, the lens MPU 117 can calculate a
correction value. In that case, the camera MPU 125 trans-
mits, to the lens MPU 117, various pieces ol iformation
descrlbed with reference to FIGS. 15A to 15F, and the lens
MPU 117 calculates a correction value using information
such as defocus MTFs. Then, the lens MPU 117 performs
correction on the in-focus position transmitted from the
camera MPU 1235 1n step S24 illustrated in FIG. 1A, and
drives the focus lens 104 to the corrected m-focus position.

In the present exemplary embodiment, a correction value
for AF 1s calculated 1n consideration of characteristics
(vertical-horizontal, color, and spatial frequency bands) of
signals used for focus detection. Therefore, a correction
value can be calculated 1n a similar method regardless of AF
types. Since correction methods and data used for correction
do not need to be provided for every AF type, the amount of
storage of data and the load of computation can be reduced.

Next, a second exemplary embodiment of the present
invention 1s described with reference to FI1G. 17. The second
exemplary embodiment differs from the first exemplary
embodiment mainly in the method for calculating a spatial
frequency BP correction value. In the first exemplary
embodiment, the defocus MTF information 1s used as values
indicating a characteristic for every spatial frequency of the
imaging optical system.

However, since the defocus MTF information 1s large in
the amount of data and requires the large amount of storage
and the large load of computation, 1n the second exemplary
embodiment, the camera MPU 125 calculates the spatial
frequency BP correction value using maximum value infor-
mation of the defocus MTF.

This can reduce the amount of storage of data in the lens
memory 118, reduce the amount of communications
between the lens umit 100 and the camera body 120, and
reduce the load of computation performed by the camera

MPU 125.
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The configuration of the first exemplary embodiment
described with reference to the block diagram (FIG. 2) of the
imaging apparatus and the explanatory diagrams (FIGS. 3 to
6) of the focus detection types 1s similar to that of the second
exemplary embodiment, the description of which 1s, there-
fore, not repeated.

Furthermore, the configuration of the first exemplary
embodiment described with reference to the explanatory
diagram (FIG. 7) of the focus detection areas, the tlowcharts
(FIGS. 1A and 1B) of the focus detection processing, and the
calculation method for various BP correction values (FIG. 8
to FIGS. 12A and 12B) 1s similar to that of the second
exemplary embodiment, the description of which 1s, there-
fore, not repeated.

Moreover, the configuration of the first exemplary
embodiment described with reference to the subroutine
(FIG. 13) for calculation of the spatial frequency BP cor-
rection value and the explanatory diagrams (FIGS. 15A to
15F) of the evaluation bands 1s similar to that of the second
exemplary embodiment, the description of which 1s, there-
fore, not repeated.

A subroutine of the flow of calculating a spatial frequency
BP correction value (BP3) in the second exemplary embodi-
ment 1s described below with reference to FIG. 13.

In step S300, the camera MPU 1235 acquires spatial
frequency BP correction information.

The spatial frequency BP correction information stored in
the lens memory 118 1llustrated in FIG. 2, which 1s different
from that 1n the first exemplary embodiment, 1s described
below with reference to FIG. 17.

FIG. 17 illustrates the positions of the focus lens 104
indicating the maximum values of the defocus MTF {for
every spatial frequency, which 1s a characteristic of the
imaging optical system. Lens positions LP4, LP3, LP6, and
LP7, which correspond to the maximum values of the
defocus MTF for the respective spatial frequencies F1 to F4
illustrated in FIGS. 15A to 15F, are indicated on the ordinate
axis 1n FIG. 17. In the second exemplary embodiment, four
pieces of data are stored as MTF P(n) (1=n=4) in the lens
memory 118. The stored information corresponds to the
position of a focus detection area, the zoom position, and the
focus position, as described 1n the first exemplary embodi-
ment.

In the subroutine for calculating a spatial frequency BP
correction value according to the second exemplary embodi-
ment, 1n step S300, the camera MPU 125 acquires correction
information corresponding to the zoom position and the
focus position associated with a focus detection result tar-
geted for correction.

Then, 1n steps S301 and S302, the camera MPU 125
performs processing similar to that in the first exemplary
embodiment.

Then, 1 step S303, the camera MPU 125 calculates a
spatial frequency BP correction value (BP3). To calculate
the spatial frequency BP correction value, the camera MPU
125 first calculates an in-focus position (P_img) of the
captured 1image and an 1n-focus position (P_AF) detected by
AF using the defocus MTF information acquired in step
S300 and the evaluation bands W1 and W2 calculated 1n

steps S302 and S301 according to the following formulae
(10) and (11).

P_img=MTF P(\)xW1{(\+MTF _P(2)xW1(2)+

MTF _P(3)xW1(3)+MTF_P(4)xW1(4) (10)

P_AF=MTF P(L)xW2(\)+MTF _P(2)xW2(2)+

MTF _P(3)xW2(3)+MTF_P(4)xW2(4) (11)
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In formulae (10) and (11), the maximum value informa-
tion of the defocus MTF for the respective spatial frequen-
cies 1illustrated 1n FIG. 17 1s weighted with the captured
image and AF evaluation bands calculated in steps S302 and
S301. Then, the in-focus position (P_img) of the captured
image and the in-focus position (P_AF) detected by AF are
calculated.

In step S303, the camera MPU 125 calculates the spatial
frequency BP correction value (BP3) according to the fol-
lowing formula, as in the first exemplary embodiment.

BP3=P _AF-P_img (9)

The above-described processing enables calculating the
spatial frequency BP correction value. While, 1n the first
exemplary embodiment, using the defocus M TF information
enables calculating a more high-precision correction value,
the configuration of the second exemplary embodiment
enables reducing the amount of data to be stored 1n the lens
memory 118, reducing the amount of communications
between the lens umit 100 and the camera body 120, and
reducing the load of computation performed by the camera
MPU 125.

Next, a third exemplary embodiment of the present inven-
tion 1s described with reference to FIG. 18. The third
exemplary embodiment differs from the first exemplary
embodiment mainly 1n the method for calculating a spatial
frequency BP correction value. In the first exemplary
embodiment, the defocus MTF information 1s used as values
indicating a characteristic for every spatial frequency of the
imaging optical system, and a correction value 1s calculated
cach time focus detection 1s performed.

However, since the calculation of the vertical-horizontal
BP correction value 1mvolves the large amount of data to be
handled and requires the large amount of storage and the
large load of computation, in the third exemplary embodi-
ment, the camera MPU 125 does not calculate the vertical-
horizontal BP correction value 11 there 1s no need to calculate
the vertical-horizontal BP correction value. This can reduce
the amount of communications between the lens unit 100
and the camera body 120 and reduce the load of computation
performed by the camera MPU 125.

The configuration of the first exemplary embodiment
described with reference to the block diagram (FIG. 2) of the
imaging apparatus, the explanatory diagrams (FIGS. 3 to 6)
of the focus detection types, and the explanatory diagram
(FI1G. 7) of the focus detection areas 1s similar to that of the
third exemplary embodiment, the description of which 1s,
therefore, not repeated.

Furthermore, the configuration of the first exemplary
embodiment described with reference to the flowcharts
(FIGS. 1A and 1B) of the focus detection processing and the
calculation method for various BP correction values (FIG. 8
to FIGS. 12A and 12B) 1s similar to that of the third
exemplary embodiment, the description of which 1s, there-
fore, not repeated.

Furthermore, the configuration of the first exemplary
embodiment described with reference to the explanatory
diagrams (FIGS. 14 to 16) used in calculating the vertical-
horizontal BP correction value 1s similar to that of the third
exemplary embodiment, the description of which 1s, there-
fore, not repeated.

The subroutine for calculating a spatial frequency BP
correction value (BP3) according to the third exemplary
embodiment, which 1s different from that in the first exem-
plary embodiment, 1s described below with reference to FIG.
18. In FIG. 18, steps for performing operations similar to
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those 1n FIG. 13 are assigned the same step numbers, and
are, therefore, omitted from description.

FI1G. 18 1s a flowchart 1llustrating a subroutine of the flow
for calculating a spatial frequency BP correction value
(BP3), which 1s the details of processing performed 1n step
S22 1 FIG. 1A, according to the third exemplary embodi-
ment.

In step S3000, the camera MPU 1235 determines whether
to calculate a correction error. As understood from the
description 1n the first exemplary embodiment, the more
analogous the evaluation band of a captured image and the
AF evaluation band are, the smaller a correction value
becomes. Therefore, according to the third exemplary
embodiment, 1f 1t 1s known 1n advance that a difference
between the two evaluation bands 1s less than a predeter-
mined value, the camera MPU 123 omits calculation of any
correction value.

Thus, 1f a difference between the first evaluation band and
the second evaluation band i1s less than a predetermined

value, the camera MPU 125 does not calculate any correc-
tion value.

If the difference between the first evaluation band and the
second evaluation band 1s equal to or greater than the
predetermined value, the camera MPU 123 corrects a cor-
rection value using information about the first evaluation
band of a recording signal and information about the second
evaluation band of a focusing signal.

More specifically, in the spatial frequency characteristics
caused by signal generation, 11 the signal used for AF 1s also
a signal read out 1n the first readout mode, the evaluation
band of a captured image and the AF evaluation band
become equal.

Additionally, 11 a digital filter having a spatial frequency
characteristic similar to the spatial frequency characteristic
indicating the sensitivity for every spatial frequency during
viewing ol a captured image 1s used for processing an AF
evaluation signal, the spatial frequency characteristic during
viewing and the spatial frequency characteristic of the
digital filter become equal.

Such a situation occurs, for example, 1n a case where an
image to be displayed on the display device 126 1s magnified
and displayed.

Furthermore, similarly, even in a case where a captured
image 1s generated from a signal read out in the second
readout mode, 1t 1s supposed that the evaluation band of a
captured image and the AF evaluation band become equal.

In such a case, the camera MPU 125 determines 1n step
S3000 that there 1s no need to calculate any correction value.
Then, the processing proceeds to step S3001.

In step S3001, the camera MPU 125 assigns “0” to the
spatial frequency BP correction value (BP3), and then ends
the subroutine for calculating the spatial frequency BP
correction value (BP3).

On the other hand, the subsequent processing performed
in a case where 1t 1s determined that a correction value needs
to be calculated 1s similar to that in the first exemplary
embodiment, and 1s, therefore, omitted from description.

The above-described configuration enables omitting pro-
cessing when no spatial frequency BP correction value
(BP3) needs to be calculated. This can reduce the amount of
communication of data and reduce the load of computation.

Furthermore, while, in the third exemplary embodiment,
a description has been made about a spatial frequency BP
correction value, a similar description can apply to a verti-
cal-horizontal BP correction value and a color BP correction
value. For example, 1n a case where focus detection 1s
performed 1n the vertical direction and the horizontal direc-
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tion, the calculation of a vertical-horizontal BP correction
value may be omitted. Additionally, 1n a case where a color
signal used for a captured 1mage 1s equal to a color signal
used for focus detection, the calculation of a color BP
correction value may be omitted.

Embodiments of the present invention can also be realized
by a computer of a system or apparatus that reads out and
executes computer executable instructions recorded on a
storage medium (e.g., non-transitory computer-readable
storage medium) to perform the functions of one or more of
the above-described embodiment(s) of the present invention,
and by a method performed by the computer of the system
or apparatus by, for example, reading out and executing the
computer executable instructions from the storage medium
to perform the functions of one or more of the above-
described embodiment(s). The computer may comprise one
or more of a central processing umt (CPU), micro processing
unmt (MPU), or other circuitry, and may include a network of
separate computers or separate computer processors. lhe
computer executable instructions may be provided to the
computer, for example, from a network or the storage
medium. The storage medium may include, for example, one
or more of a hard disk, a random access memory (RAM), a
read-only memory (ROM), a storage of distributed comput-
ing systems, an optical disk (such as a compact disc (CD),
digital versatile disc (DVD), or Blu-ray Disc (BD)™), a
flash memory device, a memory card, and the like.

According to exemplary embodiments of the present
invention, correcting a difference in focusing state between
a captured 1mage and a focus detection result, which 1s a
focus detection error, enables performing more high-preci-
s10n focusing.

While the present invention has been described with
reference to exemplary embodiments, 1t 1s to be understood
that the imvention 1s not limited to the disclosed exemplary
embodiments. The scope of the following claims 1s to be
accorded the broadest interpretation so as to encompass all
such modifications and equivalent structures and functions.

This application claims the benefit of Japanese Patent
Application No. 2014-010702 filed Jan. 23, 2014, which 1s
hereby incorporated by reference herein 1n 1ts entirety.

What 1s claimed 1s:

1. A focusing adjustment apparatus comprising:

an 1mage sensor configured to capture an object 1image
formed by an 1maging optical system including a focus
lens and output an 1mage signal;

a focus detection unit configured to output a focus detec-
tion result based on the image signal output from the
image sensor for a focusing operation;

a correction unit configured to calculate a correction value
based on a first spatial frequency and a second spatial
frequency and correct the focus detection result by
using the correction value;

a control unit configured to control movement of the focus
lens based on the focus detection result corrected by the
correction unit; and

a generation unit configured to generate an 1image based
on the image signal output from the image sensor,

wherein the first spatial frequency 1s a spatial frequency
related to processing to be performed when the 1image
1s generated, and the second spatial frequency 1s a
spatial frequency related to processing to be performed
when a signal used for outputting focus detection result
1s generated.

2. The focusing adjustment apparatus according to claim

1, further comprising a switching unit configured to switch
the first spatial frequency,
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wherein, 1n a case where the first spatial frequency 1s
switched by the switching unit, the control unit changes
the correction value.
3. The focusing adjustment apparatus according to claim
1, wherein the second spatial frequency 1s based on at least
one of an interval between pixels of the image sensor,
addition processing performed 1n the 1mage sensor, thinning-
out processing performed 1n the image sensor, and a filter
processing for autofocus (AF) evaluation.

4. The focusing adjustment apparatus according to claim
1,

wherein, 1n a case where a diflerence between the first
spatial frequency and the second spatial frequency 1s
less than a predetermined value, the control unit does
not calculate the correction value, and

wherein, 1n a case where a diflerence between the first

spatial frequency and the second spatial frequency 1s
equal to or greater than the predetermined value, the
control unit calculates the correction value.

5. The focusing adjustment apparatus according to claim
1, wherein the first spatial frequency 1s based on at least one
of an interval between pixels of the 1image sensor, a readout
mode for a signal of the image sensor, addition processing,
of an 1mage, thinning-out processing of an 1mage, a content
ol 1mage processing performed on an 1mage, an 1mage size
of an 1image for recording, a display size of an 1mage for
recording, a viewing distance for an image for recording,
and an 1mage brightness of an 1image for recording.

6. The focusing adjustment apparatus according to claim
1, wherein the first spatial frequency 1s based on at least one
of a spatial frequency characteristic of an object (1), a spatial
frequency characteristic ol a photographic optical system
(O), a spatial frequency characteristic of an optical low-pass
filter (L), a spatial frequency characteristic 1n a first readout
mode (M1), and a spatial frequency characteristic indicating,
a sensitivity for every spatial frequency in viewing a cap-
tured 1mage (D1).

7. The focusing adjustment apparatus according to claim
1, wherein the second spatial frequency 1s based on at least
one of a spatial frequency characteristic of an object (I), a
spatial frequency characteristic of a photographic optical
system (O), a spatial frequency characteristic of an optical
low-pass filter (L), a spatial frequency characteristics 1n a
second readout mode (M2), and a spatial frequency charac-
teristic of a digital filter for autofocus (AF) evaluation (D2).

8. The focusing adjustment apparatus according to claim
1, wherein the first spatial frequency 1s a plurality of first
spatial frequencies, the focusing adjustment apparatus fur-
ther comprising an acquisition unit configured to acquire
information on an image-forming position that 1s changed
due to aberrations of the imaging optical system,

wherein the acquired information relates to an 1mage-

forming position for each spatial frequency, and
wherein the control unit 1s configured to calculate the
correction value based on a result of weighting the
image-forming position for each spatial frequency
based on the plurality of first spatial frequencies.

9. A focusing adjustment method for a focusing adjust-
ment apparatus, the focusing adjustment method compris-
ng:

outputting a focus detection result based on an 1mage

signal output from an image sensor for a focusing
operation, wherein the image sensor configured to
capture an object image formed by an 1imaging optical
system including a focus lens and output the image
signal;
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calculating a correction value based on a first spatial
frequency and a second spatial frequency and correct-
ing the focus detection result by using the correction
value;

controlling movement of the focus lens based on the

corrected focus detection result; and

generating an 1mage based on the image signal output

from the 1mage sensor,

wherein the first spatial frequency 1s a spatial frequency

related to processing to be performed when the 1image
generated, and the second spatial frequency 1s a spatial
frequency related to processing to be performed when
a signal used for outputting the focus detection result 1s
generated.

10. The focusing adjustment method according to claim 9,
further comprising switching the first spatial frequency,

wherein, 1n a case where the first spatial frequency 1is

switched controlling includes changing the correction
value.

11. The focusing adjustment method according to claim 9,
wherein the second spatial frequency 1s based on at least one
of an interval between pixels of the image sensor, addition
processing performed 1n the image sensor, thinning-out
processing performed in the image sensor, and a filter
processing for autolocus (AF) evaluation.

12. The focusing adjustment method according to claim 9,

wherein, 1n a case where a difference between the first

spatial frequency and the second spatial frequency 1s
less than a predetermined value, controlling includes
not calculating the correction value, and

wherein, 1n a case where a difference between the first

spatial frequency and the second spatial frequency 1s
equal to or greater than the predetermined value, con-
trolling includes calculating the correction value.

13. The focusing adjustment method according to claim 9,
wherein the first spatial frequency 1s based on at least one of
an 1nterval between pixels of the image sensor, a readout
mode for a signal of the 1image sensor, addition processing
of an 1image, thinning-out processing of an 1image, a content
ol 1image processing performed on an 1mage, an 1mage Size
of an 1mage for recording, a display size of an 1mage for
recording, a viewing distance for an image for recording,
and an 1mage brightness of an 1image for recording.

14. The focusing adjustment method according to claim 9,
wherein the first spatial frequency 1s based on at least one of
a spatial frequency characteristic of an object (I), a spatial
frequency characteristic of a photographic optical system
(0O), a spatial frequency characteristic of an optical low-pass
filter (L), a spatial frequency characteristic 1n a first readout
mode (M1), and a spatial frequency characteristic indicating,
a sensitivity for every spatial frequency in viewing a cap-
tured 1mage (D1).

15. The focusing adjustment method according to claim 9,
wherein the second spatial frequency 1s based on at least one
ol a spatial frequency characteristic of an object (1), a spatial
frequency characteristic of a photographic optical system
(0O), a spatial frequency characteristic of an optical low-pass
filter (L), a spatial frequency characteristics 1n a second
readout mode (M2), and a spatial frequency characteristic of
a dagital filter for autofocus (AF) evaluation (D2).

16. The focusing adjustment method according to claim 9,
wherein the first spatial frequency 1s a plurality of first
spatial frequencies, the focusing adjustment method further
comprising acquiring information on an image-forming
position that 1s changed due to aberrations of the imaging
optical system,
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wherein the acquired information relates to an 1mage-
forming position for each spatial frequency, and

wherein controlling includes calculating the correction
value based on a result of weighting the image-forming
position for each spatial frequency based on the plu- 5
rality of first spatial frequencies.
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