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HOSPITALITY MEDIA SYSTEM THAT
AVOIDS NETWORK CONGESTION AND
SERVER LOAD WHILE PROVIDING MEDIA
EXPERIENCE WITHIN GUEST ROOM, AND
COMPUTER SERVER AND METHOD
THEREOFK

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of U.S. patent applica-
tion Ser. No. 13/679,691 filed Nov. 16, 2012, which 1s a
continuation of U.S. patent application Ser. No. 12/846,991
filed Jul. 30, 2010. Both of the above applications are

incorporated herein by reference.

BACKGROUND OF THE INVENTION

The mvention pertains generally to computer servers.
More specifically, the invention relates to managing network
congestion and server load 1n a system having a plurality of
client devices such as a hospitality media system.

In a typical hotel media system, set-top boxes (STBs) are
installed in guest rooms and are 1n communication with a
central server. The communication i1s usually performed
over an Internet protocol (IP) network available in the hotel,
and part of a boot-up process at each STB typically involves
requesting configuration information from the server. A
problem with such a configuration 1s that the central server
may become overloaded with simultaneous requests from
many STBs. One example of a particularly problematic
event 15 when power 1s restored 1n the hotel after an
unexpected outage. In this situation, STBs in each room will
boot-up at approximately the same time, and, when the hotel
includes hundreds or even thousands of STBs, the resulting
sudden surge in network requests and server load can be
overwhelming. The entire system may be exponentially
delayed as a result.

A common solution to this problem i1s to itroduce a
random delay at each STB before attempting to request
information from the server. Random delays tend to spread
out the requests from STBs and allow the server more time
to process each request. In the event that the server still
becomes overloaded and unable to service all the requests,
allected STBs may wait another random delay as a back-off
delay before attempting the request again. The back-off
delays may exponentially increase in duration to further
spread out the requests and allow the server more time to
recover.

Although this solution works well 1n a system with a
relatively small number of STBs, 1t does not scale to hotels
having thousands of STBs. One reason 1s that the random
numbers generated by the STBs may not actually be random
and therefore a large number of STBs may “randomly”
chose exactly the same delay. Even with true random delays,
there 1s still a chance that hundreds of STBs will all choose
the same (or similar) random numbers. When this happens,
the server unfortunately remains overloaded and will need to
reject some requests. These rejected requests will be further
spread out by increasing the upper-bound on the back-off
time delay at each STB. In a large hotel, the upper-bound of
the random delay needs to quickly grow 1n order to sufli-
ciently space out the requests 1n the event that all STBs are
requesting data at the same time. Minutes of back-off delay
may be encountered in the event that thousands of STBs are
all rebooting at the same time. However, in the event that
there 1s actually no long-term server load, 1t 1s very unde-
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sirable to have exponentially increasing delays. For
example, when only a single STB i1s rebooted but then

happens to be unlucky on its first few attempts at requesting
configuration data from the server, the STB may randomly
choose a very long back-ofl delay. In the event that the
server was only momentarily busy, the long back-ofl delay
at the single STB 1s unnecessary and a waste of user’s time.

SUMMARY OF THE INVENTION

According to an exemplary embodiment of the invention,
a hospitality media system 1s disclosed. The hospitality
media system includes a media system server coupled to a
computer network, and a set-top box coupled to the com-
puter network. The set-top box 1s for providing a media
experience 1n a guest room of a hospitality establishment.
The set-top box establishes a connection with the media
system server over the computer network and sends a
request for information to the media system server via the
connection. The requested mnformation 1s to be utilized by
the set-top box when providing the media experience. In
response to receiving the request, the media system server
determines a number of attempts of the request that have
been made by the set-top box. When the number of attempts
1s greater than a threshold, the media system server holds the
connection 1n an open state while servicing the request and
provides the set-top box with the requested information via
the connection. When the number of attempts 1s not greater
than the threshold, the media system server sends a service
unavailable response to the set-top box via the connection
and then closes the connection.

According to another exemplary embodiment of the
invention, a computer server 1s disclosed. The computer
server includes a communication module coupled to a
computer network for establishing a connection over the
computer network with a set-top box in a guest room of a
hospitality establishment, and a processor coupled to the
communication module. The processor 1s configured to
receive a request for mformation from the set-top via the
connection, the requested information to be utilized by the
set-top box to provide a media experience 1n the guest room.
The processor 1s further configured to determine a number of
attempts of the request that have been made by the set-top
box. When the number of attempts 1s greater than a thresh-
old, the processor 1s configured to hold the connection 1n an
open state while servicing the request and provide the
set-top box with the requested information via the connec-
tion. When the number of attempts 1s not greater than the
threshold, the processor 1s configured to send a service
unavailable response to the set-top box via the connection
and then close the connection.

According to another exemplary embodiment of the
invention, a method of providing a media experience within
a guest room of a hospitality establishment 1s disclosed. The
method includes configuring a set-top box in the guest room
to establish a connection with a media system server via a
computer network and to send a request for information to
the media system server via the connection, the requested
information to be utilized by the set-top box when providing
the media experience. The method further includes config-
uring the media system server to determine a number of
attempts of the request that have been made by the set-top
box; and, when the number of attempts 1s greater than a
threshold, to hold the connection 1n an open state while
servicing the request and provide the set-top box with the
requested information via the connection; and, when the
number of attempts 1s not greater than the threshold, to send




US 9,832,495 B2

3

a service unavailable response to the set-top box via the
connection and then close the connection.

BRIEF DESCRIPTION OF THE FIGURES

FIG. 1 1s a block diagram of a hotel media system
including a media system server and a plurality of client
devices according to one configuration of the present inven-
tion.

FIG. 2 illustrates a table showing actions taken by the
server of FIG. 1 in different situations according to an
exemplary configuration of the present invention.

FIG. 3 illustrates a simplified hotel media system having
three STBs that have all been rebooted at substantially the
same fime.

FI1G. 4 illustrates a first exemplary timeline diagram for
the simplified media system of FIG. 3 where STBs make
requests at substantially the same time.

FIG. 5 illustrates a second exemplary timeline diagram
tor the simplified media system of FIG. 3 where STBs make
requests at substantially the same time.

FIG. 6 1s a flowchart describing operations performed by
the server of FIG. 1 when servicing requests for information
according to a predetermined threshold representing the
maximum number of acceptable attempts per request.

FI1G. 7 1s a flowchart describing operations performed by
the server of FIG. 1 when servicing requests for information
according to a dynamic threshold representing the maximum
number of acceptable attempts per request.

DETAILED DESCRIPTION

FIG. 1 1s a block diagram of a hotel media system 100
including a media system server 102 and a plurality of client
devices 104 according to one configuration of the present
invention. For illustration purposes, the client devices 104
are shown as set-top boxes (STBs); however, the present
invention 1s equally applicable to other types of client
devices. The STBs 104 are coupled to the server 102 through
a network 106, which could be a wired or wireless Internet
protocol (IP) network 1nstalled at the hotel property or could
be an external network such as the Internet. In one configu-
ration, the server 102 includes a communication module
112, a servicing module 116, a request number module 118,
a threshold setting module 120, a delay time prediction

module 122, a memory device 124, a configuration database
130, and a processor 114. Although, the modules 112, 116,

118, 120, 122 are shown 1n FIG. 1 as a dedicated hardware
modules, they may also be implemented 1n other configu-
rations as software program(s) that are executed by a general
or specific purpose processor 114 and that causes the pro-
cessor 114 to operate pursuant to the software program(s) to
perform the functions described below.

At boot-up, each STB 104 executes a stored application
program 110 that causes a request for configuration infor-
mation from the server 102. In another configuration, the
requested configuration information may be the application
program 110 (or a significant portion of the application
program 110) 1tself. This could be the case where that STBs
104 run a built-in web browser upon boot-up and then
download, from the server 102, a custom application pro-
gram 110 that 1s thereafter executed within the web browser
environment on the STB 104. The server 102 services each
request for configuration iformation by searching for the
requested imnformation 1n the configuration database 130 and
then sending the requested information to the requesting
STB 104. The mmformation requests by the STBs may be
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4

dynamic in nature such that different information i1s sent
from the server 102 to different STBs 104. Retrieving the
desired information for each STB 104 in the database 130
may incur significant delays while the database 130 searches
for and then formats the requested information. Caching
data retrieved from the database 130 may somewhat speed
the servicing times; however, there will mnevitably be a load
on the server 102 for a period of time due to each request.

Depending on certain factors, the server 102 may deter-
mine 1tself to be 1n an overloaded state. One factor that may
be utilized to determine whether or not the server 102 1s
overloaded includes monitoring how many simultaneous
connections at the server 102 are currently open with STBs
104. For example, a typical transport control protocol
(TCP)/IP based media system server 102 may only be able
to support a predetermined maximum number of open TCP
connection (e.g., one thousand open TCP connections) and
will be unable to open any additional network connections
once the limit 1s reached. Therefore, the server 102 may
monitor how many connections are currently open and
define 1ts operating state to be overloaded when the number
of currently open connections 1s greater than a percentage
such as ninety percent of the maximum allowable connec-
tions, for example. Another factor that could be utilized to
determine whether or not the server 102 1s overloaded, either
in combination with open connections or separately,
includes monitoring an average delay-time per request. The
server 102 may continuously calculate an average time delay
between receiving requests from STBs 104 and providing
the requested information to the STBs 104. When the
average time becomes greater than a threshold 117 such as
ten seconds, for example, the server 102 may define its
operating state to have become overloaded. Other combina-
tions ol factors may also be utilized to determine when the
server 102 has become overloaded including, but not limited
to, processor 114 usage, communication module 112 net-
work usage, database 130 usage, eftc.

When operating 1n an overloaded state, 1n one configu-
ration, unless the requesting STB 104 has already reached a
maximum number of acceptable request attempts, the server
102 refuses to service newly received requests from the STB
104. By rejecting newly received requests, very little addi-
tional load 1s placed on the server 102. For example, the
server 102 may refuse the connection with a service unavail-
able response code such as hypertext transier protocol
(HT'TP) response code 503 Service Unavailable as defined
by RFC 2616, page 70. However, by continuing to service
requests that have already been attempted more than the
maximum number of acceptable times, a minimum service
quality 1s preserved. For example, in one configuration,
when receiving a request from a STB 104, the request
number module 118 determines a number of attempts of the
request made by the STB 104, and, when overloaded, the
servicing module 116 only services the request when the
number of attempts 1s greater than a threshold 117 that
represents a maximum number of acceptable attempts. As
will be explained, the threshold 117 may be predetermined
or dynamic.

To allow the request number module 118 to determine the
number of attempts, each STB 104 may include a request
attempt counter 108 for counting request attempts. When
making a request, the current number of attempts 1s included
in the request. For example, upon a first attempt of a request,
the counter would indicate a value of “1”. If the request was
retried, for example due to the first attempt being retused or
not recetved by the server 102, the counter would be
incremented and would indicate a value of “2” since this 1s
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the second attempt. The same counter action would continue
for each subsequent request until the request 1s finally
serviced by the server 102 and the counter 108 would then

be reset back to a value of “1” for the first attempt of a new
request. For an HTTP based request, the STB 104 may
include the number of attempts within the request 1 a
custom header such as “X-attempts”. The request number
module 118 then determines the number of attempts of the
request by examining the headers of the request to read the
current number of attempts as specified within the “X-at-
tempts” header. For non-HT'TP based requests, a similar
field may be created 1n a header or data section of the request
packet. In this way, the STBs 104 may keep track of the
number of attempts for each request, which reduces load on
the server 102 by not requiring the server 102 to track the
number of attempts per request. This configuration 1s par-
ticularly well-suited to a hotel media system 100 having
STBs 104 being provided as a part of the system 100.
Because the STBs 104 are only executing authorized appli-
cation program(s) 110 or firmware that 1s designed to
cooperate with the server 102, there is little concern that a
particular STB 104 will “cheat” by 1naccurately reporting a
higher than accurate number of request attempts in order to
receive preferential service from the server 102.

In another configuration, the memory device 124 of the
server 102 stores request attempt counters 126 for different
STBs 104. The request number module 118 then determines
the number of attempts of each request by utilizing the
counter 126 corresponding to the requesting STB 104 to
count a number of request attempts made by the requesting
set-top box 104. Although, this configuration places an
additional load on the server 102 to keep track of the number
of attempts for each STB 104, one benelit 1s that fairness 1s
guaranteed because 1t will be impossible for a rogue STB
104 to report an inaccurate number of attempts to gain
preferential treatment from the server 102. This 1s usetul
when the present invention 1s utilized with client devices
that cannot be trusted to accurately report the correct number
ol attempts, or when client devices are provided by or under
the control of users or a third-party vendor. For example, in
a media system 100 that allows foreign devices to request
information from the server 102, the foreign devices may not
be configured to include the number of attempts within the
header of each request. In this case, the server 102 may track
the number of attempts using the counters 126 in the
memory device 124.

In another configuration, the server 102 may automati-
cally detect which client devices are including the number of
attempts 1n the request headers, and only track the number
ol attempts for client devices that are not already operable to
do it themselves. This allows the server 102 to utilize the
present invention with any kind of client device whether or
not the client device natively supports the method of the
present invention.

FIG. 2 1llustrates a table showing actions 200, 202, 204,
206 taken by the server 102 of FIG. 1 1n different situations
according to an exemplary configuration of the present
invention. As shown in FIG. 2, when the server 102 1s not
operating in the overloaded state (actions 200, 204), regard-
less of the number of attempts for each request, the server
102 simply accepts the network connection with the request-
ing STB 104 and services the request. Although, there may
be slight delays due to servicing times and multitasking,
overhead, because the server 102 1s not overloaded, the
server 102 generally starts servicing the request immedi-
ately.
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When the server 102 1s overloaded (actions 202, 206),
whether or not an mmcoming request will be serviced 1s
decided by the servicing module 116 according to how many
attempts of the request have been made so far. When the
number of attempts 1s greater than a threshold 117 (action
206), this means the requesting STB 104 has already
repeated this request more than a maximum acceptable
number of times and therefore 1s given preference by the
server 102. For example, the requesting STB 104 may have
been delayed due to being repeatedly refused service by the
server 102. In order to prevent the same STB 104 from being
continuously refused service, once the number of attempts
has exceeded the threshold 117, even if overloaded, the
server 102 will accept the network connection with the
requesting STB 104 and hold the connection open until the
server 102 1s able to service the request and send the
requested information to the STB 104. Because the server
102 15 overloaded, there may still be a delay while the server
102 services the request, but a delay with guaranteed service
at the end of the delay 1s better than continuing to refuse
service to a STB 104 that has already attempted the request
greater than the threshold 117 number of times. Additionally,
to speed service, the servicing module 116 may internally
change the job order to give priority to a request that has a
number of attempts being greater than the threshold 117.

As shown by action 202 in FIG. 2, when the server 102
1s overloaded and receives a request having a number of
attempts being less than or equal to the threshold 117, the
server 102 refuses the connection by sending a service
unavailable message. Additionally, 1n order to prevent a
worsening of the overloaded state and to avoid unnecessary
network congestion from request retries, the delay time
prediction module 122 predicts an amount of time required
by the server 102 to exit the overloaded state, and includes
this time as a retry-after delay in the service unavailable
message. Upon receiving the service unavailable message
from the server 102, the requesting STB 104 waits the
retry-aiter delay specified 1n the service unavailable message
before attempting a subsequent retry of the request. When
using the HT'TP response code 503 Service Unavailable, as
specified by RFC 2616, page 70, a retry-after delay field 1s
available for specilying the retry-after delay. However, it
should be noted that no guidance 1s provided by RFC 2616
on how to calculate the retry-after delay. When not using
HTTP requests, a custom service unavailable packet may be
defined including a similar retry-after delay field.

To calculate the retry-after delay, 1n one configuration of
the present mvention, the delay time prediction module 122
includes a pending request log 132 storing a record of
pending requests including current requests being serviced
and prior requests from other STBs 104 that have not yet
been serviced and for which the servicing module 116
previously sent one or more service unavailable messages.
The delay time prediction unit 122 predicts the amount of
time required to exit the overloaded state by calculating an
estimated time required to service these pending requests. In
this way, when refusing service, the retry-after delay 1s used
by the server 102 to schedule the subsequent retry to occur
when the server 102 will exit the overloaded state. Request
retries are thereby scheduled to maximize utilization of the
server 102 without further overloading the server 102. By
refusing the connections for requests for which the number
of attempts 1s not greater than the threshold 117, and
scheduling them to be retried when the server 102 predicts
it will no longer be overloaded, the server 102 will not reach
its maximum number of possible connections, and will
therefore continue to be available for more urgent requests
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that have a number of attempts already exceeding the
threshold 117 (action 206 in FIG. 2). When calculating the
retry-after delay, a random time may also be added to or
subtracted from the predicted time to exit the overloaded
state to account for unknown server 102 events that may
occur before the subsequent retry of the request 1s made.
The threshold 117 may be predetermined or dynamically
configured by the threshold setting module 120. In one
configuration, the threshold 117 represents a maximum
allowable number of attempts per request before the server
102 will always accept the connection and service the
request, even when it 1s overloaded. The threshold 117 may
be configured to limit the maximum delay that could be
encountered by a very unlucky STB 104 before the server
102 will accept the connection and begin processing the
request. For example, 1f N designates the total number of
STBs 104, P designates the number of simultaneous requests
that may be serviced by the server 102, S designates a
maximum servicing time per request, and T designates the
threshold 117 (1.e., the maximum acceptable number of
request attempts, aifter which the server 102 will accept the
connection even if 1t 1s overloaded), the maximum delay (D)

betore the server 102 will accept a connection request from
a STB 104 can be calculated by the formula:

TS Formula 1
D=(N- 1)?

By adjusting the value of the threshold 117 (1), an
acceptable maximum delay (D) may be configured. For
example, 1n a system 100 including three thousand STBs
104, where the server 102 can simultaneously handle one
thousand TCP connections, and each request could take up
to 500 ms to service, a threshold 117 (1) value of “10”
attempts would limit the maximum delay (D) to approxi-
mately 15 seconds before the server 102 would, even if
currently overloaded, accept an eleventh connection attempt
from a very unlucky STB 104 and begin servicing the
request. The threshold 117 may also be dynamically set by
the server 102 when parameters in the above formula
change. For example, to maintain an acceptable delay (D)
when parameters such as the number of active STBs 104
(1.e., 1 use by guests) or the number of simultaneous
requests that may be serviced by the server 102 change (1.¢.,
due to scheduled maintenance processes using some of the
connections), the threshold 117 may be automatically
adjusted by the threshold setting module 120.

To better illustrate aspects of the present invention, sim-
plified examples of operations of a media system 300 having,
the server 102 are shown 1n FI1G. 3, FIG. 4, and FIG. 5. The
examples shown are simplified in that the media system 300
only includes three chients (i.e., STBs 302, 304, 306); and
the server 102 1s assumed to only be able to service a single
request at a time and 1s determined to be overloaded when
it 1s servicing a request. Each request 1s also assumed to take
the server 102 three seconds of time to service. Additionally,
the threshold 117 utilized by the servicing module 117 1s
dynamically set to be a value of *“1” when the server 102 1s
overloaded (i.e., currently servicing a request) and to be set
to a value of “0” when the server 102 1s 1dle (1.e., not
servicing a request). It should be noted that these constraints
are artificially low 1n order to facilitate an easier understand-
ing of certain aspects of the present invention. In actual
practice, however, the server 102 may be utilized 1in con-
junction with any number and types of client devices, may
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be capable of simultaneously servicing hundreds or thou-
sands of requests before being determined to have entered an
overloaded state, may have a threshold 117 set to a value
higher than “1”, and may take a different amount of time to
service each request according to various factors such type
ol request, processor 114 load, database 130 load, eftc.

FIG. 3 illustrates a simplified hotel media system 300
having three STBs 302, 304, 306 that have all been rebooted
at substantially the same time. In this example, requests for
configuration mformation are recerved at the server 102 at
substantially the same time. Such a situation could occur, for
example, after an unexpected power outage at the hotel.
Because, 1n this example, the server 102 1s deemed to be
overloaded upon beginning to service the first request 320,
the server 102 refuses the connection with the second STB
304 by sending a service unavailable message having a
retry-aiter delay of three seconds. In this way, the second
request 322 1s scheduled to be retried when the server 102
has finished processing the first request 320. Likewise, the
server 102 refuses the connection with the third STB 306 by
sending a service unavailable message having a retry-after
delay of six seconds. In this way, the third request 324 is
scheduled to be retried by the third STB 306 when the server
102 has finished processing both the first and second
requests 320, 322. The pending requests log 132 may be
utilized by the delay time prediction module 122 to keep
track of how many pending requests exist and how long each
request 1s estimated to require for completion 1n order to
predict the retry-after delay required to allow the server 102
to exit the overloaded state.

Because the server 102 has scheduled the subsequent
retries to occur when the server 102 predicts 1t will no longer
be overloaded, the servicing time 1s known to be three
seconds, and because the threshold 117 of maximum request
attempts 1s “1” 1n this example, the STBs 302, 304, 306 arc
able to accurately report a message such as “Your media
experience 1s scheduled to begin in XX seconds” to a user.
This enhances user satisfaction because the delay at each
STB 302, 304, 306 1s both known and minimized given
actual server 102 usage. In other configurations, a message
indicating the upper-bound of the maximum delay (D)
determined by formula 1 could be displayed such as “Your
media experienced 1s scheduled to begin 1n at most XX
seconds.” In both cases, the on-screen time delay may count
down 1n real time.

FIG. 4 illustrates a first exemplary timeline diagram for
the sumplified media system 300 having STBs that make
requests at substantially the same time. As shown in FIG. 4,
at time point 0, there are no requests currently being
serviced; theretore, the server 102 1s not 1n the overloaded
state, and the threshold 117 1s dynamically set to a value of
“0”. Additionally, since there are no current requests being
serviced or prior requests from other set-top boxes that have
not yet been serviced, the pending requests are “0”” and the
predicted time delay to exit the overloaded state 1s also “0”.

At time point 1, two incoming requests are received at
substantially the same time. Both requests have a number of
attempts being equal to “1” since they are first attempts. The
server 102 accepts the connection with the first STB 302 and
begins to process the request from the first STB 302. Due to
the above defined constraints 1n this example, the server 102
now determines itself to be 1n the overloaded state and
therefore refuses the connection and sends a service unavail-
able message to the second STB 304. Included 1n the service
unavailable message 1s a retry-aiter delay of “3” as deter-
mined according to the predicted amount of time the server
102 will take 1n order to finish servicing the request from the
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first STB 302. At the end of time point 1, the pending
requests value 1s “2” since both the first and second STBs
302, 304 have made requests that have not yet been serviced.
Additionally, the predicted time delay 1s “5” since there are
still two time units (i.e., seconds 1n this example) left to
service the request from the first STB 302 and three time
units for the scheduled request for STB 304.

At time point 2, a request having a number of attempts of
“1” 1s recerved from the third STB 306. Since the server 102
1s servicing the request from the first STB 302, the server
102 1s still deemed as being overloaded and therefore refuses
the connection because the number of attempts of the
incoming request (“1”°) 1s not greater than the threshold 117
of “1”. The server 102 sends a service unavailable message
to the third STB 306 and includes 1n the service unavailable
message a retry-after delay of “5” as determined according
to the predicted amount of time the server 102 will take in
order to finish servicing both the request from the first STB
302 and the prior request from the second STB 304 that has
not yet been serviced and that was scheduled by the servic-
ing module 116 to be retried after the request from the first
STB 302 1s finished being serviced. At the end of time point
2, the pending requests value 1s “3” since all three STBs 302,
304, 306 have made requests that have not yet been serviced.
Additionally, the predicted time delay 1s *7” since there 1s
still one time unit remaining to service the current request
from the first STB 302 and then the two scheduled requests
from STB 304, 306 will each take three time units to be
serviced.

At the end of time point 3, the server 102 has fimshed
servicing the request from the first STB 302 and sends the
requested information to the first STB 302. The pending
requests 1s decreased to a value of “2” since there are now
only two prior requests that have not been serviced, and the
predicted time delay 1s decreased to a value of “6” since one
time umt has passed and no new requests were scheduled. In
one configuration, the server 102 may now be deemed to no
longer be operating in the overloaded state until a next
request 1s recerved; however, 1n this example the overloaded
state 1s shown maintained because a prior request has been
scheduled to be received at the very next time point.

At time point 4, two more 1ncoming requests are received.
Because the request from the second STB 304 has a number
of attempts being equal to “2” (1.e., greater than the thresh-
old 117 of “17), the server 102 gives this request priority,
accepts the connection with the second STB 304, and begins
servicing this request. Because the server 102 1s operating 1n
the overloaded state and the request from the first STB 302
does not have a number of retries being greater than the
threshold 117 of *“17, the server 102 refuses the connection
with the first STB 302 by Sendmg service unavailable
message. Included in the service unavailable message 1s a
retry-after delay of “6” as determined according to the
predicted amount of time the server 102 will take 1n order to
finish servicing both the currently being serviced request
from the second STB 304 and the prior request from the
third STB 306 that has not yet been serviced. At the end of
time point 4, the pending requests value 1s again “3” since
all three STBs 302, 304, 306 have made requests that have
not yet been serviced. Additionally, the predicted time delay
1s “8” since there are still two time units remaining to service
the current request from the second STB 304 and then the
two scheduled requests from STB 306, 302 will each take
three time units to be serviced.

At the end of time point 5, the predicted time delay 1s
decreased to a value of *“7” since one time unit has passed
and no new requests were scheduled.
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At the end of time point 6, the server 102 has finished
servicing the request from the second STB 304 and sends the
requested information to the second STB 304. The pending
requests 1s decreased to a value of “2” since there are now
only two prior requests that have not been serviced, and the
predicted time delay 1s decreased to a value of “6” since one
time unit has passed and no new requests were scheduled.

At time point 7, the second attempt of the request by the
third STB 306 1s recerved and the server 102 accepts the
connection and begins servicing the request. The predicted
time delay 1s decreased to a value of “5” since one time unit
has passed and no new requests were scheduled. Note that
the second request from the third STB 306 does not count as
a newly scheduled request since this request was already
pending and the second attempt 1s now arriving at a time
point as scheduled.

At the end of time point 8, the predicted time delay 1s
decreased to a value of “4” since one time unit has passed
and no new requests were scheduled.

At the end of time point 9, the server 102 has finished
servicing the request from the third STB 306 and sends the
requested information to the third STB 306. The pending
requests 1s decreased to a value of *“1” since there 1s now
only one prior request that has not been serviced, and the
predicted time delay 1s decreased to a value of “3” because
only one request remains to be serviced.

At time point 10, the second attempt of the request by the
first STB 306 1s received and the server 102 accepts the
connection and begins servicing the request. The predicted
time delay 1s decreased to a value of “2” since only two time
units are left to be serviced 1n the current request and no
other requests are scheduled.

At the end of time point 11, the predicted time delay 1s
decreased to a value of “1” since only one time unit i1s
required to service the current request and no other request
are scheduled.

At the end of time point 12, the server 102 has finished
servicing the request from the first STB 302 and sends the
requested information to the first STB 302. The pending
requests 1s decreased to a value of “0” since there are no
other requests pending, and the predicted time delay 1s also
set to “0” since the server 102 1s entering the 1dle state.

At time point 13, similar to time point 0, the server 102
1s 1dle and ready to begin immediately servicing any incom-
ing request.

FIG. 5 illustrates a second exemplary timeline diagram
for the simplified media system 300 having STBs that make
requests at substantially the same time. FIG. 5 1s very similar
to FIG. 4, except 1n FIG. 5, the request made by the third
STB 306 at time point 2 has a number of attempts of “27,
which 1s higher than the exemplary threshold 117 value of
“1”. The number of attempts of “2” could have been caused
for any number of reasons including that the server 102 was
unable to service the first attempt (not shown in FIG. §)
because 1t did not receive the first attempt due to a network
106 problem.

Because the request has a number of attempts greater than
the threshold 117, unlike that shown in FIG. 4, in FIG. 5 the
server 102 does not refuse the connection to the third STB
306 at time point 2. Instead the server 102 holds the
connection 1n an open state while 1t finishes processing the
current request. At time point 4, the server 102 then begins
processing the request made by the third STB 306. This
action slightly delays the servicing of the request made by
the second STB 304, but because the number of attempts for
the request by the second STB 304 1s also greater than the
threshold 117, the server 102 holds the connection with the
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second STB 304 open. At the end of time point 6, the server
102 sends the requested information to the third STB 306,
and at the end of time point 9, the server 102 sends the
requested information to the second STB 304.

In this configuration, when a high priority request (de-
fined as having a number of attempts greater than the
threshold 117) arrives while the server 102 1s already 1n an
overloaded state, the connection to the STBs making the
high priority request 1s accepted and held open while the
server 102 services accepted requests 1n a first-come-first-
serve basis. In another configuration, the server 102 may
suspend (or cancel) servicing an accepted request that 1s not
high priority in order to immediately begin servicing a high
priority request. For example, at time point 2, the server 102
could suspend servicing the request from the first STB 302
and immediately being servicing the high priority request
from the third STB 306. Regardless of the servicing order of
the high priority requests, because the server 102 continues
to schedule requests having number of attempts less than or
equal to the threshold (1.e., first requests 1n this example)
from other STBs to be retried after a delay suflicient for the
server 102 to exit the overloaded state, the server 102
maximizes its utilization, avoids building the congestion,
and maintains at least a mimmum level of service to all
client devices.

FIG. 6 1s a flowchart describing operations performed by
the server 102 when servicing requests for information
according to a predetermined threshold 117 representing the
maximum number of acceptable attempts per request. The
steps of the flowchart are not restricted to the exact order
shown, and, in other configurations, shown steps may be
omitted or other intermediate steps added. In this configu-
ration, the server 102 performs the following operations:

Step 600: A request for information 1s received from a
STB 104 by the server 102.

Step 602: The server 102 determines whether or not the
server 102 1s operating in an overloaded state. This may
involve checking 1f the communication module 112 has
exceeded or 1s approaching a maximum number of concur-
rent TCP connections on the network, a maximum CPU/
processor 114 usage, a maximum network capacity, a maxi-
mum disk throughput, a maximum number of concurrent
database connections, or other maximum processing ability
of the server 102. If the server 102 1s not determined to be
operating in an overloaded state, control proceeds to step
612; otherwise, 1f the server 102 1s overloaded, control
proceeds to step 604.

Step 604: The request number module 118 determines a
number of attempts for the request received at step 600. For
example, 1n once configuration, each STB 104 will count the
attempts using counter 108 and include the current attempt
count 1 a header of the connection attempt. In another
configuration, the server 102 stores counters 128 1n 1ts
memory device 124 for counting the number of attempts for
requests by each STB 104.

Step 606: The number of attempts determined for the
request 1s compared with a threshold 117 representing the
maximum number of connection attempts that could go
denied by the server 102 due to being overloaded. In one
configuration, the threshold 117 may be a fixed predeter-
mined value. If the number of attempts 1s not greater than the
threshold 117, control proceeds to step 608; otherwise,
control proceeds to step 612.

Step 608: A retry-after delay 1s calculated according to a
predicted time for the server 102 to exit the overloaded state.
The retry-after delay takes into account pending requests
including both requests being currently serviced by the
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server 102 and requests that are already scheduled to be
serviced 1n the future. Calculating the retry-atter delay may
involve calculating how much time the server 102 will
require based on a historical average rate ol completing
requests, how many requests are currently pending or being
processed, how many requests have been recently denied, or
any combination of these. Another method i1s to assign
delays 1n a manner that will result 1n the retries by various
STBs 104 being scheduled into imndividual timeslots 1n the
future. For example, 1f three STBs make requests at sub-
stantially the same time and the server 102 1s too busy to
process any of the requests, the server 102 could give the
first STB a delay of 1 second, the second a delay of 2
seconds, and the third a delay of 3 seconds. Predictive
scheduling can also be utilized to estimate future loads and
schedule STBs accordingly. For example, in a hotel that has
2000 STBs mstalled and the server 102 detects that a large
number are requesting data at the same time, the server 102
may schedule longer delays for STBs 1t 1s unable to service
than 11 the hotel only had 500 STBs installed. The reason 1s
the server 102 can predict its future load level according to
the number of incoming requests, the type of requests, the
otal number of STBs, etc. It 1s also possible to simply assign
a random or fixed delay according to how many total STB
are currently installed in the hotel. For instance, 1t there are
100 STBs and each request typically takes 100 ms to process
then the average delay could be fixed at 10 seconds or
chosen as a random delay up to 10 seconds.

Step 610: The connection with the requesting STB 104 1s
refused by the communication module 112 sending a service
unavailable message specilying the retry-after delay to the
STB 104.

Step 612: The connection with the requesting STB 104 1s
accepted and the server 102 begins servicing the request
according to a job priority order. The job priority order may
be first come {irst serve, or may be based upon how many
times each request has been attempted, where requests
having a higher number of attempts are serviced before
requests having a lower number of attempts.

FIG. 7 1s a flowchart describing operations performed by
the server 102 when servicing requests for information
according to a dynamic threshold 117 representing the
maximum number of acceptable attempts per request. Again,
the steps of the flowchart are not restricted to the exact order
shown, and, in other configurations, shown steps may be
omitted or other imtermediate steps added. In this configu-
ration, the server 102 performs similar steps to that of FIG.
6; however, 1n FIG. 7, the threshold 117 1s dynamically set
in steps 720 to 724. In particular, in FIG. 7, the server 102
additionally performs the following steps:

Step 720: The server 102 determines whether or not the
server 102 1s operating 1n an overloaded state. This deter-
mination may be done 1n a way similar to that described
above for step 602. If the server 102 i1s determined to be
operating in the overloaded state, control proceeds to step
722; otherwise, iI the server 102 1s not operating in the
overloaded state, control proceeds to step 724.

Step 722: Because the server 102 1s overloaded, the
threshold 117 1s dynamically set by the threshold setting
module 120 to a value greater than zero. The exact value
may be predetermined or automatically determined accord-
ing to formula 1 described above, for example.

Step 724: Because the server 102 1s not overloaded, the
threshold 117 1s dynamically set by the threshold setting
module 120 to a value of zero. This means that the first
request attempt from a STB 104 will already have a number
of attempts being greater than the threshold 117. Therefore,
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the server 102 will immediately accept all request connec-
tions and begin servicing the requests when 1t 1s not over-
loaded.

By giving higher priority service to STBs 104 that have
been kept waiting past a certain number of retries, the server
102 maintains a better overall quality level. This 1s particu-
larly usetul 1n a hotel media system 100 when thousands of
STBs 104 attempt to simultaneously load dynamic Ul code
and application software 110 upon boot-up or reset. Accord-
ing to one aspect of the invention, the server 102 indicates
retry delays to STBs 104 1n hotel rooms to avoid network
congestion and avoid increasing server 102 overload, but
will maintain a minimum level of overall service by giving
priority to STBs 104 that have already made many request
attempts (1.e., more than a threshold 117).

Although the mvention has been described 1n connection
with a preferred embodiment, 1t should be understood that
vartous modifications, additions and alterations may be
made to the invention by one skilled in the art without
departing from the spirit and scope of the mvention. For
example, although the description of the invention has
involved a hotel media system server 102 servicing requests
from set-top boxes 104, the present mvention 1s equally
applicable to any hospitality related location or service
wishing to provide any client devices with information from
a server. Examples of hospitality locations iclude but are
not limited to hotels, motels, resorts, hospitals, apartment/
townhouse complexes, restaurants, retirement centers,
cruise ships, busses, airlines, shopping centers, passenger
trains, etc. Examples of client devices include set-top boxes,
mobile phones, laptop computers, notebook computers,
desktop computers, tablet computers, in-room control
devices such lighting and heating devices, personal digital
assistants (PDAs), digital still and video cameras, and any
other device that may be utilized to request information from
a server. Similarly, the present invention 1s also useful
outside the hospitality industry for use to avoid overloading
a server by a plurality of clients.

In summary, a method of servicing requests for informa-
tion at a server includes receiving a request for information
from a client device, and determining a number of attempts
of the request made by the client device. Both the client
device and the server may count the number of attempts for
cach request. When the number of attempts 1s greater than a
threshold, the method includes servicing the request and
sending the information to the client device. When the
number of attempts 1s not greater than the threshold, the
method includes sending a service unavailable message to
the client device. A retry-after delay may be calculated by
the server according to a predicted time for the server to exit
the overloaded state and included 1n the service unavailable
message. The predicted time may take into account both
requests currently being serviced and requests that have
been scheduled to be serviced in the future.

The various separate configurations, elements, features,
and modules of the invention described above may be
integrated or combined 1nto single units. For example, a high
definition television or other media platform can be used
instead of (or in addition to) a stand-alone set-top box. In
another example, the various modules 112, 116, 118, 120,
122 and other components 130, 114, 124 of the media
system server 102 shown in FIG. 1 may be located 1n
different physical units. Similarly, functions of single units
may be separated into multiple units. Unless otherwise
specified, features and modules described may be imple-
mented 1 hardware or software according to diflerent
design requirements. Additionally, all combinations and
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permutations of the above described features and configu-
rations may be utilized in conjunction with the ivention.

What 1s claimed 1s:

1. A hospitality media system comprising:

a media system server coupled to a computer network;

and

a set-top box coupled to the computer network;

wherein the set-top box 1s for providing a media experi-

ence 1n a guest room of a hospitality establishment, and
the set-top box establishes a connection with the media
system server over the computer network and sends a
request for information to the media system server via
the connection, the requested information to be utilized
by the set-top box when providing the media experi-
ence;

in response to receiving the request, the media system

server determines a number of attempts of the request
that have been made by the set-top box;

when the number of attempts 1s greater than a threshold,

the media system server holds the connection 1n an
open state while servicing the request and provides the
set-top box with the requested information via the
connection; and

when the number of attempts i1s not greater than the

threshold, the media system server sends a service
unavailable response to the set-top box via the connec-
tion and then closes the connection.

2. The hospitality media system of claim 1, wherein:

the connection 1s a transmission control protocol (TCP)

connection;

the request 1s a hypertext transfer protocol (HTTP)

request; and

the service unavailable response 1s a hypertext transfer

protocol (HTTP) response having response code 503.
3. The hospitality media system of claim 1, wherein the
media system server includes in the service unavailable
response a retry-aiter delay calculated to schedule the set-
top box to retry the request after at least one other request 1s
scheduled to be retried by another set-top box.
4. The hospitality media system of claim 1, wherein the
media system server further:
monitors whether the media system server 1s operating 1n
an overloaded operating state at least according to a
number of currently open network connections;

dynamically sets the threshold to a value above zero while
the media system server 1s operating 1n the overloaded
operating state; and

dynamically sets the threshold to a value of zero while the

media system server 1s not operating 1n the overloaded
operating state.

5. The hospitality media system of claim 1, wherein the
requested information 1s a custom application program for
execution by the set-top box 1n order to provide the media
experience.

6. The hospitality media system of claim S, wherein the
custom application program 1s for execution within a web
browser environment on the set-top box.

7. The hospitality media system of claim 1, wherein the
requested mnformation 1s configuration information for use
by the set-top box while providing the media experience.

8. The hospitality media system of claim 1, wherein:

the set-top box counts the number of attempts of the

request and 1ncludes a request attempt count in a header
of the request sent to the media system server; and
the media system server determines the number of
attempts of the request that have been made by the
set-top box by reading the request attempt count.
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9. The hospitality media system of claim 1, wherein the
media system server increments a request attempt counter in
a memory device when the number of attempts 1s not greater
than the threshold, the request attempt counter indicating the
number of attempts of the information request.
10. The hospitality media system of claim 1, wherein the
media system server changes an internal job order to give
priority to servicing the request when the number of
attempts 1s greater than the threshold.
11. A computer server comprising:
a communication module coupled to a computer network
for establishing a connection over the computer net-
work with a set-top box 1n a guest room of a hospitality
establishment:; and
a processor coupled to the communication module and
operable to:
receive a request for imnformation from the set-top via
the connection, the requested information to be uti-
lized by the set-top box to provide a media experi-
ence 1n the guest room;

determine a number of attempts of the request that have
been made by the set-top box;

when the number of attempts 1s greater than a thresh-
old, hold the connection 1n an open state while
servicing the request and provide the set-top box
with the requested information via the connection;
and

when the number of attempts 1s not greater than the
threshold, send a service unavailable response to the
set-top box via the connection and then close the
connection.

12. The computer server of claim 11, wherein:

the connection 1s a transmission control protocol (TCP)
connection;

the request 1s a hypertext transfer protocol (HTTP)
request; and

the service unavailable response 1s a hypertext transfer
protocol (HTTP) response having response code 503.

13. The computer server of claim 11, wherein the pro-
cessor 1s configured to determine the number of attempts of
the request that have been made by the set-top box by
reading a request attempt count included by the set-top box
in a header of the request.

14. The computer server of claim 11, wherein the pro-
cessor 15 Turther operable to calculate a retry-after delay and
to include the retry-after delay in the service unavailable
response; wherein the retry-after delay 1s calculated to
schedule the set-top box to retry the request after at least one
other request 1s scheduled to be retried by another set-top
box.

15. The computer server of claim 11, wherein the pro-
cessor 1s further operable to:

monitor whether the computer server 1s operating in an
overloaded operating state at least according to a num-
ber of currently open network connections;
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dynamically set the threshold to a value above zero while
the computer server 1s operating in the overloaded
operating state; and

dynamically set the threshold to a value of zero while the

computer server 1s not operating in the overloaded
operating state.
16. A method of providing a media experience within a
guest room of a hospitality establishment, the method com-
prising:
configuring a set-top box 1n the guest room to establish a
connection with a media system server via a computer
network and to send a request for information to the
media system server via the connection, the requested
information to be utilized by the set-top box when
providing the media experience; and
configuring the media system server to determine a num-
ber of attempts of the request that have been made by
the set-top box; and, when the number of attempts 1s
greater than a threshold, to hold the connection 1n an
open state while servicing the request and provide the
set-top box with the requested information via the
connection; and, when the number of attempts 1s not
greater than the threshold, to send a service unavailable
response to the set-top box via the connection and then
close the connection.
17. The method of claim 16, further comprising config-
uring the media system server to:
monitor whether the computer server 1s operating 1n an
overloaded operating state at least according to a num-
ber of currently open network connections;

dynamically set the threshold to a value above zero while
the computer server 1s operating in the overloaded
operating state; and

dynamically set the threshold to a value of zero while the

computer server 1s not operating in the overloaded
operating state.

18. The method of claam 16, wherein the requested
information 1s one or more of a custom application program
for execution by the set-top box 1n order to provide the
media experience and configuration mformation for use by
the set-top box while providing the media experience.

19. The method of claim 16, further comprising config-
uring the media system server to calculate a retry-after delay
and to include the retry-after delay 1n the service unavailable
response; wherein the retry-after delay 1s calculated to
schedule the set-top box to retry the request after at least one
other request 1s scheduled to be retried by another set-top
box.

20. The method of claim 16, further comprising config-
uring the media system server to change an internal job order
to give priority to servicing the request when the number of
attempts 1s greater than the threshold.
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