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SCALE ERROR CORRECTION IN A
MULTI-DIMENSIONAL MODEL

CROSS REFERENCE TO RELATED
PATENTS/PATENT APPLICATIONS D

The present U.S. Utility patent application claims priority
pursuant to 35 U.S.C. §120 as a continuation of U.S. Utility
application Ser. No. 14/610,850, entitled “SCALE ERROR
CORRECTION IN A MULTI-DIMENSIONAL MODEL,”
filed Jan. 30, 2015, which claims priority pursuant to 35
U.S.C. §119(e) to U.S. Provisional Application No. 61/934,
541, entitled “Scale Frror Correction 1n a Geo-Referenced
Three-Dimensional (3D) Model,” filed Jan. 31, 2014, both
of which are hereby incorporated herein by reference in their
entirety and made part of the present U.S. Utility patent
application for all purposes.

This application makes reference to the complete subject
matter of U.S. Utility patent application Ser. No. 13/624,816 2¢
entitled “Three-Dimensional Map System” filed Sep. 21,
2012, now U.S. Pat. No. 8,878,865 and U.S. patent appli-
cation Ser. No. 12/265,656 entitled “Method and System for
Geometry Extraction, 3D Visualization and Analysis Using
Arbitrary Oblique Imagery” filed Nov. 5, 2008, now U.S. 25
Pat. No. 8,422,823, 1ssued on Apr. 16, 2013, both of which

are 1ncorporated herein by reference in their entirety.

10

15

BACKGROUND
30

Technical Field

The technology described herein relates generally to a
system and method for correcting scale errors in a geo-
referenced multi-dimensional (e.g., 3D) model, and in par-
ticular to a system and method for rescaling and reconstruct-
ing a multi-dimensional model using known architectural
standards.

Description of Related Art

Location-based technologies and mobile technologies are
often considered the center of the technology revolution of
this century. Essential to these technologies 1s a way to best
present location-based information to devices, particularly
mobile devices. The technology used to represent this infor-
mation has traditionally been based on a two dimensional 45
(2D) map. Some eflorts have been made to generate three-
dimensional (3D) maps of urban cities with accurate 3D
textured models of the buildings via aerial imagery or
specialized camera-equipped vehicles. However, these 3D
maps have limited texture resolution, geometry quality, 350
inaccurate scaling and are expensive, time consuming and
difficult to update and provide no robust real-time 1mage

data analytics for various consumer and commercial use
cases.

35

55
BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates one embodiment of a system architec-
ture 1 accordance with the present disclosure;

FIG. 2 illustrates a flowchart representing one embodi- 60
ment of a process for accurately rescaling a multi-dimen-
sional building model in accordance with the present dis-
closure;

FIG. 3 illustrates an example embodiment for identifying
error 1 a multi-dimensional building model using siding 65
rows as the known architectural dimension in accordance
with the present disclosure;

2

FIG. 4 1llustrates an example embodiment for identifying
error 1n a multi-dimensional building model using a door as

the known architectural dimension in accordance with the
present disclosure;

FIG. 5 illustrates yet another example embodiment for
identifying error i a multi-dimensional building model
using brick layout as the known architectural dimension in
accordance with the present disclosure;

FIG. 6 illustrates an embodiment of a flowchart for
improving the accuracy of the dimensions of a building
model 1n accordance with the present disclosure;

FIG. 7 1illustrates an embodiment of a flowchart for
weighing various known architectural elements to adjust
scale 1 the dimensions of a multi-dimensional building
model 1n accordance with the present disclosure; and

FIG. 8 illustrates a diagrammatic representation of a
machine in the example form of a computer system in
accordance with the present disclosure.

DETAILED DESCRIPTION

FIG. 1 1llustrates one embodiment of system architecture
in accordance with the present disclosure. In one embodi-
ment, 1mage processing system 100 imncludes image process-
ing servers 102. Image database (DB) 104 and image
processing servers 102 are coupled via a network channel
106.

The network channel 106 1s a system for communication.
Network channel 106 includes, for example, an Ethernet or
other wire-based network or a wireless NIC (WNIC) or
wireless adapter for communicating with a wireless net-
work, such as a WI-FI network. In other embodiments, the
network channel 106 includes any suitable network for any
suitable communication interface. As an example and not by
way ol limitation, the network channel 106 can include an
ad hoc network, a personal area network (PAN), a local area
network (LAN), a wide area network (WAN), a metropolitan
area network (MAN), or one or more portions of the Internet
or a combination of two or more of these. One or more
portions of one or more of these networks may be wired or

wireless. As another example, the network channel 106 can
be a wireless PAN (WPAN) (such as, for example, a BLU-

ETOOTH WPAN), a WI-FI network, a WI-MAX network,
a 3G or 4G network, a cellular telephone network (such as,
for example, a Global System for Mobile Communications
(GSM) network).

In one embodiment, the network channel 106 uses stan-
dard communications technologies and/or protocols. Thus,
the network channel 106 can include links using technolo-
gies such as Ethernet, 802.11, worldwide interoperability for
microwave access (WIMAX), 3G, 4G, CDMA, digital sub-
scriber line (DSL), etc. Sitmilarly, the networking protocols
used on the network channel 106 can include multiprotocol
label switching (MPLS), the transmission control protocol/
Internet protocol (TCP/IP), the User Datagram Protocol
(UDP), the hypertext transport protocol (HTTP), the simple
mail transier protocol (SMTP), and the file transier protocol
(FTP). In one embodiment, the data exchanged over the
network channel 106 1s represented using technologies and/
or formats including the hypertext markup language
(HTML) and the extensible markup language (XML). In
addition, all or some of links can be encrypted using
conventional encryption technologies such as secure sockets
layer (SSL), transport layer security (TLS), and Internet
Protocol security (IPsec).

In one or more embodiments, the 1mage processing serv-
ers 102 include suitable hardware/software 1n the form of
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circuitry, logic gates, and/or code functions to process
street-level 1mages to include, but not limited to, geo-
referencing and calculation of one or more 1mage measure-
ments according to a geo-referenced orthogonal image.
Capture device(s) 108 1s 1n communication with image
processing servers 102 for collecting 1mages of building
objects. Capture devices 108 are defined as electronic
devices for capturing images. For example, the capture
devices 1nclude, but are not limited to: a camera, a phone, a
smartphone, a tablet, a video camera, a security camera, a
closed-circuit television camera, a computer, a laptop, a
webcam, wearable camera devices, photosensitive sensors,
equivalents or any combination thereof.

Image processing system 100 also provides for viewer
device 110 that 1s defined as a display device. For example,
viewer device 110 can be a computer with a monitor, a
laptop, a touch screen display, a LED array, a television set,
a projector display, a wearable heads-up display of some
sort, or any combination thereof. In one or more embodi-
ments, the viewer device includes display of one or more
building facades and associated measurements, such as, for
example, a mobile device, a conventional desktop personal
computer having input devices such as a mouse, keyboard,
joystick, or other such iput devices enabling the mput of
data and interaction with the displayed images and associ-
ated measurements.

In one embodiment, street-level 1images of a physical
building are uploaded to image processing system 100 from
a capture device. An uploaded 1mage 1s, for example, a
digital photograph of a physical building showing a facade
(s1de) of the physical building. Image processing system 100
1s used to generate accurately textured, geo-referenced
2D/3D building models based on the collected street-level
images. The textured, geo-referenced 2D/3D building mod-
cls are generated using systems and methods, for example,
as provided i U.S. Pat. No. 8,878,863, and U.S. Pat. No.
8,422,825, and hereby incorporated by reference. In addition
third party sources of textured models can be substituted in
the various embodiments described herein without departing,
from the scope of the technology described.

However, orthogonal imagery used for geo-referencing 1s
inherently 1naccurate and/or of low resolution resulting 1n
scaled 2DD/3D models that are not accurate enough to
extrapolate precise dimensions. For example, a scaled 3D
model can be used to calculate dimensions for building
matenials (1.e., siding for an exterior wall, exterior brick, a
door, etc.) 1n a construction project. Using an orthogonally
geo-referenced 3D model, the calculated dimensions are
likely to include error given the low resolution and potential
for visibility errors (e.g., occlusions).

It 1s known that some architectural elements used in the
construction imndustry are standardized. For example, rows of
siding applied to exterior walls are typically separated by
6-10 1inches (depending on the type of siding and location).
However, 1t 1s understood that other dimensions exist and
that the technology described herein i1s not limited to the
specific dimensions provided 1n example embodiments.

In one or more embodiments of the technology described
herein, a system and method 1s provided for correcting error
in a textured geo-referenced multi-dimensional building
model. Images texturing a multi-dimensional building
model are used to identily scale error by comparing to
known architectural dimensions. Once scale error 1s 1denti-
fied, the textured models are reconstructed with accurately
scaled multi-dimensional building models.

FIG. 2 illustrates a flowchart representing one embodi-
ment process for accurately rescaling a textured multi-
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dimensional building model in accordance with the present
disclosure. In step 201, at least one street-level image 1s
retrieved to identily error. In one embodiment, only a
portion of the street-level image 1s retrieved since the entire
image (facade) may not be needed for scale error correc-
tions. This portion, for example front facade, may include a
cut-out of a full 2D image that has been rectified and
correlated to vertices of geometric planes/polygons that
make up a portion of a 3D model. For example, the portion
may be a close up of the front porch of a house that includes
the front door. In step 202, known architectural elements of
the street-level 1mage are identified. In one embodiment,
architectural elements are 1dentified using known 1mage or
object recogmition techniques, including those techniques of
the US references incorporated herein by reference. In
alternative embodiments, the i1dentification of architectural
clements 1s accomplished using other approaches. For
example, the boundaries for rows of siding are automatically
identified using line detection techniques (e.g., frequency
domain filtering). For another example, boundanes (i.e.,
siding, bricks, etc.) are identified using unique feature detec-
tion methods that look for repeated, consistent parallel lines
or line intersections. For yet another example, boundaries
for architectural elements are detected using unsupervised
clustering algorithms based on learned, predictable patterns.
For yet another example, boundaries can be manually
marked up (e.g., by human observer).

In one embodiment, the boundaries for the identified
architectural element(s) are defined by correlating pixels to
the boundaries within the street-level image. In a textured,
geo-referenced multi-dimensional building model, pixel
positions are extrapolated from vertices/edges of the multi-
dimensional building model. The vertices/edges of a multi-
dimensional building model are geo-referenced with known
real-world positions and textured with a street-level image.
The known real-world positions of the vertices/edges of the
multi-dimensional building model are used to extrapolate
the real-world positions of each pixel in the street-level
image that was used in texturing the multi-dimensional
building model. In step 203, the pixels of the street-level
image are correlated to the boundaries of the identified
architectural element to define the boundaries 1n the real-
world coordinate frame.

A measurement of the architectural element 1s conducted
in step 204 using 1image processing system 100 of FIG. 1. In
one embodiment, siding rows are used as the known archi-
tectural element and the distance between siding rows (top
boundary and bottom boundary) 1s measured 1n the geo-
referenced multi-dimensional model. Pixels defining the
boundaries of the architectural elements are i1dentified as
geo-referenced pixels within the multi-dimensional building
model. In one embodiment, a plurality of measurements are
conducted to determine an average measurement between
pixels representing the boundaries of a siding row.

It 1s anticipated that the measurement of the geo-refer-
enced model architectural elements will contain inaccura-
cies due to the orthogonal 1magery resolution. This inherent
inaccuracy 1s leveraged to improve the accuracy of the
dimensions in the multi-dimensional building model. The
calculated average measurement value of the known archi-
tectural element 1s compared to a threshold measurement
according to known architectural standard dimensions in
step 205. The threshold measurement accounts for the
inherent inaccuracy of the orthogonally imagery and pro-
vides a likely range of values that are used to correlate the
average measurement value to an actual measurement value
(real dimensions based on known architectural standard
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dimensions). For example, 11 the known architectural stan-
dard dimensions for a solar panel 1s 10x10 (feet), the
threshold will be established using, for example, +/-10% of
the 10 feet (or up to 1 1t) in both directions (x and v). It the
average measurement falls within the threshold, 1t 1s
assumed that the average measurement 1s likely to be the
known architectural standard dimension. If the average
measurement fails to fall within the threshold, it 1s assumed
that 1t does not apply to the known architectural standard or
it 1s from a different standard dimension (1.e., 5x5, 15x15,
etc.).

In one embodiment, the known architectural standard
dimension 1s a distance between rows of siding on the facade
of a building. As previously discussed, the boundaries (top
and bottom edges) for rows of siding applied to exterior
walls of a building object are frequently separated by 6-10
inches (depending on the type of siding). In one embodi-
ment, a street-level image having siding exposed on at least
one exterior wall 1s provided that corresponds to a textured
geo-referenced multi-dimensional building model. Image
processing system 100 of FIG. 1 identifies the exterior siding,
using known computer vision techniques, defines the bound-
aries of the siding rows, correlates the pixels to the defined
boundaries and measures the distance between the boundary
defining pixels of adjacent rows. In one embodiment, the
distance between the boundaries 1s measured 1n a plurality of
locations on the exterior wall to create an average measure-
ment value.

The average measurement value of the boundaries
between the rows of siding 1s compared to known architec-
tural standard dimensions of, for example, 6 inches, 7
inches, 8 inches, etc. separating each row from an adjacent
row. For example, an average measurement of 6.63 inches
indicates ambiguity whether 1t 1s actually 6 inches (would
represent approx. 10.5% error) or 7 inches (would represent
approx. 5.3% error) as the architectural dimension standards
indicate. In one embodiment, the average measurement falls
within a given threshold range of +/-10% (inherent orthogo-
nal imagery error). An average measurement value of 6.63
inches 1s indicative that the siding may represent either the
6 1inch or 7 inch architectural standard dimension. To deter-
mine actual dimensions, the average measurement value 1s
compared to the threshold ranges for both 6 inches and 7
inches. In order for the 6.63 inch average measurement to be
correlated to an actual measurement of 6 inches, the average
measurement would have to fall between 5.4 inches and 6.6
inches (0.6 mnches=10%). The average measurement of 6.63
(1.e., 10.5%) 1s outside of the threshold and, therefore, the
rows ol siding are not correlated to a 6 inch distance between
rows. While described using a +/-10% threshold, other
thresholds are envisioned without departing from the scope
of the technology described herein.

In the same example, i order for the average measure-
ment to be correlated to an actual measurement of 7 inches,
the average measurement would have to fall between the
threshold range of 6.3 inches and 7.7 inches. The average
measurement of 6.63 inches (1.e., 5.3%) falls between the
threshold so i1t 1s determined that the distance between rows
of siding has high likelihood of an actual value of 7 inches.

In another embodiment, a door 1s used as the known
architectural standard dimension. There are various sizes of
doors used 1n the construction industry (e.g., single doors,
French doors, etc.). In one example, a typical door size may
be 30x80 (1.e., 30 inches wide by 80 inches high). It 1s
understood by those skilled 1n the art that the technology
described here includes, but 1s not limited to, commonly
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used door sizes (e.g., the most common widths are 28, 30
and 32 inches; typically around than 80 inches.)

Using the process described above, a street-level image 1s
used to 1dentity the door as an architectural element. In one
embodiment, an average measurement of the width and the
height 1s determined and compared to the threshold. In one
embodiment, a width-to-height ratio or height-to-width ratio
of the architectural element 1s determined and compared to
a known threshold ratio. In another embodiment, the total
area of the door 1s determined and used as the average
measurement value. Using the comparison of the average
measurement to the threshold, the actual door size 1s deter-
mined based on the known door standard dimensions.

In yet another embodiment, bricks sizes are used as the
known architectural standard dimensions. There are various
sizes of bricks used i1n the construction industry (e.g.,
standard, modular, Norman, Roman, jumbo, etc.). The size
of the brick i1s used to extrapolate a wall size and i1dentity
error 1n a geo-referenced building model. For example, a
typical brick dimension 1s 3%2x2Vax8 (depth (D)xheight
(H)xlength (L) in inches). However, it 1s understood by
those skilled in the art that the technology described here
includes, but 1s not limited to, other commonly used bricks
dimensions listed 1n Table 1.

TABLE 1

brick types and standard dimensions.

Actual Size
Brick Type D x H x L (inches)
Modular 32 x 254 x T2
Norman 35 x 254 x 1144
Roman 3o x 14 x 11Y2
Jumbo 3Vax 24 x 8
Economy 3V2 x 32 x T2
Engineer 32 x 2% x T
King 3 x 2% x 94
Queen 3x 2% x 8
Utility 32 x 3% x 11Y2

In a stmilar process to the previously discussed embodi-
ment of using siding rows as the known architectural stan-
dard dimension, brick height and width 1s used to i1dentity
error 1n the building model. An average measurement of a
distance between rows of bricks (from the bottom of one
brick to the bottom of the brick above including mortar) 1s
compared to known architectural standard dimensions sepa-
rating each row from a subsequent row. An average mea-
surement value of the geo-reference multi-dimensional
building model’s brick facade 1s determined and compared
to the threshold values for known architectural dimensions
separating the brick rows. Threshold values are established
for each of the brick types and the comparison 1s made
between the average measurement value and the known
architectural standard dimension threshold. In other embodi-
ments, a brick’s width or width and height, width-to-height
or height-to-width ratio 1s compared against known dimen-
sional architectural standards.

In step 206, the determined actual dimension of a known
architectural element 1s used to scale/rescale and reconstruct
the multi-dimensional (2D/3D) building model. In one
embodiment, an untextured, geo-referenced multi-dimen-
sional building model 1s rescaled using one of the vertices as
an anchor point. For example, i the actual dimension
determines that building model contains 10% error (too
large), a geo-referenced vertex 1s used as an anchor point and
the length of one of the lines/edges corresponding to the



US 9,830,742 B2

7

vertex 1s reduced by 10%. Once the edge has an accurate
dimension, the vertex 1s anchored (1.e., anchored 1n a real-
world position). The dimensions and position of the remain-
ing vertices and edges are adjusted accordingly to maintain
the original geometry (angles of the vertices) of the building
model. In another embodiment, a centroid (the geometric
center of the building model) 1s used as an anchor point and
the dimensions ol the vertices and edges are adjusted
accordingly. Once a rescaled building model has been recon-
structed, the building model 1s textured based on the street-
level images with the original coordinates for textures.

FIG. 3 illustrates an example embodiment for identifying,
error 1n a building model using siding rows as the known
architectural dimension 1n accordance with the present dis-
closure. Street-level image 301 captures a building object
showing a facade covered with siding. Using the techniques
described previously, the pixels corresponding to the bound-
aries ol each row of siding are determined. In one embodi-
ment, the boundaries of the entire row (e.g., left edge of the
tacade to right edge of the facade) of siding are determined.
In other embodiments, less than an entire row 1s used. Lines
302 and 303 define the upper and lower boundary of one row
of siding. Measurement 304 determines the distance
between the pixels defining the upper and lower boundary of
the row of siding. In one embodiment, the number of pixels
between the upper and lower boundary of the row of siding,
1s determined and, based on the resolution of each pixel, a
measurement (e.g., feet (1), inches (in), meters (m), centi-
meters (cm), etc.) can be extrapolated. In another embodi-
ment, the boundaries of a portion of the siding row are
determined. Lines 305 and 306 define the upper and lower
boundaries of a portion of the row of siding. Measurement
307 determines the distance between the pixels defining the
upper and lower boundaries of the row of siding. In yet
another embodiment, measurements 304 and 307 are aver-
aged to determine an average measurement of the distance
between rows of siding.

In one embodiment, the camera orientation relative to the
tacades of the building 1n the 1image 1s solved using known
methods. The building facade orientation information 1s
used to skew (1.e., rectity) the street-level image to appear as
il 1t was captured from directly 1n front of the corresponding
tacade of the building. By solving for the building facade
orientations and rectifying the street-level image, the siding
rows are parallel lines and do not converge to cause error in
the average measurements across the length of the facade. In
another embodiment, the street-level image 1s a rectified
street-level 1mage created during model construction and
texturing.

FI1G. 4 illustrates an example embodiment for identifying
error 1n a building model using a door as the known
architectural dimension in accordance with the present dis-
closure. Street-level image 401 shows a front fagade of a
building object that includes a door. The boundaries of the
known architectural feature (1.e., the door) are determined
and a dimension 1s extrapolated based on the geo-referenced
pixels of door 402 boundaries. For the example illustrated in
FIG. 4, street-level 1image 401 provides a resolution 0.1
inches per pixel. It 1s determined that top dimension 403 and
bottom dimension 404 (width dimensions) of door 402 have
305 pixels providing for a dimension of 30.5 inches (0.1
inches per pixelx3035 pixels=30.5 inches). Additionally, it 1s
determined that left dimension 4035 and right dimension 406
(height dimensions) have 802 pixels, yielding an 80.2 inch
left and rnight dimension for the door. In one embodiment, a
ratio between the door height and width 1s used to identify
error and determine the actual dimensions of the door. As

10

15

20

25

30

35

40

45

50

55

60

65

8

with the previous examples, the measurements are compared
to existing known door dimensions and error rates compared
to 1dentify a possible known architectural standards match.
FIG. 4 1s used for diagrammatic purposes, specific position-
ing and designation of dimensions may change from 1mage-
to-image and distinct architectural feature. For example, the
known door architectural standard may include or not
include the door frame as shown. For example, when an
external storm door 1s also included, 1n some embodiments,
measurements will be taken of the storm door only, the
exterior door or both.

FIG. 5 illustrates yet another example embodiment for
identifving error in a building model using a brick layout as
the known architectural dimension i1n accordance with the
present disclosure. Street-level image 501 captures a fagade
ol a building object showing exposed brick. In one embodi-
ment, a portion of the fagade 1s used to establish the top and
bottom boundaries of a horizontal row of brick 1n a similar
technique to the previously discussed siding rows. Portion
502 shows an exposed brick facade with bricks 1n the
traditional oflset pattern. Top boundary 503 and bottom
boundary 504 are determined for a row of bricks. Average
measurement 3505 1s determined using the difference
between the geo-referenced pixels corresponding to top
boundary 503 and bottom boundary 504. The average mea-
surement between top boundary 503 and bottom boundary
504 are compared to the known architectural standards for
bricks dimensions (see Table 1) to determine actual dimen-
sions. In another embodiment, the left boundary 506 and
right boundary 507 of the brick are used to 1dentily error and
rescale and reconstruct the building model. Average mea-
surement 508 1s determined using the difference between the
geo-referenced pixels corresponding to left boundary 506
and right boundary 507 and compared to the known archi-
tectural standards for brick dimensions. For greater accuracy
of multiple smaller dimensioned architectural features (e.g.,
bricks), averaging of an error associated with a large number
of the bricks will increase accuracy.

FIG. 6 illustrates an embodiment of a flowchart for
improving the accuracy of the dimensions of a building
model 1n accordance with the present disclosure. In one
embodiment, the process of 1dentifying error, rescaling and
reconstructing 1s used to improve the accuracy of a multi-
dimensional building model. Process 600 includes 1dentifi-
cation of error in a multi-dimensional building model by
retrieving a street-level 1mage 1n step 601 that contains
architectural elements (i.e., siding, brick, door, window,
etc.). In step 602, boundaries of an architectural element are
identified (e.g., siding). In step 603, the pixels of the
street-level 1mage are correlated to the boundaries of the
identified architectural element to define the boundaries and
are used to measure the dimensions of the architectural
clement 1n step 604. The measurement 1s compared to the
known architectural element standard dimensions to deter-
mine the actual measurement 1n step 603. Steps 602 through
605 are repeatable 609 1n an 1dentification and measurement
cycle 606.

In one embodiment, the repeated comparison between the
measurement of multiple selections of an architectural ele-
ment (e.g., siding measurements in various locations within
the 1mage) and the known architectural standard dimensions
established 1n step 603 1s fed into a weighted decision engine
in step 607 to determine an average scaling error. The
weilghted decision engine 1n step 607 uses learned statistical
analysis to improve scaling over time and measurements. As
more statistical information 1s accumulated (learned), the
weilghted decision engine creates a more predictable result.
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In step 608, the building model 1s resealed and reconstructed
according to the decision determined by the weighted deci-
sion engine in step 607.

FIG. 7 illustrates an embodiment of a flowchart for
welghing various known architectural elements to adjust
scale 1n the dimensions of a building model in accordance
with the present disclosure. Process 700 includes identifi-
cation of error in a multi-dimensional building model by
retrieving a street-level 1mage 1n step 601 that contains
architectural elements. In one embodiment, the repeated
identification and measurement cycle 606 i1s performed
(606(1), 606(2) . . . 606(»)) for multiple architectural ele-
ments (e.g., siding (1), brick (2), door (3), etc.) identified 1n
the street-level image retrieved 1n step 601. For example, 1
the retrieved street-level image includes more than one
architectural element (e.g., a brick facade also showing the
front door), 1dentification and measurement cycle 606 (re-
peated for averaging) 1s performed for each architectural
feature to determine which architectural feature(s) 1n
weighted decision engine in step 607 would likely provide
the most accurate, resealed building model in step 608. For
example, measuring the bricks may statistically prove a
better gauge of scale error.

In one embodiment, a weighted decision engine 1s pro-
vided to determine the architectural elements(s) that are
most likely to produce an accurately resealed and recon-
structed building model based on using a least quantity of
processing or providing fastest cycle times, or that prove
more accurate over time. In addition, location of architec-
tural elements may determine specific facade scaling. For
example, 1I a door on a fagcade indicates an error (4% too
large) and bricks on a side fagade indicate an error in width
(3% too narrow), the different facades could be resealed
separately.

In addition, the various embodiments may be interchange-
ably implemented before, during or after construction of the
multi-dimensional model.

Referring now to FIG. 8, therein 1s shown a diagrammatic
representation of a machine 1 the example form of a
computer system 800 within which a set of instructions, for
causing the machine to perform any one or more of the
methodologies or modules discussed herein, may be
executed. Computer system 800 includes a processor,
memory, non-volatile memory, and an interface device.
Various common components (e.g., cache memory) are
omitted for illustrative simplicity. The computer system 800
1s mtended to 1llustrate a hardware device on which any of
the components depicted 1n the example of FIG. 1 (and any
other components described 1n this specification) can be
implemented. The computer system 800 can be of any
applicable known or convenient type. The components of
the computer system 800 can be coupled together via a bus
or through some other known or convenient device.

This disclosure contemplates the computer system 800
taking any suitable physical form. As example and not by
way ol limitation, computer system 800 may be an embed-
ded computer system, a system-on-chip (SOC), a single-
board computer system (SBC) (such as, for example, a
computer-on-module (COM) or system-on-module (SOM)),
a desktop computer system, a laptop or notebook computer
system, an interactive kiosk, a mainframe, a mesh of com-
puter systems, a mobile telephone, a personal digital assis-
tant (PDA), a server, or a combination of two or more of
these. Where appropriate, computer system 800 may include
one or more computer systems 800; be unitary or distrib-
uted; span multiple locations; span multiple machines; or
reside 1n a cloud, which may include one or more cloud
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components 1n one or more networks. Where appropriate,
one or more computer systems 800 may perform without
substantial spatial or temporal limitation one or more steps
ol one or more methods described or 1llustrated herein. As
an example and not by way of limitation, one or more
computer systems 800 may perform 1n real time or 1n batch
mode one or more steps of one or more methods described
or illustrated herein. One or more computer systems 800
may perform at different times or at different locations one
or more steps ol one or more methods described or 1llus-
trated herein, where appropnate.

The processor may be, for example, a conventional micro-
processor such as an Intel Pentium microprocessor or
Motorola power PC microprocessor. One of skill m the
relevant art will recognize that the terms “machine-readable
(storage) medium” or “computer-readable (storage)
medium™ 1include any type of device that 1s accessible by the
Processor.

The memory 1s coupled to the processor by, for example,
a bus. The memory can include, by way of example but not
limitation, random access memory (RAM), such as dynamic
RAM (DRAM) and static RAM (SRAM). The memory can
be local, remote, or distributed.

The bus also couples the processor to the non-volatile
memory and drive unit. The non-volatile memory 1s often a
magnetic tloppy or hard disk, a magnetic-optical disk, an
optical disk, a read-only memory (ROM), such as a CD-
ROM, EPROM, or EEPROM, a magnetic or optical card, or
another form of storage for large amounts of data. Some of
this data 1s often written, by a direct memory access process,
into memory during execution of software in the computer
800. The non-volatile storage can be local, remote, or
distributed. The non-volatile memory 1s optional because
systems can be created with all applicable data available 1n
memory. A typical computer system will usually include at
least a processor, memory, and a device (e.g., a bus) cou-
pling the memory to the processor.

Software 1s typically stored in the non-volatile memory
and/or the drive unit. Indeed, for large programs, 1t may not
even be possible to store the entire program in the memory.
Nevertheless, 1t should be understood that for software to
run, 1f necessary, 1t 1s moved to a computer readable location
appropriate for processing, and for illustrative purposes, that
location 1s referred to as the memory in this paper. Even
when software 1s moved to the memory for execution, the
processor will typically make use of hardware registers to
store values associated with the software, and local cache
that, 1deally, serves to speed up execution. As used herein, a
soltware program 1s assumed to be stored at any known or
convenient location (from non-volatile storage to hardware
registers) when the solftware program 1s referred to as
“implemented 1n a computer-readable medium.” A processor
1s considered to be “configured to execute a program” when
at least one value associated with the program 1s stored 1n a
register readable by the processor.

The bus also couples the processor to the network inter-
face device. The interface can include one or more of a
modem or network interface. It will be appreciated that a
modem or network 1nterface can be considered to be part of
the computer system 800. The interface can include an
analog modem, i1sdn modem, cable modem, token ring
interface, satellite transmission interface (e.g., “direct PC”),
or other interfaces for coupling a computer system to other
computer systems. The interface can include one or more
input and/or output devices. The I/O devices can include, by
way ol example but not limitation, a keyboard, a mouse or
other pointing device, disk drives, printers, a scanner, and
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other mput and/or output devices, including a display
device. The display device can include, by way of example
but not limitation, a cathode ray tube (CRT), liquid crystal
display (LLCD), or some other applicable known or conve-
nient display device. For simplicity, 1t 1s assumed that
controllers of any devices not depicted reside 1n the inter-
face.

In operation, the computer system 800 can be controlled
by operating system software that includes a file manage-
ment system, such as a disk operating system. One example
ol operating system software with associated file manage-
ment system software 1s the family of operating systems
known as Windows® from Microsoit Corporation of Red-
mond, Wash., and their associated file management systems.
Another example of operating system soiftware with its
associated file management system software 1s the Linux™
operating system and its associated file management system.
The file management system 1s typically stored in the
non-volatile memory and/or drive unit and causes the pro-
cessor to execute the various acts required by the operating
system to input and output data and to store data in the
memory, including storing files on the non-volatile memory
and/or drive unit.

The technology as described herein may have also been
described, at least in part, 1n terms of one or more embodi-
ments. An embodiment of the technology as described
herein 1s used herein to 1llustrate an aspect thereof, a feature
thereot, a concept thereol, and/or an example thereof. A
physical embodiment of an apparatus, an article of manu-
facture, a machine, and/or of a process that embodies the
technology described herein may include one or more of the
aspects, features, concepts, examples, etc. described with
reference to one or more of the embodiments discussed
herein. Further, from figure to figure, the embodiments may
incorporate the same or similarly named functions, steps,
modules, etc. that may use the same or different reference
numbers and, as such, the functions, steps, modules, eftc.
may be the same or stmilar functions, steps, modules, etc. or
different ones.

While particular combinations of various tunctions and
features of the technology as described herein have been
expressly described herein, other combinations of these
features and functions are likewise possible. For example,
the steps may be completed 1n varied sequences to complete
the textured facades. The technology as described herein 1s
not limited by the particular examples disclosed herein and
expressly incorporates these other combinations.

What 1s claimed 1s:

1. A computing device comprises:

an 1nterface;

a local memory; and

a processing module operably coupled to the interface and
the local memory, wherein the processing module func-
tions to:
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retrieve, from a multi-dimensional model database, a
multi-dimensional model;
identily an architectural element located on one or
more surfaces of the multi-dimensional model;
define a plurality of boundaries for the architectural

element;
determine measurements between two or more of the
plurality of boundaries of the architectural element;
compare the determined measurements to a plurality of
known similar architectural element’s standard dimen-
sions, within an error threshold;
select, based on the comparing, actual dimensions of a
known similar architectural element that 1s dimension-
ally closest to the architectural element;

determine an error in scaling of the multi-dimensional

model based on comparing the determined measure-
ments to respective dimensions on the known similar
architectural element;
perform a statistical analysis for a determined error in
scaling for a plurality of architectural elements and
selecting a minimum statistical occurrence of the error

in scaling, wherein the statistical analysis predicts, based
on a comparison of the determined error in scaling,
which architectural element of at least two or more
architectural elements of the plurality of architectural
clements would produce a most accurate rescaled
multi-dimensional model; and

rescale the multi-dimensional model according to the

minimum statistical occurrence of the error.

2. The computing device of claim 1, wherein the multi-
dimensional model includes any of: a two-dimensional (2D)
building, a three-dimensional (3D) building or a building
interior.

3. The computing device of claam 1 further comprises
reconstructing the resealed multi-dimensional model.

4. The computing device of claim 1, wherein dimensions
are determined automatically or manually.

5. The computing device of claim 1, wherein dimensions
are determined by a plurality of geo-referenced pixels.

6. The computing device of claim 1, wherein the retrieved
multi-dimensional model includes imagery rectified and
correlated to vertices of geometric planes or polygons of the
multi-dimensional model.

7. The computing device of claim 1, wherein the statistical
analysis 1s performed by any of: a weighted decision engine
or a learned statistical analysis system.

8. The computing device of claim 1, wherein the archi-
tectural element includes any of: siding row(s), door(s),
brick(s), or window(s), each having known architectural
standard dimensions.

9. The computing device of claim 1, wherein the actual
dimensions include any of: width, height, width and height,
area, or a ratio of width-to-height or height-to-width.
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