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SYSTEMS AND METHODS FOR
CATEGORIZING AND MODERATING
USER-GENERATED CONTENT IN AN

ONLINE ENVIRONMENT

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of and claims the benefit
of priority to U.S. application Ser. No. 13/112,356, filed May
20, 2011 (now allowed), the disclosure of which 1s expressly
incorporated herein by reference to 1its entirety.

TECHNICAL FIELD

Exemplary embodiments relate to online (for example,
web-based) content delivery systems. In particular, exem-
plary embodiments relate to systems and methods for cat-
cgorizing and moderating user-generated content in an
online environment.

BACKGROUND

Many types of Internet websites, such as blogs and
forums, allow for publication of user-generated content.
Also, such websites frequently allow for moderation of
user-generated content. For example, such systems may
assess the nature of the content and moderate publication of
such content based upon the unsuitability of the content.
User-generated content may be assessed, for example, to
determine whether the content 1s of an abusive or otherwise
unsuitable nature for publication on the website. User-
generated content found to be unsuitable for publication may
be prevented from an 1nitial publication or may be removed
from the website after an initial publication.

Some conventional moderation systems use supervisor-
based (1.e., human) moderation, whereby one or more per-
sons with special privileges enforces moderation policies.
Other systems use user moderation, whereby users moderate
content generated by other users. Still further moderation
systems use a combination of supervisor and user modera-
tion. However, the reliance on human moderators 1n existing,
systems tends to make the moderation process time-con-
suming and error-prone. Human moderators of highly popu-
lar websites, for example, may be unable to keep pace with
a fast intlux of content generated by users, which may result
in long delays 1n publication of the user-generated content or
in inadequate or error-prone moderation.

SUMMARY

Exemplary embodiments relate to systems and methods
for categorizing and moderating user-generated content 1n
an online environment, such as user comments to be pub-
lished on a web page, 1n a blog, and the like. The system
automatically categorizes the type of content to be pub-
lished, and determines whether 1t 1s suitable for publication.

In accordance with one exemplary embodiment, a com-
puter-executable method 1s provided for moderating publi-
cation of textual content 1n an online environment. The
method includes receiving at a computer system text to be
published 1n an online environment, and processing the text
at the computer system using a machine learning system
implementing a machine learning algorithm embodied on
one or more computer-readable media to calculate a first
numeric likelihood that the text falls into a first selected
category unsuitable for publication. The method also
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2

includes comparing the first numeric likelihood to a first set
of threshold values associated with the first selected cat-

cgory and stored 1n a database of the computer system, and
determining whether to electronically publish the text in the
online environment or exclude the text from publication
based on the comparison of the first numeric likelthood to
the first set of threshold values.

In accordance with another exemplary embodiment, a
computer-executable method 1s provided for assigning an
expertise level to a user 1in an online environment. The
method includes receiving at a computer system a set of
texts generated by the user. The method includes processing
the set of texts at the computer system using a machine
learning system implementing a machine learning algorithm
embodied on one or more computer-readable media, the
machine learning system analyzing a sequence of n-grams in
the set of texts and calculating a first set of likelithoods
corresponding to the likelithood of the set of texts falling into
a first selected category unsuitable for publication. The
method also 1includes assigning an expertise level to the user
based on the first set of likelihoods, and electronically
indicating the expertise level of the user in the online
environment.

In accordance with another exemplary embodiment, one
or more non-transitory computer-readable media are pro-
vided. The compute-readable media are encoded with com-
puter-executable instructions for performing a method for
moderating publication of textual content 1n an online envi-
ronment. The method includes receiving at a computer
system text to be published 1n an online environment, and
processing the text at the computer system using a machine
learning system implementing a machine learning algorithm
embodied on one or more computer-readable media to
calculate a first numeric likelihood that the text falls 1nto a
first selected category unsuitable for publication. The
method also includes comparing the first numeric likelthood
to a first set of threshold values associated with the first
selected category and stored 1n a database of the computer
system, and determining whether to electronically publish
the text 1n the online environment or exclude the text from
publication based on the comparison of the first numeric
likelihood to the first set of threshold values.

In accordance with another exemplary embodiment, one
or more non-transitory computer-readable media are pro-
vided. The compute-readable media are encoded with com-
puter-executable istructions for performing a method for
assigning an expertise level to a user 1n an online environ-
ment. The method includes receiving at a computer system
a set of texts generated by the user. The method i1ncludes
processing the set of texts at the computer system using a
machine learning system implementing a machine learning
algorithm embodied on one or more computer-readable
media, the machine learning system analyzing a sequence of
n-grams 1n the set of texts and calculating a first set of
likelihoods corresponding to the likelihood of the set of texts
falling 1nto a first selected category unsuitable for publica-
tion. The method also 1ncludes assigning an expertise level
to the user based on the first set of likelihoods, and elec-
tronically indicating the expertise level of the user 1in the
online environment.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other objects, aspects, features and
advantages of exemplary embodiments will be more fully
understood from the following description when read
together with the accompanying drawings, in which:
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FIG. 1 1s a flowchart showing an exemplary computer-
implemented and computer-executable method according to
exemplary embodiments for categorizing and moderating
publication of user-generated content.

FIG. 2 1s a diagram showing an exemplary database table
according to exemplary embodiments for storing informa-
tion about user-generated content.

FIG. 3 1s a flowchart showing an exemplary computer-
implemented and computer-executable method according to

exemplary embodiments for assigning an expertise level to
a user.

FIG. 4 1s a flowchart showing an exemplary computer-
implemented and computer-executable method according to
exemplary embodiments for training, testing and using a
machine learning system implementing a machine learning
algorithm embodied on one or more computer-readable
media.

FIG. 5 1s a flowchart showing an exemplary computer-
implemented and computer-executable method according to
exemplary embodiments for pre-processing examples 1n a
reference corpus.

FIG. 6A 1s a diagram showing an exemplary reference
COrpus.

FIG. 6B 1s a diagram showing an exemplary features table
produced by pre-processing the exemplary reference corpus
of FIG. 6A.

FIG. 7 1s a flowchart showing an exemplary computer-
implemented and computer-executable method according to
exemplary embodiments for training and testing a machine
learning system implementing a machine learning algorithm
embodied on one or more computer-readable media to
automatically assess the likelihood of a particular piece of
user-generated text falling into a selected category.

FIG. 8A 1s a diagram showing an exemplary reference
corpus including positive and negative examples of a
selected category.

FIGS. 8B-8C are diagrams showing the exemplary refer-
ence corpus of FIG. 8A 1n greater detail, wherein positive
and negative examples are selected for training a machine
learning system implementing a machine learning algorithm
embodied on one or more computer-readable media and
other positive and negative examples are selected for testing
the machine learning system implementing a machine learn-
ing algorithm embodied on one or more computer-readable
media.

FIG. 9 1s a diagram showing a histogram of exemplary
accuracy values achieved by diflerent trained weak learners.

FIG. 10 1s a flowchart showing an exemplary computer-
implemented and computer-executable method according to
exemplary embodiments for generating a training vector and
for training a machine learning system implementing a
machine learning algorithm embodied on one or more
computer-readable media on a selected category.

FIG. 11 1s a diagram showing processing performed by
the exemplary method of FIG. 10.

FIG. 12 1s a flowchart showing an exemplary computer-
implemented and computer-executable method according to
exemplary embodiments for generating a test vector and for
testing a trained machine learning system implementing a
machine learning algorithm embodied on one or more
computer-readable media on a selected category.

FIG. 13 1s a diagram showing processing performed by
the exemplary method of FIG. 12.

FIG. 14 1s a flowchart showing an exemplary computer-
implemented and computer executable method according to
exemplary embodiments for implementing a boosting sys-
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4

tem 1mplementing a boosting algorithm embodied on one or
more computer-readable media.

FIG. 15 1s a flowchart showing an exemplary computer-
implemented and computer-executable method according to
exemplary embodiments that may be used to categorize web
page content in a production environment.

FIG. 16 1s a block diagram of an exemplary computing
device that may be used 1n to perform any of the exemplary
methods disclosed herein.

FIG. 17 1s diagram of an exemplary network environment
suitable for a distributed 1mplementation of exemplary
embodiments.

DETAILED DESCRIPTION

Exemplary embodiments address deficiencies of conven-
tional online comment moderation systems. Exemplary
embodiments provide systems, devices and methods for
computer-based categorization and moderation of user-gen-
erated content before publication of the content on a web
page. In exemplary embodiments, the moderation process
may include, but 1s not limited to, automatically publishing
content that 1s unlikely to be unsuitable for publication and
automatically excluding from publication content that is
likely to be unsuitable for publication.

Exemplary embodiments may specily one or more cat-
egories of textual content that are unsuitable for publication.
An exemplary category may further include one or more
content sub-categories. Exemplary categories and sub-cat-
cgories may be provided for unsuitable content including,
but not limited to, abusive content, homophobic content,
racist content, sexist content, spam content, and the like. In
an exemplary embodiment, the exemplary “abusive” cat-
cgory may include exemplary sub-categories of “racist,”
“sexist,” “homophobic,” and the like.

Exemplary embodiments may provide computing sys-
tems, computing devices and computer-executable methods
which implement machine learning tools to automatically
analyze the textual content generated by a user prior to
publication on a web page. The user-generated content may
include free-text content or content conforming to any
particular format. Based on the analysis, exemplary embodi-
ments may determine the likelithood that the user-generated
content 1s either a positive example or a negative example of
one or more categories and/or sub-categories that are unsuit-
able for publication on the web page. I the user-generated
content 1s determined to be a positive example of any of the
unsuitable categories and/or sub-categories to a predefined
degree of certainty, exemplary embodiments may automati-
cally exclude the content from publication on the web page.
If the user-generated content 1s determined to be a negative
example of all of the unsuitable categories and/or sub-
categories to a predefined degree of certainty, exemplary
embodiments may automatically include the content for
publication on the web page.

Because exemplary embodiments allow automatic com-
puter-based moderation, the moderation process 1s fast-
paced (for example, 1n real time) and 1s capable of keeping
pace with a fast influx of user-generated content that 1s
experienced for popular websites. In addition, exemplary
embodiments are capable of reliably determining a likel:-
hood that the user-generated content falls into one or more
categories of text that are unsuitable for publication on the
web page, thus avoiding introduction of human error that 1s
otherwise experienced 1in moderation systems that rely on
human moderators.
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Exemplary embodiments may perform fully automatic
moderation, for example, by automatically determining
whether to publish user-generated content. In some exem-
plary embodiments, human review may be used along with
automatic computer-based tools to determine whether to
publish the content on the web page, and/or to confirm a
decision taken by the automatic tools on publishing the
content on the web page. Exemplary embodiments may
perform automatic moderation with optional user mvolve-
ment and supervision, for example, by requesting a user to
confirm whether to publish or to exclude from publication
user-generated content 1n certain cases.

I. Definitions

Certain terms are defined in this section to facilitate
understanding of exemplary embodiments.

The term “‘set” refers to a collection of one or more items.

The terms “reference corpus,” “reference database,” and
“reference examples” refer to a collection of textual
examples that, for a particular category ol content, are
classified as either positive or negative examples of that
particular category. A reference database may contain a
collection of positive or negative textual examples for a
single category or for a plurality of textual categories.

The term “n-gram”™ refers to a sub-sequence ol n con-
secutive textual items from a particular textual sequence. An
n-gram of size one 1s referred to as a “umigram, an n-gram
ol size two 1s referred to as a “bigram” and an n-gram of size
three 1s referred to as a “trigram,” and the like.

The term ““feature” refers to an n-gram. Textual features
may be sorted into n-gram sub-sequences for processing by
a machine learning system implementing a machine learning
algorithm embodied on one or more computer-readable
media. Features used to sort textual features may include
different types ol n-grams, for example, unigrams and
bigrams, unigrams and bigrams and trigrams, and the like.

The term “stop word” refers to a word, a collection of
words or any other textual feature that 1s highly common in
natural language text and that does not contribute to the
predictive value of determining whether a piece of text 1s a
positive or a negative example of a selected category. A
collection of stop words usable 1n accordance with exem-
plary embodiments may be predefined and updated by a
user. Exemplary stop words may include, but are not limited
to, “a,” “the,” and the like.

The term ““vector” refers to a representation of a particular
textual content as a vector in a hyperspace. The hyperspace
may be a multi-dimensional space to which a text catego-
rization problem 1s mapped 1n order to facilitate a machine
learning system implementing a machine learning algorithm
embodied on one or more computer-readable media to
process and analyze the problem. Exemplary vectors may be
generated and processed by a computing device, a comput-
ing system and/or a computer-executable method.

The term “training vector” refers to a vector that 1s used
in training a machine learning system implementing a
machine learning algorithm embodied on one or more
computer-readable media.

The term “testing vector” refers to a vector that 1s used in
testing a trained machine learning system implementing a
machine learning algorithm embodied on one or more
computer-readable media.

The term “weak learner” refers to a computer-imple-
mented and computer-executable textual classifier that fol-
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6

lows a set of one or more rules to classily any given piece
of text into a positive or a negative example of a selected
category.

The term “machine learning system™ refers to a comput-
ing system implementing a machine learning algorithm
embodied on one or more computer-readable media.

The term “boosting algorithm™ refers to a computer-
implemented and computer-executable method for improv-
ing the accuracy of a machine learning system implementing
a machine learning algorithm encoded on one or more
computer-readable media. Exemplary boosting algorithms
usable 1 accordance with exemplary embodiments may
include, but are not limited to, the AdaBoost, icsiboost,
textbooster algorithms.

The term “boosting system” refers to a computing system
implementing one or more exemplary boosting algorithms
embodied on one or more computer-readable media.

11.

Exemplary Embodiments

Exemplary embodiments are described below with refer-
ence to the drawings. One of ordinary skill in the art will
recognize that exemplary embodiments are not limited to the
illustrative embodiments, and that components of exemplary
systems, devices methods are not limited to the illustrative
embodiments described below.

FIG. 1 1s a flowchart showing an exemplary computer-
implemented and computer-executable method 100 to deter-
mine whether to publish specific user-generated content, for
example, a comment to be posted on a website. In an
exemplary embodiment, the method 100 may perform fully
automatic moderation, for example, by automatically deter-
mining whether to publish user-generated content. In
another exemplary embodiment, the method 100 may per-
form automatic moderation with optional user involvement
and supervision, for example, by requesting a user to con-
firm whether to publish or to exclude from publication
user-generated content 1n some or all cases.

In step 102, exemplary embodiments may receive an
indication of whether the content 1s unsuitable for publica-
tion on a web page. Alternatively, 1n step 102, exemplary
embodiments may analyze the content to generate an 1ndi-
cation of whether the content 1s unsuitable for publication on
a web page. The indication may be generated by a trained
machine learning system implementing a machine learming
algorithm and a boosting algorithm embodied on one or
more computer-readable media. Exemplary indications may
take any form suitable for use in method 100 including, but
not limited to, one or more quantitative indications (for
example, one or more probability values) that indicate the
likelihood that the content 1s a positive or negative examples
of one or more categories of content that are suitable and/or
unsuitable for publication on a web page.

In an exemplary embodiment 1n which a probability value
1s used as an indication that the content 1s a positive example
of an unsuitable category, a higher probability value 1ndi-
cates a higher likelihood that the content 1s unsuitable for
publication. Similarly, in an exemplary embodiment in
which a probability value 1s used as an indication that the
content 1s a negative example ol an unsuitable category, a
higher probability value indicates a higher likelihood that
the content 1s not unsuitable for publication.

In an exemplary embodiment in which the content 1s
categorized based on a single unsuitable category, the con-
tent has a single associated probability value for the cat-
cgory. For example, the content may have a probability
value associated with an “abusive” category of 0.3. In



US 9,824,141 B2

7

another exemplary embodiment in which the content 1is
categorized based on two or more unsuitable categories, the
content has an associated probability value for each unsuit-
able category. For example, the content may have a prob-
ability value associated with the “sexist” category of about
0.5 and a probability value associated with a “racist” cat-
egory of about 0.0.

In step 104, exemplary embodiments may receive or
generate one or more threshold values associated with each
unsuitable category. The threshold values may be used to
automatically determine 11 the probability value associated
with a particular content 1s sufliciently high to warrant
automatic exclusion from publication of the content, and/or
to determine if the probability value 1s sufliciently low to
warrant automatic publication of the content. In an exem-
plary embodiment, the threshold values may be predefined
values associated with the category. In an exemplary
embodiment, the threshold values may be determined based
on an analysis of the distribution of publication-suitable and
publication-unsuitable content in a reference corpus over
varying threshold values.

For example, 11 1t 1s determined that, among a plurality of
content examples 1n the reference corpus, all of the content
examples having probability values below a particular
threshold value are not 1n the unsuitable category, then that
threshold value may be used as a first lower threshold value
in exemplary embodiments. Similarly, if 1t 1s determined
that, among a plurality of content examples in the reference
corpus, all of the content examples having probability values
above a particular threshold value are in the unsuitable
category, then that threshold value may be used as a second
higher threshold value 1 exemplary embodiments. The
second higher threshold value may indicate a probability
value at or above which the content 1s very likely be a
positive example of the unsuitable comment category and,
therefore, 1s likely to be unsuitable for publication. The first
lower threshold value may indicate a probability value at or
below which the content 1s unlikely be a positive example of
the unsuitable category and, therefore, 1s very unlikely to be
unsuitable for publication.

In an exemplary embodiment, the one or more threshold
values may be set to the same value, over all of the
unsuitable categories. In another exemplary embodiment,
the threshold values may set to different values for different
unsuitable categories, for example, the threshold values may
be lower for a more mflammatory category like “racist,” the
threshold values may be higher for a more general category
like “abusive.”

In steps 106 and 114, exemplary embodiments may com-
pare the probability values associated with a particular
content falling into one or more unsuitable categories
against the threshold values associated with the categories.
In an exemplary embodiment, a lower first threshold value
and a lower second threshold value may be used for each
unsuitable category.

In this exemplary embodiment, in step 106, exemplary
embodiments may determine 1f the probability values asso-
ciated with the content associated with one or more catego-
ries are all lower than the first lower threshold wvalues
associated with the unsuitable categories. Alternatively,
exemplary embodiments may determine 1f the probability
values associated with the content associated with one or
more categories are all equal to or lower than the first lower
threshold values associated with the unsuitable categories.

In an exemplary embodiment 1n which a single category
1s used, the content has a single probability value associated
with that category (for example, that the content has a
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probability value of 0.45 of falling 1n the “abusive” cat-
cgory). In this exemplary embodiment, step 106 compares
the single probability value with the first lower threshold
value associated with the single category (for example,
compares 0.45 with a first lower threshold value of 0.4 for
the “abusive” category).

I1 the single probabaility value 1s lower than the first lower
threshold value associated with the single category, this
indicates that 1t 1s very likely that the content 1s not unsuit-
able for publication and that the content may be automati-
cally published on the web page (by taking the “Yes”
branch). Alternatively, 1f the single probability value 1s
lower than or equal to the first lower threshold wvalue
associated with the single category, this indicates that 1t 1s
very likely that the content 1s not unsuitable for publication
and that the content may be automatically published on the
web page (by taking the “Yes” branch). Otherwise, the
content 1s not suitable for automatic publication, and the
“No” branch 1s taken.

In another exemplary embodiment 1n which two or more
categories are used, the content has two or more associated
probability values, each probability value associated with
one of the categories (for example, that the comment has a
probability value of 0.3 of falling into the “homophobic™
category and a probability value of 0.1 of falling into the
“sexist” category). In this exemplary embodiment, step 106
compares the probability value associated with each cat-
cgory with the first lower threshold value associated with
that particular category (for example, compares 0.3 with a
first lower threshold value of 0.2 for the “homophobic”
category, and compares 0.1 with a first lower threshold value
of 0.3 for the “sexist” category).

If the probability value for each unsuitable category 1s
lower than the first lower threshold value of that category,
this indicates that 1t 1s likely that the content, 1s not unsuit-
able for publication and that the content may be automati-
cally published on the web page (by taking the “Yes”
branch). That 1s, the probability values for all of the catego-
ries must meet the lower-than-first-threshold requirement for
automatic publication of the content. Alternatively, 1f the
probability value for each unsuitable category 1s lower than
or equal to the first lower threshold value of that category,
this indicates that 1t 1s likely that the content 1s not unsuitable
for publication and that the content may be automatically
published on the web page (by taking the “Yes” branch).
Otherwise, the content 1s not suitable for automatic publi-
cation, and the “No” branch 1s taken.

In an exemplary embodiment, the decision on whether to
automatically publish the user-generated content on the web
page may be based on whether the user-generated content 1s
a negative example of one or more unsuitable categories. In
another exemplary embodiment, the decision on whether to
automatically publish the user-generated content on the web
page may be based on whether the user-generated content 1s
a negative example of one or more unsuitable categories and
also on a category of the textual content of the web page.
The category of the web page may be determined by an
exemplary machine learning system implementing a
machine learning algorithm and a boosting algorithm
embodied on one or more computer-readable media.

In step 108, one or more actions associated with the
automatic publication of the content may be performed. The
one or more actions may include, but are not limited to,
automatically publishing the content on the web page,
scheduling automatic publication of the content on the web
page, designating the content for automatic publication on
the web page, and the like.
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Optionally, 1n step 110, exemplary embodiments may
enter or update information associated with the user who
generated the content based on the automatic publication of
the content. Exemplary user information may include, but 1s
not limited to, the total quantity of content generated by the
user that has automatically been published, and/or the aver-
age probability values associated with one or more unsuit-
able categories for the user’s generated content.

Returming to step 106, 1f the “No” branch 1s taken, this
indicates that there 1s a sutlicient likelihood that the content
may be unsuitable for publication on the web page. I11 this
exemplary embodiment, 1n step 114, exemplary embodi-
ments may determine if the probability values of the content
associated with one or more categories are higher than the
second higher threshold values associated with the catego-
ries. Alternatively, exemplary embodiments may determine
if the probability values of the content associated with one
or more categories are higher than or equal to the second
higher threshold values associated with the categories.

In an exemplary embodiment 1n which a single category
1s used, the content has a single probability value associated
with that category (for example, that the content has a
probability value of 0.45 of falling 1n the *“abusive™ cat-
cgory). In this exemplary embodiment, step 114 compares
the single probability value with the second higher threshold
value associated with the single category (for example,
compares 0.45 with a second higher threshold value of 0.9
for the “abusive” category).

If the single probability value 1s higher than the second
higher threshold value associated with the single category,
this indicates that 1t 1s likely that the content 1s unsuitable for
publication and the content may be automatically excluded
from publication on the web page (by taking the “Yes”
branch). Alternatively, 1f the single probability value 1s
higher than or equal to the second higher threshold value
associated with the single category, this indicates that 1t 1s
likely that the content 1s unsuitable for publication and the
content may be automatically excluded from publication on
the web page (by taking the “Yes” branch). Otherwise, the
content may require closer review, and the “No” branch 1s
taken.

In another exemplary embodiment 1n which two or more
categories are used, the content has two or more associated
probability values, each probability value associated with
one of the categories (for example, that the content has a
probability value of 0.3 of falling into the “homophobic”™
category and a probability value of 0.1 of falling into the
“sexist” category). In this exemplary embodiment, step 114
compares the probability value associated with each cat-
cgory with the second higher threshold value associated with
that particular category (for example, compares 0.3 with a
second higher threshold value of 0.75 for the “homophobic”
category, and compares 0.1 with a second higher threshold
value of 0.8 for the *“sexist” category).

If the probability value associated with any category 1s
higher than the second higher threshold value of that cat-
cgory, this indicates that it 1s likely that the content 1is
unsuitable for publication and that the content may be
automatically excluded from publication on the web page
(by taking the “Yes” branch). That 1s, the content may be
automatically excluded from publication 11 the probability
value for any of the categories meets the higher-than-
second-threshold requirement. Alternatively, 1f the probabil-
ity value associated with any category 1s higher than or equal
to the second higher threshold value of that category, this
indicates that 1t 1s likely that the content 1s unsuitable for
publication and that the content may be automatically
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excluded from publication on the web page (by taking the
“Yes” branch). Otherwise, the content may require closer
review, and the “No” branch 1s taken.

In an exemplary embodiment, the decision on whether to
automatically exclude the user-generated content from pub-
lication on the web page may be based on whether the
user-generated content 1s a positive example of one or more
unsuitable categories. In another exemplary embodiment,
the decision on whether to automatically exclude the user-
generated content from publication on the web page may be
based on whether the user-generated content 1s a positive
example of one or more unsuitable categories and also on a
category of the textual content of the web page. For
example, certain user-generated comments that may be
unsuitable for a web page marketed to teenagers may be
suitable for a web page marketed to adults. The category of
the web page may be determined by an exemplary machine
learning system implementing a machine learning algorithm
and a boosting algorithm embodied on one or more com-
puter-readable media.

In step 116, one or more actions associated with the
automatic exclusion of the content from publication may be
performed. The one or more actions may include, but are not
limited to, automatically discarding the content, automati-
cally publishing the web page without the content, auto-
matically designating the content as being unsuitable for
publication, and the like.

Optionally, 1n step 118, exemplary embodiments may
enter or update information associated with the user who
generated the content based on the automatic publication of
the content. Exemplary user information may include, but
are not limited to, the total number of content generated by
the user that were automatically excluded from publication,
the average probability values associated with one or more
unsuitable categories for the user’s generated content, and
the like.

Returning to step 114, 1f the “No” branch 1s taken, this
indicates that 1t 1s unclear 1f the content 1s suitable or
unsuitable for publication on the web page. In step 124,
exemplary embodiments may send the content along with
the associated probability value or score to a human review
who may reads the content and decide whether to publish the
content.

FI1G. 2 1llustrates an exemplary database structure 200 (for
example, a database table) for storing information on users
(for example, commenters) who generate web page content.
One of ordinary skill in the art will appreciate that the
database structure 200 of FIG. 2 1s merely 1illustrative and
that any suitable storage structure may be used to store user
information. One of ordinary skill in the art will also
appreciate that the types of information shown 1n FIG. 2 are
illustrative and that any type of information may be stored
with respect to any user 1n database structure 200.

The database structure 200 may be structured as a table
and may include a table entry for each user who generates
content for the web page. The database structure 200 may
include one or more columns including, but not limited to,
a column 202 for storing a unique ID for a user, a column
204 for storing the total number of comments generated by
the user, a column 206 for storing the total number of
comments generated by the user that were automatically
excluded from publication by a trained machine learning
system 1implementing a machine learming algorithm embod-
ied on one or more computer-readable media, and a column
208 for storing the total number of comments generated by
the user that were automatically published by a tramned
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machine learning system implementing a machine learning,
algorithm embodied on one or more computer-readable
media.

The database structure 200 may include suitability infor-
mation on each user’s comments. In an exemplary embodi-
ment, the database structure 200 may include suitability or
unsuitability scores for each of the user’s comments, which
may be based on the probability values associated with the
comments. In an exemplary embodiment, the database struc-
ture 200 may include average suitability or unsuitability
scores for the user’s comments 1n each unsuitable category,
for example, 1n a column 210 (for the unsuitable category
“abusive™), column 212 (for the unsuitable category “rac-
1st”’), column 214 (for the unsuitable category “sexist™). The
database structure 200 may also include an expertise level
(for example, whether the user 1s a “problem”™ user or an
“expert” user) assigned to the user i each unsuitable
category, for example, 1 a column 210 (for the unsuitable
category “‘abusive”), column 212 (for the unsuitable cat-
cgory “racist”), column 214 (for the unsuitable category
“sexist”). The database 200 may also include an overall
expertise level (Tor example, whether the user 1s a “problem”™
user or an “‘expert” user) assigned to the user over all
unsuitable categories, for example, in a column 216.

In exemplary embodiments, the database structure 200
may include a column 218 indicating whether the user has
been warned for unsuitable comments, a column 220 indi-
cating whether the user has been flagged for unsuitable
comments, a column 222 indicating whether the user has
been banned from generating comments, and the like.

Exemplary embodiments may use a trained machine
learning system implementing a machine learning algorithm
embodied on one or more computer-readable media for
analyzing user-generated content and generating a probabil-
ity value associated with the content. The probability value
may indicate the likelithood that the content falls into a
particular unsuitable category.

FIG. 3 1s a flowchart showing an exemplary computer-
implemented and computer-executable method 300 accord-
ing to exemplary embodiments for assigning an expertise
level to a user. The exemplary method 300 may be per-
tormed periodically or upon receipt of a user-generated or a
computer-generated command (for example, 1n real time).

In step 302, exemplary embodiments may review the
suitability or unsuitability information generated for some or
all of the comments of the user. The mmformation may be
reviewed 1n the exemplary database structure 200 shown in
FIG. 2.

In step 304, for each unsuitable category (for example,
exemplary categories “abusive,” “racist” and “‘sexist” 1llus-
trated 1 FIG. 2), exemplary embodiments may aggregate
the unsuitability information for the comments of the user to
generate an indication of how suitable or unsuitable the
user’s comments are 1 each category.

Exemplary embodiments may aggregate the probability
values assigned to the comments 1n relation to each category
by generating an average probability value. The average
probability value for the unsuitable category may function as
the aggregation of the unsuitability information for the
category 1n an exemplary embodiment. For example, in FIG.
2, columns 210, 212 and 214 may indicate average prob-
ability values for each user’s comments in the categories of
“abusive,” “racist” and “sexist,” respectively. Column 210
for the “abusive” category, for example, may indicate that
user 9834 has an average probability value of 0.1 for the
“abusive” category over all of his/her comments, user 532
has an average probability value of 0.9 for the “abusive”
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category over all of his/her comments, and user 6547 has an
average probability value of 0.5 for the “abusive” category
over all of his/her comments.

In an exemplary embodiment, exemplary embodiments
may assign a category-specific score based on the average
probability value for each category (for example, higher
scores for lower probability values). This category-specific
score may function as the aggregation of the unsuitability
information for the category 1n an exemplary embodiment.

In an exemplary embodiment, exemplary embodiments
may assign an expertise level to the user corresponding to
cach category (for example, whether the user 1s a “problem”™
user or an “‘expert” user) based on the average probability
value corresponding to the category or the category-specific
score. A high expertise level, for example, “Expert” user,
may be assigned 1f the average probability value 1s lower
than (or lower than or equal to) a predefined threshold value,
for example, 0.2, 0.25, 0.3, and the like. A low expertise
level, for example, “Problem” user, may be assigned 1f the
average probability value 1s higher than (or higher than or
equal to) a predefined threshold value, for example, 0.8,
0.83, 0.9, and the like. For example, 1n FIG. 2, columns 210,
212 and 214 may i1ndicate an expertise status for each user
in the categories “abusive,” “racist” and “‘sexist,” respec-
tively. Column 210 for the “abusive” category, for example,
may 1indicate that user 9834 has an expertise status of
“Expert” user based on the low average probability value of
0.1, user 532 has an expertise status of “Problem™ user based
on the high average probability value of 0.9, and user 6547
has no expertise status based on the moderate average
probability value of 0.5.

In step 306, exemplary embodiments may aggregate the
unsuitability mnformation for the comments of the user over
all unsuitable categories to generate an indication of the
suitability or unsuitability of all of the user’s comments. In
an exemplary embodiment, exemplary embodiments may
aggregate the probability values assigned to the comments
over all categories by generating an average probability
value. In an exemplary embodiment, exemplary embodi-
ments may assign the user an overall score based on the
average probability value over all categories (for example,
higher scores for lower probability values).

In step 308, exemplary embodiments may assign an
expertise level to each user or update an expertise level
previously assigned to each user based on the aggregated
unsuitability information for the user’s comments. In exem-
plary embodiments, the expertise level may be assigned
based on the unsuitability score aggregated over all catego-
ries, or based on unsuitability scores aggregated over each of
the different categories. A high expertise level, for example,
an “Expert” user status, may be assigned if the average
probability value 1s lower than (or lower than or equal to) a
predefined threshold value, for example, 0.2, 0.25, 0.3, and
the like. A low expertise level, for example, a “Problem™
user status, may be assigned 11 the average probability value
1s higher than (or higher than or equal to) a predefined
threshold value, e.g., 0.8, 0.85, 0.9, and the like. For
example, 1n FIG. 2, column 216 may indicate the expertise
level for each user. Column 216, for example, may indicate
that user 9834 1s an “Expert” user, user 332 1s a “Problem”
user, and user 6547 1s not assigned an expertise level.

In step 310, exemplary embodiments may store the user’s
expertise level and other information related to the user’s
comments.

In step 312, exemplary embodiments may perform one or
more actions based on the user’s expertise level. In an
exemplary embodiment, comments of the user published on
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the web page may be accompanied by a visual indication, for
example, a badge, that indicates the user’s expertise level. In
an exemplary embodiment, comments of the user that are
pending review by a trained machine learning system imple-
menting a machine learning algorithm embodied on one or
more computer-readable media for suitability for publication
may be prioritized or de-prioritized based on the user’s
expertise level. For example, an “Expert” user’s comments
may be prioritized over the comments of a “Problem” user.

Optionally, in step 312, exemplary embodiments may
perform one or more actions to discipline a user assigned a
low expertise level, for example, a “Problem™ level. Exem-
plary disciplinary actions may include, but are not limited to,
warning, flagging or banning the user from the website.

Figure 1s a flowchart showing a computer-implemented
and computer-executable method 400 according to exem-
plary embodiments for training, testing and using an exem-
plary machine learning system implementing a machine
learning algorithm embodied on one or more computer-
readable media.

In step 402, exemplary embodiments may define or
receive one or more categories to be used in analyzing
user-generated content. In exemplary embodiments, a cat-
egory may be binary, 1.e., content may be either a positive
example of the category or a negative example of the
category. For example, for the binary category *“abusive,”
any particular piece of text may be categorized only as a
positive example of the category (1.e., abusive) or as a
negative example of the category (i1.e., non-abusive).
Examples of binary categories include, but are not limited
to, abusive, sexist, racist, homophobic, and the like.

In step 404, a reference corpus may be compiled for each
category to contain verified positive and negative content
examples of the category. The verification may be performed
by a human reviewer.

In step 406, the reference corpora for all of the categories
may be pre-processed to facilitate the creation of training
and test vectors for tramning and testing an exemplary
machine learning system implementing a machine learning,
algorithm embodied on one or more computer-readable
media. An exemplary method 500 for pre-processing the
reference corpora 1s illustrated 1n FIG. 5 and described in
more detail below 1n connection with FIG. 5.

In step 408, an exemplary machine learning system
implementing a machine learning algorithm embodied on
one or more computer-readable media may be trained and
tested using examples in the pre-processed reference corpora
so that the trained machine learning system may automati-
cally assess whether a particular user-generated content falls
into one or more categories associated with the reference
corpora. An exemplary method 700 for training and testing
an exemplary machine-learning system 1is illustrated in FIG.
7 and described 1n more detail in connection with FIG. 7.

In step 410, upon testing of the trained machine learning
system, exemplary embodiments may determine the accu-
racy with which the trained machine learning system deter-
mines whether particular content falls 1nto the categories.

In step 412, exemplary embodiments may determine if the
accuracy value achieved by the machine learning system 1s
above a predefined threshold accuracy value. The threshold
accuracy value may be an accuracy value at or above which
the machine learning system 1s considered sufliciently accu-
rate. Exemplary threshold accuracy values in exemplary
embodiments may range from about 80% to about 100%. If
the trained machine learning system has achieved a sufli-
cient accuracy, then the machine learning system 1s consid-
ered sufliciently trained and the “Yes” branch may be taken.
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In step 414, the tramned and tested machine learning
system may be used on new user-generated content, for
example, 1 a real-time environment for a blog. An exem-
plary method 1500 for using an exemplary trained machine
learning system 1s 1llustrated 1n FIG. 15 and described 1n
more detail in connection with FIG. 15.

During 1ts use, the machine learning system may encoun-
ter content that are not present in the reference corpora.
Optionally, 1n step 416, the new examples may be included
in the reference corpora and used 1n retraining of the
machine learning system. In exemplary embodiments, the
machine learning system may be retrained at any suitable
time to 1mprove 1ts accuracy.

Returning to step 412, if the machine learning system has
not achieved a suilicient accuracy, then the “No” branch 1s
taken and further training 1s performed on the machine
learning system (1.e., control returns to step 404). In an
exemplary embodiment, before further training 1s per-
formed, the reference corpora may be enriched with more
examples 1n step 404 to improve the accuracy of the traimned
system. In another exemplary embodiment, the reference
corpora may not be further enriched before further training
takes place.

Exemplary Pre-Processing of Examples in
Reterence Corpus

FIG. § illustrates an exemplary computer-implemented
and computer-executable method 500 for pre-processing
examples 1n a reference corpus before generation of training
or testing vectors based on the examples.

In step 502, the text of each positive and negative example
in the reference corpus 1s parsed to generate a sequence of
n-grams and the frequency with which each n-gram appears
in each example.

In step 504, a features table 1s generated or updated to
populate the features table with the n-grams and associated
n-gram frequencies for the examples in the reference corpus.
If the same n-gram appears 1n two or more examples, the
same n-gram 1s not entered multiple times in the features
table, but rather the frequency of the same n-gram entry 1s
updated based on 1ts recurrence.

In step 506, each unique n-gram entry in the features table
1s provided with a unique identifier (ID). The umique ID may
be generated automatically or by a user. The unique ID may
be generated randomly or may be associated indirectly to the
n-gram.

In step 508, the n-gram entries 1n the features table are
sorted by decreasing n-gram Irequency.

In step 510, in an exemplary embodiment, one or more
stop words may discarded from the sorted features table.
Stop words are commonly used terms and tend to appear at
the top of the sorted features table due to their relatively high
frequencies. In the exemplary embodiment illustrated 1n
FIG. S, stop words may be discarded after the n-grams are
generated. In another exemplary embodiment, stop words
may be discarded before the n-grams are generated. In
another exemplary embodiment, stop words may be retained
in the pre-processing of the examples in the reference table.

In an exemplary embodiment, certain non-word textual
features that are predictive of categories may be retained.
Examples of these textual features include, but are not
limited to, capitalization, question marks, exclamation
points, and the like.

In step 512, the sorted features table 1s stored on a storage
device. The sorted features table 1s used in generating
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training vectors for training an exemplary machine learning,
system and 1n generating test vectors for testing a machine

learning system.

FIG. 6A 1s a diagram showing an exemplary reference
corpus 600 for the category “abusive.”

The reference corpus 600 includes a collection of positive
and negative examples 602 of the category “abusive™ and.,
for each example, an 1ndication 604 of whether the example
1s a positive example or a negative example of the category
“abusive,” Each example in column 602 may be parsed nto
a sequence ol constituent n-grams. In this example, uni-
grams and bigrams are used. In other exemplary embodi-
ments, trigrams and/or other n-grams may also be used.
Each n-gram in each example 1s determined to have a
frequency of one in the illustrative example. The n-gram
features and their associated frequencies are entered into a
teatures table 650 which may be stored in a database. The
exemplary reference corpus 600 of FIG. 6A 1s merely
illustrative, and any suitable storage structure may be used
to store the examples of a category.

FIG. 6B 1s a diagram showing an exemplary features table
650 corresponding to the reference corpus 600.

An exemplary features table 650 may have a column 654
for unique IDs associated with n-gram entries, a column 652
for unique n-grams, and a column 656 for n-gram frequen-
cies. Each n-gram 1s given a unique ID that 1s stored 1n the
column 652 of the features table 650. The n-gram entries 1n
the features table 650 are then sorted by decreasing n-gram
frequency i the column 656 of the features table 650.
Entries with stop words as n-grams are discarded from the
features table 650 after generation of the n-grams in an
exemplary embodiment. The exemplary features table 650
of FIG. 6B i1s merely illustrative, and any suitable storage
structure may be used to store the n-grams, their associated
frequencies and their corresponding umique IDs.

Exemplary Training and Testing of Exemplary
Machine Learning Systems

After pre-processing of the examples 1in the reference
corpus for a selected category, an exemplary machine leamn-
ing system implementing a machine learning algorithm
embodied on one or more computer-readable media may be
trained and tested using examples 1n the reference corpus so
that the traimned system 1s able to automatically assess the
likelithood of a particular piece of user-generated content
falling into the selected category (for example, abusive,
sexist, racist, and the like). The exemplary machine learning
system may employ a weak learner that follows a set of rules
to classily any given piece of text into a positive or a
negative example of the selected category. The exemplary
machine learning system may also employ a boosting algo-
rithm for improving the accuracy of the weak learner.

Exemplary machine learning systems may employ any
suitable weak learner that can classily a piece of text into a
positive or a negative example of the selected category. The
weak learner may implement any suitable technique includ-
ing, but not limited to, decision trees, neural networks,
hidden Markov models, nearest neighbor classifiers, simple
rules of thumb, and the like.

In an exemplary embodiment, the weak learner may
classily a piece of text based on the existence of one or more
pre-defined features in the text, for example, the feature
“shut up.” The pre-defined features may be associated with
positive or negative examples ol a selected category. For
example, “shut up” may be associated with the category
“abusive.” The existence of the features 1n the piece of text

10

15

20

25

30

35

40

45

50

55

60

65

16

may be used by the weak learner to classily the piece of text
as a positive example or a negative example of the selected
category.

Exemplary machine learning systems may employ any
suitable boosting algorithm including, but not limited to,
AdaBoost, 1csiboost, textbooster, linsvm, and the like. An
exemplary boosting algorithm that may be used 1n accor-
dance with exemplary embodiments calls the weak learner
repeatedly on a set of training examples 1n a series of rounds.
Before each round, a distribution of weights over the train-
ing examples 1s updated to indicate the importance of certain
examples. For example, the weights of incorrectly classified
examples are increased and the weights of correctly classi-
fied examples are decreased. The adjustment of the weight
distribution allows the weak learner to focus on the incor-
rectly classified examples 1n subsequent rounds.

FIG. 7 1s a flowchart showing an exemplary computer-
implemented and computer-executable method 700 accord-
ing to exemplary embodiments for training and testing an
exemplary machine learming system to automatically assess
the likelihood of a particular piece of user-generated text
falling 1into a selected category.

One or more parameters may be used 1n training and
testing the machine learning system. Exemplary parameters
include, but are not limited to, the weak learner used to
classity text as positive or negative examples of the selected
category, the number of rounds used 1n the boosting system,
and the like. In step 702, a set of one or more parameter
values used 1n training and testing the exemplary machine
learning system are 1mitialized. The mnitial parameter values
may be predefined.

In step 704, diflerent folds are i1dentified in the reference
corpus for use 1n training and testing the machine learning
system. Training and testing 1s performed on each of the
different folds.

In step 706, a particular training and testing fold 1s
selected 1n the reference corpus from the 1dentified folds, for
example, either the fold identified 1n FIG. 8B or the fold
identified 1n FIG. 8C (discussed below). Training examples
present 1n the selected fold are used to train the machine
learning system, and test examples present in the selected
fold are used to test the machine learning system.

In an exemplary embodiment, the machine learning sys-
tem accepts as training input a set of training vectors
generated from the training examples. In step 708, training
vectors are generated based on the training examples present
in the selected fold.

In step 710, the machine learning system 1s trained on the
training vectors.

In an exemplary embodiment, the machine learning sys-
tem accepts as test input a set of test vectors generated from
the test examples. In step 712, test vectors are created based
on test examples present 1n the selected fold.

In step 714, the trained machine learning system 1s tested
on the test vectors.

In step 716, 1n an exemplary embodiment, 1t 1s determined
whether all of the folds have been used in traiming and
testing the machine learning system. If all of the folds have
not been used, the “No” branch 1s taken and a different
training and testing fold 1s selected in the reference corpus
in step 718. Subsequently, the method returns to step 708.

Returning to step 716, 11 all of the folds have been used,
the “Yes” branch 1s taken and, i step 720, exemplary
embodiments determine the n-fold cross-validation accuracy
with which the trained machine learning system categorizes
test examples as positive and negative examples of the
selected category. For example, 1f the machine learning
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system correctly categorizes all of the test examples that are
abusive as being positive examples of the category “abu-
sive,” then the accuracy 1s determined to be 100%. Similarly,
if the machine learning system i1ncorrectly categorizes all of
the test examples that are abusive as being negative
examples of the category “abusive,” then the accuracy is
determined to be 0%.

In step 722, 1t 1s determined whether all desired parameter
values have been used in training and testing the machine
learning system. I all desired parameter values have not
been used, the “No” branch i1s taken and, in step 724, a set
of one or more different parameter values 1s selected and the
method returns to step 704.

Returming to step 722, if all desired parameter values have
been used, the “Yes” branch 1s taken and the method
proceeds to step 726.

In an exemplary embodiment, for each parameter, method
700 trains and tests the machine learming system over a
plurality of parameter values. For each parameter value used
method 700 determines the accuracy of the machine learning,
system. In step 726, exemplary embodiments assess the
change 1n the accuracy over different values for each param-
cter. For example, exemplary embodiments may generate a
graph of the accuracy (y-axis) against different parameter
values (x-axis) for each parameter. Based on the assessment,
exemplary embodiments may select a parameter value for
cach parameter at which one or more performance charac-
teristics of the machine learning system are maximized. The
performance characteristics may include, but are not limited
to, the accuracy of the machine learning system, the speed
of operation of the machine learning system, and the like.

In an exemplary embodiment, parameter values are
selected to maximize the accuracy of the machine learning
system. This results 1n the generation of a set of parameter
values, each parameter value corresponding to a diflerent
parameter, at which the accuracy of the machine learming
system 1s maximized. FIG. 9 illustrates a histogram of
accuracy values (y-axis) achuieved by different exemplary
weak learners used (x-axis), of which “weak_learner_3” 1s
selected 1n an exemplary embodiment in order to maximize
accuracy.

In step 728, exemplary embodiments may store, on a
storage device, the trained machine learning system and a set
of parameter values at which the accuracy of the machine
learning system 1s maximized.

FIGS. 8 A-8C illustrate the 1dentification of different folds
in an exemplary reference corpus 800. FIG. 8A 1s a diagram
showing an exemplary reference corpus 800 of a selected
category. The reference corpus 800 includes a set of one or
more positive examples 802 of the category and a set of one
or more negative examples 804 of the category.

FIG. 8B 1s a diagram showing a fold of the exemplary
reference corpus of FIG. 8A i which certain positive 806
and negative 808 examples are selected for training an
exemplary machine learning system and certain other posi-
tive 810 and negative 812 examples are selected for testing
the machine learming system.

FIG. 8C 1s a diagram showing a different fold of the
exemplary reference corpus of FIG. 8A in which certain
positive 814 and negative 816 examples are selected for
training an exemplary machine learning system and certain
other positive 818 and negative 820 examples are selected
for testing the machine learning system. The training and
test examples selected in FIG. 8C are different from those
selected 1n FIG. 8B. One of ordinary skill in the art waill
recognize that the exemplary folds of FIGS. 8B and 8C are
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presented merely for illustrative purposes and that any
number of suitable folds may be used.

Exemplary Generation of Exemplary Training
Vectors

FIG. 10 1s a flowchart showing an exemplary computer-
implemented and computer-executable method 1000
according to exemplary embodiments for generating a train-
ing vector for training a machine learning system on a
selected category.

In step 1002, exemplary embodiments may select a train-
ing example of the selected category from a reference
corpus. The example may be a positive example or a
negative example of the selected category.

In step 1004, exemplary embodiments may parse the
selected example to generate a sequence of one or more
n-grams 1n the selected example. Exemplary n-grams
include, but are not limited to, unigrams and bigrams,
unmigrams and bigrams and trigrams, and the like.

In step 1006, exemplary embodiments may remove one or
more predefined stop words from the generated unigrams. In
the exemplary embodiment illustrated in FIG. 10, stop
words may be discarded after the n-grams are generated. In
another exemplary embodiment, stop words may be dis-
carded before the n-grams are generated. In another exem-
plary embodiment, stop words may be retamned in the
sequence of n-grams.

Certain non-word textual features that are predictive of
whether the example falls into the selected category.
Examples of these features include, but are not limited to,
capitalization, question marks, exclamation points, and the
like.

In step 1008, exemplary embodiments may look up in the
features table the unique identifier for each n-gram gener-
ated based on the selected training example.

In step 1010, exemplary embodiments may create a
training vector associated with the selected example based
on the unique 1dentifiers for the n-grams. In an exemplary
embodiment, the training vector may be a combination, for
example, a concatenation, of the umique identifiers for the
n-grams.

In step 1012, exemplary embodiments may include a
category indication for the selected example in the training
vector, indicating whether the selected example 1s a positive
or a negative example of the selected category. This category
indication may be looked up 1n the reference corpus.

In step 1014, the tramning vector may be stored on a
storage device. The training vector may be stored directly 1n
the reference corpus or 1n a separate database.

FIG. 11 1s a diagram showing usage of the method 1000
of FIG. 10. In the exemplary use of FIG. 11, a negative
example 1106 of the exemplary category “abusive” 1is
selected from a reference corpus 1100 and used to generate
a traming vector that may be used to train an exemplary
machine learning system.

The reference corpus 1100 1s provided for the selected
category and includes a collection of positive and negative
examples 1102 of the category “abusive” and, for each
example, an indication 1104 of whether the example 1s a
positive example or a negative example.

An exemplary negative example 1106 (for example, a
blog comment *“I totally agree™) of the category “abusive™ 1s
selected from the reference corpus 1100 to be used 1n
training the machine learning system. Alternatively, a posi-
tive example may be selected. The example may be selected
automatically or by a user.
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The example 1106 1s parsed into a sequence of n-grams
1108 (*1,” “totally,” *I totally,” “agree,” “totally agree™). In

an exemplary embodiment, one or more stop words are
removed from the generated unigrams. Each feature has an
associated unique ID that 1s looked up in the features table
(UDr ID 70100 IDrraizs D agrees 1D 7oz agree ), 10T example,
the exemplary features table 650 illustrated in FIG. 6B, to
generate a sequence of unique IDs 1110. The sequence of
unique IDs 1110 may be used as a training vector 1n training,
an exemplary training example.

An indication of whether the training vector corresponds
to a positive example or a negative example of the category
“abusive” 1s provided to the machine learning system along
with the training vector. This indication 1s looked up 1n the
reference corpus 1100. In an exemplary embodiment illus-
trated 1n FIG. 11, the mndication may be included directly in
the training vector 1110, for example, as binary variable
value ({or example, +1 for a positive example or -1 for a
negative example). In another exemplary embodiment, the
indication may be provided to the machine learning system
separately from the training vector.

Exemplary Generation of Exemplary Test Vectors

FIG. 12 1s a flowchart showing an exemplary computer-
implemented and computer-executable method 1200
according to exemplary embodiments for generating a test
vector for testing a trained machine learning system on a
selected category.

In step 1202, exemplary embodiments may select a test
example of the selected category from a reference corpus.
The example may be positive example or a negative
example of the selected category.

In step 1204, exemplary embodiments may parse the
selected example to generate a sequence one or more
n-grams based on the selected example.

In step 1206, exemplary embodiments may remove one or
more predefined stop words from the generated unigrams. In
the exemplary embodiment illustrated in FIG. 12, stop
words may be discarded after the n-grams are generated. In
another exemplary embodiment, stop words may be dis-
carded before the n-grams are generated. In another exem-
plary embodiment, stop words may be retamned in the
sequence of n-grams.

Certain non-word textual features that are predictive of
unsuitable content may be retained. Examples of these
textual features include, but are not limited to, capitalization,
question marks, exclamation points, and the like.

In step 1208, exemplary embodiments may look up 1n the
features table the unique identifier for each n-gram gener-
ated based on the selected test example.

In step 1210, exemplary embodiments may generate a test
vector associated with the selected example based on the
unique 1dentifiers for the n-grams. In an exemplary embodi-
ment, the test vector may be a combination, for example, a
concatenation, of the unique i1dentifiers for the n-grams.

In step 1212, the test vector may be stored on a storage
device. The test vector may be stored directly in the refer-
ence corpus or in a separate database.

FIG. 13 1s a diagram showing usage of the method 1000
of FIG. 10. In the exemplary usage shown in FIG. 13, a
positive example 1306 of the exemplary category “abusive”
1s selected from a reference corpus 1300 and used to
generate a test vector that may be used to test an exemplary
trained machine learning system.

The reference corpus 1300 i1s provided for the selected
category and includes a collection of positive and negative
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examples 1302 of the category “‘abusive” and, for each
example, an indication 1304 of whether the example 1s a
positive example or a negative example.

An exemplary positive example 1306 (for example, a blog
comment “Kill yourself”) of the category “abusive” 1is
selected from the reference corpus 1300 to be used 1n testing
the machine learning system. Alternatively, a positive
example may be selected. The example may be selected
automatically or by a user.

The example 1306 15 parsed into a sequence of n-grams
1308 (“Kill,” “yourself,” “Kill yourself”). In an exemplary
embodiment, one or more stop words are removed from the
generated unigrams. Fach feature has an associated unique
ID that 1s looked up 1n the teatures table (IDg,;;, 1Dy, 0
ID g 11v0urser)s 101 €xample, the exemplary features table 650
shown 1n FIG. 6B, to generate a sequence of unique IDs
1310. The sequence of unique IDs 1310 may be used as a
training vector 1n training an exemplary training example.

Exemplary Computer-Implemented and
Computer-Executable Implementation of Boosting
Systems

The exemplary machine learning system may employ a
weak learner that follows a set of rules to classify any given
piece ol text into a positive or a negative example of a
selected category. The exemplary machine learning system
may also employ a boosting system employing a boosting
algorithm for improving the accuracy of the weak learner. In
an exemplary embodiment, the exemplary boosting algo-
rithm may call a selected weak learner repeatedly on a set of
training examples 1n a series of rounds. Before each round,
the boosting algorithm may update a distribution of weights
over the tramning examples to indicate the importance of
certain training examples.

An exemplary boosting system that may be used 1n
accordance with exemplary embodiments 1s described with
reference to FIG. 14. One of ordinary skill in the art waill
recognize that this boosting system 1s illustrative and does
not limit the scope ol exemplary embodiments. One of
ordinary skill in the art will recognize that any suitable weak
learner and any suitable boosting system may be used 1n
accordance with exemplary embodiments.

FIG. 14 1s a flowchart showing an exemplary computer-
implemented and computer-executable method 1400 for
implementing an exemplary boosting system. The method
1400 performs tramming over T rounds i an exemplary
embodiment.

In step 1402, m training examples may be selected at
random and training vectors associated with the m examples
are used 1n the boosting algorithm. Each training example
vector includes a collection of the unique n-gram IDs 1n the
example (denoted as x) and an indication (denoted as y) of
whether the example 1s a positive example (+1) or a negative
example (-1).

Training set: {(x,¥{), . . . ,(X,,V,,) }, Where
x.€X

}»’I-E_}»’:{—l,+1}

In step 1404, a variable (t) representing the number of the
present round may be iitialized to 1, 1.e., t=1.

In step 1406, a weight distribution (D, ) over the training
set 1s 1mnitialized for a first round of training (t=1) using the
training examples. In an exemplary embodiment, the weight
distribution 1s uniform over all training examples, 1.e.,

D,=1/m.



US 9,824,141 B2

21

General weight distribution over training set(l),): D,
on{l,....,m}

Initial weight distribution over training set for first
round(D): D =1/m

In an exemplary embodiment, the method 1400 1s over
when T rounds are completed.

In step 1408, the method may determine whether T rounds
have not been completed and 1f there are rounds left to
complete. For example, the present round number 1s checked
to determine 11 the total number of rounds has reached T. IT
the present round number 1s equal to or less than T, then the
“Yes” branch 1s taken.

In step 1410, the weak learner may be trained using the
weight distribution (D)) to generate a hypothesis (h,). In step
1412, the generated hypothesis (h,), 1.e., the classifier
obtained after training, may be stored on a storage device.

hoy—={-1+1}

In step 1414, a confidence value (a,) 1s selected to
minimize error.

aEeR

In step 1416, the confidence value 1s used to compute an
updated weight distribution to be used 1n the subsequent
round.

D, (e ¢1Yifn(x)

Dr+l(f) — 7
1

In step 1418, the present round 1s incremented by one.
I=t+1

After the present round is incremented, the method
returns to step 1408 to determine 11 a total of T rounds have
been completed. If the present round 1s greater than T, then
the “No” branch 1s taken.

In step 1420, upon completion of all of the rounds, a final
result (H(x)) 1s determined based on the hypotheses (h)
determined at each round. In an exemplary embodiment, the
final result 1s a weighted sum of the hypotheses.

b

T
H(x) = sign(f(x)) = sigu[z o by (%)
t=1

/

One of ordinary skill 1n the art will recognize that any
suitable boosting system may be used to improve the accu-
racy of a weak learner i categorizing user-generated con-
tent as positive or negative examples of a selected category.

Exemplary Use of Exemplary Trained Machine
Learning Systems

FIG. 15 1s a flowchart showing an exemplary computer-
implemented and computer-executable method 1500
according to exemplary embodiments for categorizing web
page content generated by a user.

In step 1502, exemplary embodiments may receive the
textual content.

In step 1504, exemplary embodiments may process the
selected content to generate a vector that may be used by an
exemplary trained machine learning system to determine
whether the selected content 1s a positive example of a
predefined binary category. In an exemplary embodiment,
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the vector may be generated 1n accordance with exemplary
method 1300 illustrated in FIG. 13.

In step 1506, exemplary embodiments may parse the
selected content to generate a sequence ol one or more
n-grams based on the selected content.

In step 1508, exemplary embodiments may remove one or
more predefined stop words from the sequence of n-grams.

In step 1510, exemplary embodiments may look up 1n the
features table the unique identifier for each n-gram gener-
ated based on the selected content, and generate a combi-
nation, for example, a concatenation, of the unique 1denti-
fiers for the n-grams. In an exemplary embodiment, the
combination of the unique identifiers may be used as a
vector.

In step 1512, exemplary embodiments may run an exem-
plary trained machine learning system on the generated
vector using an predefined set of optimal parameters, for
example, an optimal learner, an optimal number of rules, an
optimal error bound, and the like. The tramned machine
learning system may analyze the vector based on 1ts prior
training and generate the likelihood of the selected content
being a positive example of the predefined category.

The likelithood indication generated by the machine learn-
ing system may take any suitable form including, but not
limited to, a quantitative indication such as a fractional
probability value (ranging from 0.0 for the strongest likeli-
hood that the content 1s a negative example of the category
to 1.0 for the strongest likelihood that the content 1s a
positive example of the category), a percentage probability
value (ranging from 0% for the strongest likelihood that the
content 1s a negative example of the category to 100% for
the strongest likelihood that the content 1s a positive
example of the category), positive numbers for positive
examples and negative numbers for negative examples,
negative numbers for positive examples and positive num-
bers for negative examples, and the like.

The likelihood indication may also be any suitable range
of numbers, for example, ranging from zero (for the stron-
gest likelihood that the content 1s a negative example of the
category) to any positive number, for example, 100 (for the
strongest likelihood that the content 1s a positive example of
the category), ranging from a negative number, for example,
-100 (for the strongest likelihood that the content 1s a
negative example of the category) to any positive number,
for example, 100 (for the strongest likelihood that the
content 1s a positive example of the category).

In an exemplary embodiment, any likelihood indication
(for example, —50 to 50) may be transformed into a corre-
sponding range of probabilities (for example, 0.0 to 1.0) for
further processing.

One of ordinary skill 1n the art may recognize that inverse
logic may be used in configuring the likelihood indication.
For example, positive numbers may be used for negative
examples and negative numbers may be used for positive
examples.

In step 1514, exemplary embodiments may perform one
or more actions 1n response to the indication of whether the
selected content falls 1into the predefined category. FIG. 1
illustrates an exemplary method 100 that may be used to take
one or more actions 1n response to an indication of whether
a selected content falls 1nto a predefined category.

III. Exemplary Computing Devices

FIG. 16 1s a block diagram of an exemplary computing
device 1600 that may be used in to perform any of the
methods provided by exemplary embodiments. The com-
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puting device 1600 includes one or more non-transitory
computer-readable media for storing one or more computer-
executable nstructions or software for implementing exem-
plary embodiments. The non-transitory computer-readable
media may include, but are not limited to, one or more types
of hardware memory, non-transitory tangible media, and the
like. For example, memory 1606 included in the computing
device 1600 may store computer-executable instructions or
software for implementing exemplary embodiments. The
computing device 1600 also includes processor 1602 and
associated core 1604, and optionally, one or more additional
processor(s) 1602 and associated core(s) 1604' (for example,
in the case of computer systems having multiple processors/
cores), for executing computer-executable instructions or
soltware stored 1n the memory 1606, and other programs for
controlling system hardware. Processor 1602 and pro-
cessor(s) 1602' may each be a single core processor or
multiple core (1604 and 1604') processor.

Virtualization may be employed 1n the computing device
1600 so that infrastructure and resources in the computing
device may be shared dynamaically. A virtual machine 1614
may be provided to handle a process running on multiple
processors so that the process appears to be using only one
computing resource rather than multiple computing
resources. Multiple virtual machines may also be used with
One processor.

Memory 1606 may include a computer system memory or
random access memory, such as DRAM, SRAM, EDO
RAM, and the like. Memory 1606 may include other types
of memory as well, or combinations thereof.

A user may interact with the computing device 1600
through a visual display device 1618, such as a computer
monitor, which may display one or more user interfaces
1620 or any other interface. The visual display device 1618
may also display other aspects, elements and/or information
or data associated with exemplary embodiments. The com-
puting device 1600 may include other I/O devices such a
keyboard or a multi-point touch interface 1608 and a point-
ing device 1610, for example a mouse, for receiving mnput
from a user. The keyboard 1608 and the pointing device
1610 may be connected to the visual display device 1618.
The computing device 1600 may include other suitable
conventional I/O peripherals. The computing device 1600
may also include a storage device 1624, such as a hard-drive,
CD-ROM, or other computer readable media, for storing
data and computer-readable instructions or soitware that
implement exemplary embodiments.

The computing device 1600 may include a network
interface 1612 configured to interface via one or more
network devices 1622 with one or more networks, for
example, Local Area Network (LAN), Wide Area Network
(WAN) or the Internet through a variety of connections
including, but not limited to, standard telephone lines, LAN
or WAN links (for example, 802.11, T1, T3, 56 kb, X.25),
broadband connections (for example, ISDN, Frame Relay,
ATM), wireless connections, controller area network
(CAN), or some combination of any or all of the above. The
network 1interface 1612 may include a built-in network
adapter, network interface card, PCMCIA network card,
card bus network adapter, wireless network adapter, USB
network adapter, modem or any other device suitable for
interfacing the computing device 1600 to any type of
network capable of communication and performing the
operations described herein. Moreover, the computing
device 1600 may be any computer system, such as a
workstation, desktop computer, server, laptop, handheld
computer or other form of computing or telecommunications
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device that 1s capable of communication and that has sui-
ficient processor power and memory capacity to perform the
operations described herein.

The computing device 1600 may run any operating sys-
tem 1616, such as any of the versions of the Microsolt®
Wmdows@ operating systems, the different releases of the
Unix and Linux operating systems, any version of the
MacOS® for Macintosh computers, any embedded operat-
ing system, any real-time operating system, any open source
operating system, any proprietary operating system, any
operating systems for mobile computing devices, or any
other operating system capable of running on the computing
device and performing the operations described herein. In
exemplary embodiments, the operating system 1616 may be
run in native mode or emulated mode. In an exemplary
embodiment, the operating system 1616 may be run on one
or more cloud machine instances.

IV. Exemplary Network Environments

FIG. 17 1s an exemplary network environment 1700
suitable for a distributed 1mplementation of exemplary
embodiments. The network environment 1700 may include
one or more servers 1702 and 1704 coupled to one or more
clients 1706 and 1708 via a communication network 1710.
The network interface 1612 and the network device 1622 of
the computing device 1600 ecnable the servers 1702 and
1704 to communicate with the clients 1706 and 1708 via the

communication network 1710. The communication network
1710 may include, but 1s not limited to, the Internet, an

intranet, a LAN (Local Area Network), a WAN (Wide Area
Network), a MAN (Metropolitan Area Network), a wireless
network, an optical network, and the like. The communica-
tion facilities provided by the commumication network 1710
1s capable of supporting distributed implementations of
exemplary embodiments.

In an exemplary embodiment, the servers 1702 and 1704
may provide the clients 1706 and 1708 with computer-

readable and/or computer-executable components or prod-
ucts under a particular condition, such as a license agree-
ment. The computer-readable and/or computer-executable
components or products may include those for providing and
implementing an exemplary machine learning system. The
clients 1706 and 1708 may train and test an exemplary
machine learning system using the computer-readable and/
or computer-executable components and products provided
by the servers 1702 and 1704, and submit the trained
machine learming system to the servers 1702 and 1704 for
using the trained machine learning system to moderate
user-generated web page content.

Alternatively, 1n another exemplary embodiment, the cli-
ents 1706 and 1708 may provide the servers 1702 and 1704
with computer-readable and/or computer-executable com-
ponents or products under a particular condition, such as a
license agreement. The computer-readable and/or computer-
executable components or products may include those for
providing and implementing an exemplary machine learning
system. The servers 1702 and 1704 may train and test an
exemplary machine learning system using the computer-
readable and/or computer-executable components and prod-
ucts provided by the clients 1706 and 1708, and submit the
trained machine learming system to the clients 1706 and
1708 for using the tramned machine learning system to
moderate user-generated web page content.

V. Incorporation by Reference

The contents of all references, including patents and
patent applications, cited throughout this application are
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hereby imncorporated herein by reference 1n their entirety. The
appropriate components and methods of those references
may be selected for the invention and embodiments thereof.
Still turther, the components and methods 1dentified 1n the
Background section are integral to this disclosure and may
be used 1n conjunction with or substituted for components
and methods described elsewhere 1n the disclosure within
the scope of the mvention.

V1. Equivalents

In describing exemplary embodiments, specific terminol-
ogy 1s used for the sake of clarity. For purposes of descrip-
tion, each specific term 1s ntended to at least include all
technical and functional equivalents that operate in a similar
manner to accomplish a similar purpose. Additionally, 1n
some 1nstances where a particular exemplary embodiment
includes a plurality of system elements or method steps,
those elements or steps may be replaced with a single
clement or step. Likewise, a single element or step may be
replaced with a plurality of elements or steps that serve the
same purpose. Further, where parameters for various prop-
erties are specified herein for exemplary embodiments, those
parameters may be adjusted up or down by Yaoth, V1oth, Ysth,
1Ard, 14, and the like, or by rounded-ofl approximations
thereol, unless otherwise specified. Moreover, while exem-
plary embodiments have been shown and described with
references to particular embodiments thereof, those of ordi-
nary skill in the art will understand that various substitutions
and alterations 1n form and details may be made therein
without departing from the scope of the mvention. Further
still, other aspects, functions and advantages are also within
the scope of the invention.

Exemplary flowcharts are provided herein for illustrative
purposes and are non-limiting examples ol methods. One of
ordinary skill i the art will recognize that exemplary
methods may include more or fewer steps than those illus-
trated 1n the exemplary flowcharts, and that the steps in the
exemplary flowcharts may be performed in a different order
than shown.

What 1s claimed 1s:
1. An apparatus, comprising:
a storage device that stores a set of instructions; and
at least one processor coupled to the storage device, the at
least one processor being operative with the set of
instructions in order to:
receive, over an electronic network, at least a portion of
textual data from a user interface on a display device;
compute a numeric likelihood that the received portion
of textual data falls into a first selected category
unsuitable for publication on a web page 1n an online
environment;
determine whether to electromically publish the
recetved portion of textual data on the web page on
the display device online environment based on a
comparison of the computed numeric likelihood to a
set of threshold values associated with the first
selected category, wherein:
the set comprises (1) a first threshold value represen-
tative ol numeric likelihoods assigned to a first
portion of reference content suitable for publica-
tion on the web page in the online environment,
and (11) a second threshold value representative of
numeric likelithoods assigned to a second portion
of the reference content unsuitable for publication
on the web page 1n the online environment; and
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the second threshold value exceeds the first threshold
value;

determine whether the computed numeric likelihood
exceeds the first threshold value; and

generate an electronic command to publish the textual
data on the web page in the online environment,
when the computed numeric likelihood 1s deter-
mined not to exceed the first threshold value.

2. The apparatus of claim 1, wherein the at least one
processor 1s further operative with the set of instructions to
assign, to the user, a value indicative of a capability of the
user to generate content suitable for publication on the web
page in the online environment.

3. The apparatus of claim 1, wherein the at least one
processor 1s further operative with the set of 1nstructions to
establish that the textual data 1s unsuitable for publication on
the web page 1n the online environment, when the computed
numeric likelihood 1s determined to exceed the first thresh-
old value.

4. The apparatus of claim 1, wherein the at least one
processor 1s further operative with the set of mstructions to,
when the computed numeric likelihood 1s determined to
exceed the first threshold wvalue, determine whether the
computed numeric likelihood exceeds the second threshold
value.

5. The apparatus of claim 4, wherein the at least one
processor 1s further operative with the set of 1nstructions to
establish that the textual data 1s unsuitable for publication on
the web page 1n the online environment, when the computed
numeric likelihood 1s determined to exceed the first and
second threshold values.

6. The apparatus of claim 4, wherein the at least one
processor 1s Turther operative with the set of istructions to:

identily a user as having a predetermined expertise level,

when the computed numeric likelihood 1s determined to
exceed the first threshold value and to not exceed the
second threshold value, the predetermined expertise
level being indicative of a capability of the user to
generate content suitable for publication on the web
page 1n the online environment;

generate an electronic command to transmit information

associated with the textual data to the display device
associated with the user, the information mstructing the
display device to present at least a portion of the textual
data to the user:

recerve a response to the transmitted information from the

display device, the response being indicative a deter-
mination, by the user, of a suitability of the textual data
for publication on the web page in the online environ-
ment; and

determine whether to electromically publish the textual

data on the web page 1n the online environment based
on the received response.

7. The apparatus of claim 1, wherein the at least one
processor 1s Turther operative with the set of instructions to:
parse the textual data into a plurality of n-grams; and
compute the numeric likelihood based on an application

of a machine-learming algorithm to the plurality of
n-grams.

8. The apparatus of claim 1, wherein:

the textual data comprises a comment generated by a user

for publication on a web page; and

the second portion of the reference content comprises at

least one of an abusive comment or spam.

9. A computer-implemented method, comprising:

recerving, over an electronic network, at least a portion of

textual data from a user mterface on a display device;
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computing, using at least one processor, a numeric like-
lihood that the received portion of textual data falls into
a first selected category unsuitable for publication on a
web page 1n an online environment;
determining, using the at least one processor, whether to
clectronically publish the received portion of textual
data on the web page on the display device online
environment based on a comparison of the computed
numeric likelthood to a set of threshold values associ-
ated with the first selected category, wherein:
the set comprises (1) a first threshold value representa-
tive of numeric likelihoods assigned to a first portion
of reference content suitable for publication on the
web page in the online environment, and (11) a

second threshold value representative of numeric
likelithoods assigned to a second portion of the
reference content unsuitable for publication on the
web page in the online environment; and

the second threshold value exceeds the first threshold
value;

determining, using the at least one processor, whether the

computed numeric likelithood exceeds the first thresh-
old value; and

generating, using the at least one processor, an electronic

command to publish the textual data on the web page
in the online environment, when the computed numeric
likelihood 1s determined not to exceed the first thresh-
old value.

10. The method of claim 9, further comprising;:

receiving at least a portion of the textual data from the

display device of a user, the textual data portion being
generated by the user; and

assigning, to the user, a value indicative of a capability of

the user to generate content suitable for publication on
the web page 1n the online environment.

11. The method of claim 9, further comprising establish-
ing that the textual data 1s unsuitable for publication on the
web page 1n the online environment, when the computed
numeric likelihood 1s determined to exceed the first thresh-
old value.

12. The method of claim 9, further comprising, when the
computed numeric likelithood 1s determined to exceed the
first threshold value, determining whether the computed
numeric likelihood exceeds the second threshold value.

13. The method of claim 12, further comprising estab-
lishing that the textual data 1s unsuitable for publication on
the web page 1n the online environment, when the computed
numeric likelihood 1s determined to exceed the first and
second threshold values.

14. The method of claim 12, further comprising:

identifying a user as having a predetermined expertise

level, when the computed numeric likelihood 1s deter-
mined to exceed the first threshold value and to not
exceed the second threshold value, the predetermined
expertise level being indicative of a capability of the
user to generate content suitable for publication on the
web page 1n the online environment;
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generating an electronic command to transmit informa-
tion associated with the textual data to the display
device associated with the wuser, the information
istructing the display device to present at least a
portion of the textual data to the user;

receiving a response to the transmitted information from

the display device, the response being indicative a
determination, by the user, of a suitability of the textual
data for publication on the web page in the online
environment; and

determining whether to electronically publish the textual

data on the web page 1n the online environment based
on the received response.

15. The method of claim 9, further comprising:

parsing the textual data into a plurality of n-grams; and

computing the numeric likelihood based on an application

of a machine-learming algorithm to the plurality of
n-grams.

16. The method of claim 9, wherein:

the textual data comprises a comment generated by a user

for publication on a web page; and

the second portion of the reference content comprises at

least one of an abusive comment or spam.
17. A tangible, non-transitory computer-readable medium
that stores a set of instructions that, when executed by at
least one processor, cause the at least one processor to
perform operations comprising:
receiving, over an electronic network, at least a portion of
textual data from a user mtertace on a display device;

computing a numeric likelihood that the received portion
of textual data falls 1into a first selected category unsuit-
able for publication on a web page 1n an online envi-
ronment; and

determining whether to electronically publish the

received portion of textual data on the web page on the

display device online environment based on a compari-

son of the computed numeric likelithood to a set of

threshold values associated with the first selected cat-

cgory, wherein:

the set comprises (1) a first threshold value representa-
tive of numeric likelihoods assigned to a first portion
ol reference content suitable for publication on the
web page 1n the online environment, and (1) a
second threshold value representative of numeric
likelihoods assigned to a second portion of the
reference content unsuitable for publication on the
web page 1n the online environment; and

the second threshold value exceeds the first threshold
value;

determining, using the at least one processor, whether the

computed numeric likelithood exceeds the first thresh-
old value; and

generating, using the at least one processor, an electronic

command to publish the textual data on the web page
in the online environment, when the computed numeric
likelihood 1s determined not to exceed the first thresh-
old value.
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