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FIG.10

if (slice_type == P || slice_type == B) {
mv_competition_temporal_flag
if (mv_competition_temporal flag) {

mv_temporal_high_priority_flag
]

}
if (slice type == B) |
collocated from_|l0_flag

}

If (slice_type == P || slice_type == B) |
mv_list_adaptive_idx flag
J
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END
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FIG.15

S202
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FIG.17
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F1G.18
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FIG.19
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FIG.20
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FIG.21
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FIG.22
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F1G.28
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MOYVING PICTURE CODING APPARATUS,
MOVING PICTURE CODING METHOD, AND
MOVING PICTURE CODING PROGRAM,
AND MOVING PICTURE DECODING
APPARATUS, MOVING PICTURE
DECODING METHOD, AND MOVING
PICTURE DECODING PROGRAM

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a Continuation of U.S. patent appli-
cation Ser. No. 14/607,951, filed Jan. 28, 2015, which 1s
Continuation of U.S. patent application Ser. No. 14/092,560,
filed Nov. 27, 2013, now U.S. Pat. No. 8,976,867 1ssued
Mar. 10, 2015, which 1s a Continuation of PCT International
Application No. PCT/JP2012/003540, filed May 30, 2012,
which claims the benefit of Japanese Patent Application No.
2011-122770, filed May 31, 2011, and Japanese Patent
Application No. 2011-122771, filed May 31, 2011.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a technology of coding
and decoding moving pictures and, more particularly, to a
technology of coding and decoding moving pictures by

using motion compensation prediction.
2. Description of the Related Art

The MPEG-4AVC/H.264 standard 1s known as a typical
method for compression coding of moving pictures. In
motion compensation according to MPEG-4AVC/H.264, a
picture 1s partitioned 1nto a plurality of rectangular blocks.
A picture already coded and decoded 1s used as a reference
picture. Motion from the reference picture 1s predicted.
Motion prediction based on motion compensation is referred
to as inter prediction. In inter prediction according to
MPEG-4AV(C/H.264, a plurality of pictures can be used as
reference pictures. For motion compensation, an optimum
reference for each block picture 1s selected from the plurality
ol reference pictures. A reference index 1s assigned to each
reference picture. A reference picture 1s i1dentified by the
reference index. In a B picture, a maximum of two pictures
may be selected from the reference pictures already coded
and decoded and may be used for inter prediction. Prediction
from one of the two reference pictures 1s denoted by LO
prediction (list O prediction), which 1s primarily used for
torward prediction, and prediction from the other 1s denoted
by L1 prediction (list 1 prediction), which 1s primarily used
for backward prediction.

Bi-prediction, which uses two types of inter prediction,
1.e., LO prediction and L1 prediction, 1s also defined. In the
case of bi-prediction, two predictions are performed. Inter
prediction signals from LO prediction and L1 prediction are
multiplied by respective weight factors, and ofiset values are
added to the respective results of multiplication. The resul-
tant signals are superimposed on each other to produce an
ultimate inter prediction signal. Typical values of weight
factors and offset values used for weighted prediction are
defined and coded 1n units of pictures and for each reference
picture 1n a list. Coding information related to inter predic-
tion defined for each block includes a prediction mode for
distinguishing between LO prediction, L1 prediction, and
bi-prediction. Coding information defined for each reference
list for a given block includes a reference index 1dentifying
a reference picture, and a motion vector indicating the
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2

direction and amount of movement of the block. These 1tems
of coding information are coded and decoded.

In a moving picture coding scheme in which motion
compensation 1s performed, a motion vector 1s predicted 1n
order to reduce the code size of motion vectors generated 1n
the blocks. In MPEG-4AVC/H.264, the code size 1s reduced
by taking advantage of strong correlation of a motion vector
subject to coding to a motion vector for a neighboring block
to derive a motion vector predictor based on prediction from
the neighboring block, by deriving a motion vector differ-
ence between the motion vector subject to coding and the
motion vector predictor, and by coding the motion vector
difference.

More specifically, the code size of a motion vector 1s
reduced by deriving a median value from the motion vectors
for the neighboring blocks A, B, C and defining the value as
a motion vector predictor, and by determiming a difference
between the motion vector and the motion vector predictor
(non-patent document 1). I the shape of a block subject to
coding and that of the neighboring block differs as shown 1n
FIG. 48B, the topmost block 1s defined as a prediction block
if there are a plurality of blocks neighboring to the left, or
the leftmost block 1s defined as a prediction block 11 there are
a plurality of blocks neighboring above. If the block subject
to coding 1s partitioned into individual blocks of 16x8 pixels
or individual blocks of 8x16 pixels, as shown 1n FIGS. 48C
and 48D, a reference target prediction block 1s determined
for each individual block in accordance with the arrange-
ment of the motion compensation block, as indicated by the
vold arrows of FIGS. 48C and 48D, instead of deriving a
median value from the motion vectors for the neighboring
blocks. Prediction from the motion vectors for the deter-
mined prediction blocks 1s then performed.

| Non-Patent Document 1|
ISO/IEC 14496-10 Information technology—Coding of

audio-visual objects—Part 10: Advanced Video Coding

According to the method described in non-patent docu-
ment 1, only one prediction block i1s obtained. This may
result, depending on the type of picture, in poor prediction
precision provided by a motion vector predictor or poor
coding efliciency.

In this background, we have come to be aware of a need
to provide a picture coding scheme based on motion com-
pensation prediction in which the coding information 1s
turther compressed and the overall code size 1s reduced.

SUMMARY OF THE INVENTION

Accordingly, a purpose of the embodiment 1s to provide
a moving picture coding and decoding technology capable
of reducing the code size of motion vector diflerences and
improving the coding ethciency accordingly, by deriving
motion vector predictor candidates. Another purpose 1s to
provide a moving picture coding and decoding technology
capable of reducing the code size of coding information and
improving the coding efliciency accordingly, by deriving
candidates of coding information.

A moving picture coding device according to an embodi-
ment of the present invention 1s adapted to code moving
pictures 1n units of blocks obtained by partitioning each
picture of the moving pictures, by using motion compensa-
tion, and comprises: a motion vector predictor candidate
generation unit (120, 121) configured to derive a plurality of
motion vector predictor candidates by prediction from first
coded prediction blocks neighboring a prediction block
subject to coding within the same picture as the prediction
block subject to coding, or from a second coded prediction
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block located at the same position as or 1n the neighborhood
of the prediction block subject to coding 1n a picture
different from that of the prediction block subject to coding,
and to add the derived motion vector predictor candidates 1n
a motion vector predictor candidate list; a motion vector
predictor selection unit (124) configured to select a motion
vector predictor from the motion vector predictor candidate
list; and a coding unit (109) configured to code information
indicating a position of the motion vector predictor candi-
date selected in the motion vector predictor candidate list.
The motion vector predictor candidate generation unit (120,
121) determines, for the purpose of obtaining a predeter-
mined number of motion vector predictor candidates, which
of first coded prediction blocks provides the motion vector
from which to derive the motion vector predictor candidate,
organizing the blocks 1n the order of priority, such that the
motion vector predictor candidate generation unit processes,
in a predetermined order, prediction blocks 1n a block group
neighboring to the left and 1n a block group neighboring
above, said processing being done according to conditions 1
and 2 below in the stated order and then according to
conditions 3 and 4 below 1n the stated order, condition 1:
there 1s found a motion vector that 1s predicted by using the
same reference list and the same reference picture as that of
a coding mode selected 1n the prediction block subject to
coding; condition 2: there 1s found a motion vector that 1s
predicted by using a reference list different from that of the
coding mode selected m the prediction block subject to
coding and using the same reference picture as that of the
coding mode selected 1 the prediction block subject to
coding; condition 3: there 1s found a motion vector that 1s
predicted by using the same reference list as that of the
coding mode selected 1 the prediction block subject to
coding and using a reference picture different from that of
the coding mode selected 1n the prediction block subject to
coding; and condition 4: there 1s found a motion vector that
1s predicted by using a reference list different from that of
the coding mode selected 1n the prediction block subject to
coding and using a reference picture different from that of
the coding mode selected 1n the prediction block subject to
coding.

Another embodiment of the present invention relates to a
moving 1image coding method. The moving picture coding
method 1s adapted to code moving pictures 1n units of blocks
obtained by partitioning each picture of the moving pictures,
by using motion compensation, and comprises: generating,
motion vector predictor candidates by dertving a plurality of
motion vector predictor candidates by prediction from a first
coded prediction block neighboring a prediction block sub-
ject to coding within the same picture as the prediction block
subject to coding, or from a second coded prediction block
located at the same position as or 1n the neighborhood of the
prediction block subject to coding 1n a picture different from
that of the prediction block subject to coding, and by adding,
the derived motion vector predictor candidates in a motion
vector predictor candidate list; selecting a motion vector
predictor from the motion vector predictor candidate list;
and coding imnformation indicating a position of the motion
vector predictor candidate selected in the motion vector
predictor candidate list. The generating of motion vector
predictor candidates determines, for the purpose of obtain-
ing a predetermined number of motion vector predictor
candidates, which prediction block within the first coded
prediction blocks provides the motion vector from which to
derive the motion vector predictor candidate, organizing the
blocks 1n the order of priority, such that the generating of
motion vector predictor candidates processes, 1n a predeter-
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mined order, prediction blocks 1n a block group neighboring
to the left and 1 a block group neighboring above, said
processing being done according to conditions 1 and 2
below 1n the stated order and then according to conditions 3
and 4 below 1n the stated order, condition 1: there 1s found
a motion vector that 1s predicted by using the same reference
list and the same reference picture as that of a coding mode
selected 1n the prediction block subject to coding; condition
2: there 1s found a motion vector that 1s predicted by using
a reference list different from that of the coding mode
selected 1n the prediction block subject to coding and using
the same reference picture as that of the coding mode
selected 1n the prediction block subject to coding; condition
3: there 1s found a motion vector that i1s predicted by using
the same reference list as that of the coding mode selected
in the prediction block subject to coding and using a
reference picture different from that of the coding mode
selected 1 the prediction block subject to coding; and
condition 4: there 1s found a motion vector that 1s predicted
by using a reference list different from that of the coding
mode selected in the prediction block subject to coding and
using a relerence picture different from that of the coding
mode selected 1n the prediction block subject to coding.

A moving picture decoding device according to an
embodiment of the present invention 1s adapted to decode a
bitstream in which moving pictures are coded in units of
blocks obtained by partitioning each picture of the moving
pictures, by using motion compensation, and comprises: a
motion vector predictor candidate generation unit (220, 221)
configured to derive a plurality of motion vector predictor
candidates by prediction from f{first decoded prediction
blocks neighboring a prediction block subject to decoding
within the same picture as the prediction block subject to
decoding, or from a second decoded prediction block
located at the same position as or 1n the neighborhood of the
prediction block subject to decoding 1n a picture diflerent
from that of the prediction block subject to decoding, and to
add the derived motion vector predictor candidates in a
motion vector predictor candidate list; a decoding unit (202)
configured to decode information indicating a position of the
motion vector predictor candidate that should be selected 1n
the motion vector predictor candidate list; and a motion
vector predictor selection unit (223) configured to select a
motion vector predictor from the motion vector predictor
candidate list, based on the decoded information indicating
the position of the motion vector predictor that should be
selected. The motion vector predictor candidate generation
umt (220, 221) determines, for the purpose of obtaining a
predetermined number of motion vector predictor candi-
dates, which of the first decoded prediction blocks provides
the motion vector from which to derive the motion vector
predictor candidate, organizing the blocks 1n the order of
priority, such that the motion vector predictor candidate
generation unit processes, 1n a predetermined order, predic-
tion blocks 1n a block group neighboring to the left and 1n a
block group neighboring above, said processing being done
according to conditions 1 and 2 below 1n the stated order and
then according to conditions 3 and 4 below in the stated
order, condition 1: there 1s found a motion vector that 1s
predicted by using the same reference list and the same
reference picture as that of a coding mode selected in the
prediction block subject to decoding; condition 2: there 1s
found a motion vector that 1s predicted by using a reference
list different from that of the coding mode selected 1n the
prediction block subject to decoding and using the same
reference picture as that of the coding mode selected in the
prediction block subject to decoding; condition 3: there 1s
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found a motion vector that 1s predicted by using the same
reference list as that of the coding mode selected in the
prediction block subject to decoding and using a reference
picture different from that of the coding mode selected 1n the
prediction block subject to decoding; and condition 4: there
1s found a motion vector that i1s predicted by using a
reference list diflerent from that of the coding mode selected
in the prediction block subject to decoding and using a
reference picture different from that of the coding mode
selected 1n the prediction block subject to decoding.
Another embodiment of the present invention relates to a
moving image decoding method. The moving picture decod-
ing method 1s adapted to decode a bitstream i1n which
moving pictures are coded 1n units of blocks obtained by
partitioning each picture of the moving pictures, by using
motion compensation, and comprises: generating motion
vector predictor candidates by deriving a plurality of motion
vector predictor candidates by prediction from first decoded
prediction blocks neighboring a prediction block subject to
decoding within the same picture as the prediction block
subject to decoding, or from a second decoded prediction
block located at the same position as or 1n the neighborhood
of the prediction block subject to decoding 1n a picture
different from that of the prediction block subject to decod-
ing, and by adding the derived motion vector predictor
candidates 1 a motion vector predictor candidate list;
decoding information indicating a position of the motion
vector predictor candidate that should be selected 1in the
motion vector predictor candidate list; and selecting a
motion vector predictor from the motion vector predictor
candidate list, based on the decoded information indicating
the position of the motion vector predictor that should be
selected, wherein the generating of motion vector predictor
candidates determines, for the purpose of obtaiming a pre-
determined number of motion vector predictor candidates,
which of the first decoded prediction blocks provides the
motion vector from which to derive the motion vector
predictor candidate, organizing the blocks 1n the order of
priority, such that the generating of motion vector predictor
candidates processes, in a predetermined order, prediction
blocks 1n a block group neighboring to the left and in a block
group neighboring above, said processing being done
according to conditions 1 and 2 below 1n the stated order and
then according to conditions 3 and 4 below 1n the stated
order, condition 1: there 1s found a motion vector that 1s
predicted by using the same reference list and the same
reference picture as that of a coding mode selected in the
prediction block subject to decoding; condition 2: there 1s
found a motion vector that 1s predicted by using a reference
list different from that of the coding mode selected 1n the
prediction block subject to decoding and using the same
reference picture as that of the coding mode selected in the
prediction block subject to decoding; condition 3: there 1s
found a motion vector that 1s predicted by using the same
reference list as that of the coding mode selected i the
prediction block subject to decoding and using a reference
picture different from that of the coding mode selected 1n the
prediction block subject to decoding; and condition 4: there
1s found a motion vector that i1s predicted by using a
reference list diflerent from that of the coding mode selected
in the prediction block subject to decoding and using a
reference picture different from that of the coding mode
selected 1n the prediction block subject to decoding.
Optional combinations of the aforementioned constituting,
clements, and implementations of the mnvention in the form
of methods, apparatuses, systems, recording mediums, and
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6

computer programs may also be practiced as additional
modes of the present invention.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments will now be described, by way of example
only, with reference to the accompanying drawings which
are meant to be exemplary, not limiting, and wherein like
clements are numbered alike 1n several Figures, in which:

FIG. 1 1s a block diagram showing the configuration of a
moving picture coding device for performing a method of
predicting a motion vector according to an embodiment of
the present invention;

FIG. 2 1s a block diagram showing the configuration of a
moving picture decoding device for performing a method of
predicting a motion vector according to an embodiment;

FIG. 3 shows a coding block;

FIGS. 4A-4D show types of shape of prediction blocks;

FIG. 5§ shows a prediction block group;

FIG. 6 shows a prediction block group:;

FIG. 7 shows a prediction block group;

FIG. 8 shows a prediction block group;

FIG. 9 shows a prediction block group;

FIG. 10 shows a slice level syntax of a bitstream related
to a method of selecting a motion vector;

FIG. 11 shows a prediction block level syntax of a
bitstream related to a method of predicting a motion vector;

FIG. 12 1s a block diagram showing the detailed configu-
ration of the motion vector difference derivation unit of FIG.
1

FIG. 13 1s a block diagram showing the detailed configu-
ration of the motion vector derivation unit of FIG. 2;

FIG. 14 1s a flowchart showing the operation of the
motion vector difference derivation unit of FIG. 1;

FIG. 15 1s a flowchart showing the operation of the
motion vector derivation unit of FIG. 2;

FIG. 16 1s a flowchart showing a method of predicting a
motion vector:

FIG. 17 1s a tflowchart showing a method of denving a
motion vector predictor candidate;

FIG. 18 1s a tflowchart showing a method of denving a
motion vector predictor candidate;

FIG. 19 1s a tflowchart showing a method of denving a
motion vector predictor candidate;

FIG. 20 1s a flowchart showing a method of deriving a
motion vector predictor candidate;

FIG. 21 1s a flowchart showing a method of deriving a
motion vector predictor candidate;

FIG. 22 1s a flowchart showing a method of deriving a
motion vector predictor candidate;

FIG. 23 shows scaling of a motion vector;

FIG. 24 1s a flowchart showing a method of deriving a
motion vector predictor candidate;

FIG. 25 1s a tflowchart showing a method of denving a
motion vector predictor candidate;

FIG. 26 1s a tlowchart showing a method of denving a
motion vector predictor candidate;

FIG. 27 1s a flowchart showing a method of deriving a
motion vector predictor candidate;

FIG. 28 1s a flowchart showing a method of deriving a
motion vector predictor candidate;

FIG. 29 1s a flowchart showing a method of deriving a
motion vector predictor candidate;

FIG. 30 1s a flowchart showing a method of adding motion
vector predictor candidate in a motion vector predictor
candidate list;
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FIG. 31 1s a flowchart showing a method of adding motion
vector predictor candidate 1 a motion vector predictor
candidate list;

FI1G. 32 1s a flowchart showing a method of adding motion
vector predictor candidate 1n a motion vector predictor
candidate list;

FI1G. 33 1s a flowchart showing a method of adding motion
vector predictor candidate 1n a motion vector predictor
candidate list;

FI1G. 34 15 a flowchart showing a method of adding motion
vector predictor candidate 1 a motion vector predictor
candidate list;

FI1G. 35 1s a flowchart showing a method of adding motion
vector predictor candidate 1 a motion vector predictor
candidate list;

FI1G. 36 1s a flowchart showing a method of adding motion
vector predictor candidate 1 a motion vector predictor
candidate list;

FIG. 37 shows neighboring prediction blocks in the merge
mode;

FI1G. 38 15 a block diagram showing the detailed configu-
ration of the inter prediction information estimation unit of

FIG. 1;

FIG. 39 15 a block diagram showing the detailed configu-
ration of the inter prediction information estimation unit of
FIG. 2;

FIG.
mode;

FIG.
mode;

FIG.
mode;

FIG.

mode;
FIG.

mode;
FIG.

mode;
FIG.

mode;
FI1G. 47 1s a flowchart showing the operation in the merge
mode; and

FIGS. 48A-48D show a method of dertving a motion
vector predictor according to the related art.

40 1s a flowchart showing the operation in the merge
41 1s a flowchart showing the operation in the merge
42 1s a flowchart showing the operation in the merge
43 1s a flowchart showing the operation in the merge
44 1s a flowchart showing the operation 1n the merge
435 1s a flowchart showing the operation 1n the merge

46 1s a tflowchart showing the operation in the merge

DETAILED DESCRIPTION OF TH.
INVENTION

L1

The present mvention relates to coding of moving pic-
tures, and, more particularly, to deriving a plurality of
motion vector predictors from motion vectors of coded
neighboring blocks, deriving a motion vector difference
between a motion vector of a block subject to coding and a
selected motion vector predictor, and coding the motion
vector difference, for the purpose of improving the efliciency
ol coding moving pictures whereby a picture 1s partitioned
into rectangular blocks and motion compensation 1s per-
formed between pictures in units of blocks. Alternatively,
the code size 1s reduced by using coding information of
coded neighboring blocks and estimating coding informa-
tion of a block subject to coding. In the case of decoding
moving pictures, a plurality of motion vector predictors are
derived from motion vectors of decoded neighboring blocks,
and a motion vector of a block subject to decoding 1s derived
from a vector difference decoded from a bitstream and a
selected motion vector predictor. Still alternatively, coding
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information of a block subject to decoding 1s estimated by
using coding information of decoded neighboring blocks.

FIG. 1 1s a block diagram showing the configuration of a
moving picture coding apparatus according to an embodi-
ment. The moving picture coding device according to the
embodiment includes a picture memory 101, a motion
vector estimation unit 102, a motion vector difference deri-
vation unit 103, an inter prediction information estimation
umt 104, a motion compensation prediction umt 103, a
prediction method decision unit 106, an residual signal
generation unit 107, an orthogonal transform/quantization
umt 108, a first bitstream generation unmit 109, a second
bitstream generation unit 110, a multiplexing umt 111, an
inverse-quantization/inverse-orthogonal transform unit 112,
a decoded picture signal superimposition unit 113, a coding
information storage memory 114, and a decoded picture
memory 113.

The picture memory 101 temporarily stores a picture
signal subject to coding supplied 1in the order of imaged/
displayed time. The picture memory 101 supplies, 1n pre-
determined units of pixel blocks, the stored picture signal
subject to coding to the motion vector estimation unit 102,
the prediction method decision unit 106, and the residual
signal generation unit 107. In this process, pictures stored in
the order of imaged/displayed time are rearranged in the
order of coding and output from the picture memory 101 1n
units of pixel blocks.

The motion vector estimation unit 102 detects motion
vectors for respective prediction blocks, organizing the
vectors according to the prediction block size and prediction
mode, by subjecting the picture signal supplied from the
picture memory 101 and a decoded picture (reference pic-
ture) supplied from the decoded picture memory 115 to
block matching. The motion vector estimation unit 102
supplies the detected motion vectors to the motion compen-
sation prediction unit 105, the motion vector difference
derivation unit 103, and the prediction method decision unit
106. A prediction block 1s a unit in which motion compen-
sation 1s performed. Details will be discussed later.

The motion vector difference derivation umt 103 derives
a plurality of motion vector predictor candidates by using
coding 1information 1n the coded picture signal stored in the
coding information storage memory 114 and adds the plu-
rality of motion vector predictor candidates 1n an MVP list.
The motion vector difference derivation unit 103 selects the
optimum motion vector predictor from the plurality of
motion vector predictor candidates added 1in the MVP list,
derives a motion vector diflerence from the motion vector
detected by the motion vector estimation unit 102 and the
motion vector predictor, and supplies the derived motion
vector difference to the prediction method decision unit 106.
In the case of switching between weight parameters to
perform weighted prediction for respective prediction
blocks as described below, the motion vector diflerence
derivation unit 103 also supplies, 1n addition to the coding
information described above, weight parameters (a weight
factor multiplied by a motion compensation picture signal
and a weight offset value added to the resultant signal) for
weighted prediction of a selected prediction block to the
prediction method decision unit 106. Further, the motion
vector difference derivation unit 103 supplies an MVP index
identifying the selected motion vector predictor selected
from the motion vector predictor candidates added in the
MVP list to the prediction method decision unit 106. The
detailed configuration and operation of the motion vector
difference derivation unit 103 will be described later.
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The inter prediction information estimation unit 104 esti-
mates inter prediction information in the merge mode. A
merge mode 1s defined as a mode 1 which inter prediction
information of a coded neighboring prediction block sub-
jected to inter prediction or inter prediction information of a
prediction block in a different picture subjected to inter
prediction, instead of coding inter prediction information
such as a prediction mode of a prediction block, a reference
index (information of identifying one of a plurality of
reference pictures added 1n a reference list that 1s used for
motion compensation prediction), a motion vector, etc. The
inter prediction information estimation unit 104 derives a
plurality of merge candidates (inter prediction information
candidates) by using coding information of coded prediction
blocks stored in the coding information storage memory
114, adds the candidates 1n a merge candidate list described
later, and selects the optimum merge candidate from the
plurality of merge candidates added to the merge candidate
list. The inter prediction information estimation unit 104
supplies 1nter prediction information of the selected merge
candidate including a prediction mode, a reference index, a
motion vector, etc. to the motion compensation prediction
unit 105, and supplies a merge index identifying the selected
merge candidate to the prediction method decision unit 106.
In the case of switching between weight parameters depend-
ing on the prediction block as described below, the inter
prediction information estimation unit 104 supplies, 1n addi-
tion to the coding information described above, weight
parameters for weighted prediction of a selected merge
candidate to the motion compensation prediction unit 105.
The inter prediction information estimation unit 104 also
supplies the merge index identifying the selected merge
candidate to the prediction method decision unit 106. In
addition to the coding information described above, coding
information such as a quantization parameter for quantizing
a selected coded prediction block, etc. may be used for
prediction. The inter prediction information estimation unit
104 supplies such coding information to the prediction
method decision unit 106 11 such information used for
prediction. The detailed configuration and operation of the
inter prediction information estimation unit 104 will be
described later.

The motion compensation prediction unit 105 uses the
motion vector detected by the motion vector estimation unit
102 and the inter prediction information estimation unit 104
to generate a predicted picture signal from the reference
picture by motion compensation prediction. The motion
compensation prediction unit 105 supplies the predicted
picture signal to the prediction method decision unit 106. In
L.O prediction primarily used for forward prediction, and 1n
.1 prediction primarily used for backward prediction, the
motion compensation prediction unit 105 performs uni-
prediction. In the case of bi-prediction, the motion compen-
sation prediction umt 105 performs bi-prediction such that
inter prediction signals from LO prediction and from L1
prediction are adaptively multiplied by weight factors,
respectively, LO prediction primarily being used for forward
prediction, and L1 prediction primarily being used for
backward prediction. The motion compensation prediction
unit 105 superimposes resultant signals one on the other,
with an offset value added, so as to generate an ultimate
predicted picture signal. The motion compensation predic-
tion unit 105 may switch weight parameters used for
welghted prediction and comprised of weight factors and
oflset values, 1n units of pictures, slices, or prediction blocks.
In case that the motion compensation prediction umt 1035
switches the weight parameters 1n units of pictures or slices,
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representative values are defined for respective reference
pictures 1n a list, either 1n units of pictures or in units of
slices, and the representative values are coded. In case that
the motion compensation prediction unit 105 switches the
welght parameters depending in units of prediction blocks,
the weight parameters are defined for each prediction umit
and are coded.

The prediction method decision unit 106 determines a
prediction method (an optimum prediction block size and an
indication as to whether the prediction mode or the merge
mode 1s used, etc.) from a plurality of prediction methods,
by evaluating the code size of the motion vector diflerence,
the amount of distortion between the motion compensated
prediction signal and the picture signal, etc. The prediction
method decision unit 106 supplies coding information
including information indicating the determined prediction
method and 1including a motion vector difference dependent
on the determined prediction method to the first bitstream
generation unit 109. The prediction method decision unit
106 also supplies, as necessary, predicted values of coding
information including weight parameters used for weighted
prediction and a quantization parameter used for quantiza-
tion/inverse-quantization, to the first bitstream generation
unit 109.

Further, the prediction method decision unit 106 stores, 1n
the coding information storage memory 114, coding infor-
mation including information indicating the determined pre-
diction method and 1including a motion vector dependent on
the determined prediction method. The prediction method
decision umt 106 supplies, as necessary, the weight param-
cters for weighted prediction supplied from the prediction
method decision unit 106 to the coding information storage
memory 114. The prediction method decision unit 106
supplies a motion compensated predicted picture signal
dependent on the determined prediction mode to the residual
signal generation unit 107 and the decoded picture signal
superimposition unit 113.

The residual signal generation unit 107 subtracts the
prediction signal from the picture signal subject to coding so
as to generate an residual signal, and supplies the residual
signal to the orthogonal transform/quantization unit 108.
The orthogonal transform/quantization unit 108 subjects the
residual signal to orthogonal transform and quantization in
accordance with a quantization parameter so as to generate
an orthogonally transformed, quantized residual signal. The
orthogonal transform/quantization unit 108 supplies the
residual signal to the second bitstream generation unit 110
and the inverse-quantization/inverse-orthogonal transform
unmit 112. Further, the orthogonal transform/quantization unit
108 stores the quantization parameter in the coding infor-
mation storage memory 114.

The first bitstream generation unit 109 codes coding
information dependent on the prediction method determined
by the prediction method decision unit 106, in addition to
coding information defined for each sequence, picture, slice,
coding block. More specifically, the first bitstream genera-
tion unit 109 generates a first bitstream by coding, in
accordance with a predefined syntax rule described later,
coding 1nformation i1ncluding a parameter indicating
whether inter prediction 1s used, a parameter indicating
whether the merge mode 1s used (in the case of inter
prediction), a merge index in the case of the merge mode, a
prediction mode 1n the case that the merge mode 1s not used,
an MVP 1ndex, and information on a motion vector difler-
ence, etc. The first bitstream generation unit 109 supplies the
first bitstream to the multiplexing unit 111. If the merge
mode 1s used and 1f there 1s only one merge candidate
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available for listing 1n the merge candidate list described
later, the merge index mergeldx can be identified as 0 so that
the merge index 1s not coded. Similarly, 1f the merge mode
1s not used and 1if there 1s only one motion vector predictor
candidate available for listing 1n the MVP list described
later, the MVP index mergeldx can be i1dentified as 0 so that
the MVP index 1s not coded.

MVP indices are vanable-length coded such that the
higher in the order of priority mn the MVP list (1.e., the
smaller the index number), the smaller the code size of the
code assigned to the MVP mdex. Similarly, merge indices
are variable-length coded such that the higher the priority 1in
the merge list (1.e., the smaller the index number), the
smaller the code size of the code assigned to the merge
index.

In the case of switchably using weighed prediction
adapted to each prediction block, the weight parameters for
weighted prediction supplied from the prediction method
decision unit 106 if the merge mode 1s not used are also
coded. The difference between the predicted value of the
quantization parameter coding iformation for quantization
and the value actually used 1s coded.

The second bitstream generation umt 110 subjects the
orthogonally transformed and quantized residual signal to
entropy coding according to a predefined syntax rule so as
to generate the second bitstream and supplies the second
bitstream to the multiplexing unit 111. The multiplexing unit
111 multiplexes the first bitstream and the second bitstream
according to a predefined syntax rule and outputs the resul-
tant bitstream.

The 1nverse-quantization/inverse-orthogonal transform
unit 112 subjects the orthogonally transformed and quan-
tized residual signal supplied from the orthogonal transform/
quantization unit 108 to inverse-quantization and inverse-
orthogonal transform so as to derive the residual signal and
supplies the residual signal to the decoded picture signal
superimposition umt 113. The decoded picture signal super-
imposition unit 113 superimposes the prediction signal
dependent on the decision by the prediction method decision
unit 106 and the residual signal subjected to inverse-quan-
tization and inverse-orthogonal transform by the inverse-
quantization/inverse-orthogonal transform unmit 112 one
upon the other so as to generate a decoded picture. The
decoded picture signal superimposition unit 113 stores the
decoded picture 1n the decoded picture memory 115. The
decoded picture may be subject to filtering for reducing
distortion such as block distortion resulting from coding
betfore being stored in the decoded picture memory 115. In
this case, predicted coding information such as a tlag for
discriminating information on a post filter such as an ALF or
a deblocking filter 1s stored in the coding information
storage memory 114 as necessary.

FIG. 2 15 a block diagram showing the configuration of a
moving picture decoding device according to the embodi-
ment corresponding to the moving picture coding device of
FIG. 1. The moving picture decoding device according to the
embodiment includes a demultiplexing unit 201, a first
bitstream decoding unit 202, a second bitstream decoding
unit 203, a motion vector derivation unit 204, an inter
prediction mformation estimation unit 205, a motion com-
pensation prediction umt 206, an nverse-quantization/in-
verse-orthogonal transform unit 207, a decoded picture
signal superimposition unit 208, a coding information stor-
age memory 209, and a decoded picture memory 210.

The decoding process of the moving picture decoding
device of FIG. 2 corresponds to the decoding process
provided in the moving picture coding device of FIG. 1.
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Therefore, the motion compensation prediction unit 206, the
inverse-quantization/inverse-orthogonal transform unit 207,
the decoded picture signal superimposition unit 208, the
coding information storage memory 209, and the decoded
picture memory 210 of FIG. 2 have the same functions as the
motion compensation prediction unit 105, the inverse-quan-
tization/inverse-orthogonal transform umt 112, the decoded
picture signal superimposition unit 113, the coding infor-
mation storage memory 114, and the decoded picture
memory 115 of the moving picture coding device of FIG. 1,
respectively.

The bitstream supplied to the demultiplexing unit 201 1s
demultiplexed according to a predefined syntax rule. The
bitstreams resulting from demultiplexing are supplied to the
first bitstream decoding unit 202 and the second bitstream
decoding unit 203.

The first bitstream decoding unit 202 decodes the supplied
bitstream so as to obtain information defined for each
sequence, picture, slice, or coding block, and coding infor-
mation defined for each prediction block. More specifically,
the first bitstream decoding unit 202 decodes, 1n accordance
with a predefined syntax rule described later, coding infor-
mation relating to the parameter indicating whether inter
prediction 1s used, the merge index 1n the case of merge
mode, the prediction mode 1n the case the merge mode 1s not
used, the MVP index, and the motion vector difference, etc.
The first bitstream decoding unit 202 supplies the decoded
coding information to the motion vector dertvation unit 204
or the inter prediction imformation estimation unit 205, and
to the motion compensation prediction unit 206. The first
bitstream decoding unit 202 stores the coding information in
the coding information storage memory 209. If the merge
mode 1s used and 1f there 1s only one merge candidate
available for listing in the merge candidate list described
later, the merge index mergeldx can be 1dentified as O so that
the merge index 1s not coded. In this case, mergeldx 1s
defined as 0. Therefore, 1 the merge mode 1s used, the
number of merge candidates added in the merge candidate
list derived 1n the inter prediction information estimation
umt 205 1s supplied to the first bitstream decoding unit 202.
Similarly, 1T the merge mode 1s not used and it there 1s only
one motion vector predictor candidate available for listing 1n
the MVP list described later, the MVP index mergeldx can
be 1dentified as O so that the MVP index 1s not coded. In this
case, mvpldx 1s defined as 0. Therefore, 1n the case the
merge mode 1s not used, the number of motion vector
predictor candidates added in the MVP list dernived 1n the
motion vector derivation unit 204 i1s supplied to the first
bitstream decoding unit 202.

The second bitstream decoding umt 203 decodes the
supplied bitstream to derive the orthogonally transformed
and quantized residual signal. The second bitstream decod-
ing unit 203 supplies the orthogonally transformed and
quantized residual signal to the inverse-quantization/in-
verse-orthogonal transform unit 207.

In the case that the merge mode 1s not used i the
prediction block subject to decoding, the motion vector
derivation unit 204 uses the coding information of the
decoded picture signal stored in the coding information
storage memory 209 to derive a plurality of motion vector
predictor candidates and stores the candidates in the MVP
list described later. The motion vector derivation unit 204
selects a motion vector predictor 1 accordance with the
coding mformation decoded 1n the first bitstream decoding
unit 202 and supplied thereifrom. The motion vector deriva-
tion unit 204 derives a motion vector from the motion vector
difference retrieved by decoding 1n the first bitstream decod-
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ing unit 202 and from the motion vector predictor. The
motion vector derivation unit 204 supplies the derived
motion vector to the motion compensation prediction unit
206 and the coding information storage memory 209. The
motion vector dertvation unit 204 further supplies to the first
bitstream decoding unit 202 the number of motion vector
predictor candidates dertved in the motion vector derivation
unit 204 and added 1in the MVP list. The detailed configu-
ration and operation of the motion vector derivation unit 204
will be described later.

In the case that the merge mode 1s used in the prediction
block subject to decoding, the inter prediction information
estimation umt 205 estimates inter prediction information 1n
the merge mode. The inter prediction information estimation
unit 205 uses the coding information of decoded prediction
blocks and stored 1n the coding information storage memory
114 to derive a plurality of merge candidates and adds the
candidates in the merge candidate list described later. The
inter prediction information estimation unit 2035 selects a
merge candidate corresponding to the merge index retrieved
by decoding in the first bitstream decoding unit 202 and
supplied therefrom. The inter prediction information esti-
mation unit 205 supplies mter prediction information includ-
ing the prediction mode of the selected merge candidate, the
reference index, the motion vector predictor, etc. to the
motion compensation prediction unit 206 and stores the inter
prediction information in the coding information storage
memory 209. The inter prediction information estimation
unit 205 further supplies to the first bitstream decoding unit
202 the number of merge candidates derived in the inter
prediction mnformation estimation unit 2035 and added 1n the
merge candidate list. In the case of switching between
weight parameters depending on the prediction block as
described below, the inter prediction information estimation
unit 205 supplies, 1 addition to the coding information
described above, weight parameters for weighted prediction
of the selected merge candidate to the motion compensation
prediction unit 206. In addition to the coding information
described above of the selected coded prediction block,
coding information other than inter prediction information
such as a quantization parameter for quantization, etc. may
be used for prediction. The inter prediction information
estimation unit 205 may supply such coding information to
the prediction method decision unit 106 1f such prediction 1s
performed. The detailed configuration and operation of the
inter prediction information estimation unit 205 will be
described later.

The motion compensation prediction unit 206 uses the
motion vector derived by the motion vector derivation unit
204 to generate a predicted picture signal from the reference
picture by motion compensation prediction. The motion
compensation prediction unit 206 supplies the predicted
picture signal to the decoded picture signal superimposition
unit 208. In the case of bi-prediction, the motion compen-
sation prediction unit 206 adaptively multiplies 2 motion
compensated predicted picture signals from LO prediction
and L1 prediction by weight factors. The decoded picture
signal superimposition unit 208 superimposes the resultant
signals so as to generate an ultimate predicted picture signal.

The 1nverse-quantization/inverse-orthogonal transform
unit 207 subjects the orthogonally transformed and quan-
tized residual signal decoded by the first bitstream decoding,
unit 202 to 1inverse-quantization and inverse-orthogonal
transform so as to obtain the inverse-orthogonally trans-
formed and mverse-quantized residual signal.

The decoded picture signal superimposition unit 208
superimposes predicted picture signal subjected to motion
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compensation prediction by the motion compensation pre-
diction unit 206 and the residual signal subjected to inverse-
quantization and 1nverse-orthogonal transform by the
inverse-quantization/inverse-orthogonal transform unit 207
one upon the other so as to retrieve a decoded picture signal.
The decoded picture signal superimposition unit 208 stores
the decoded picture signal in the decoded picture memory
211. The decoded picture may be subject to filtering for
reducing, for example, block distortion resulting from cod-
ing before being stored in the decoded picture memory 211.

The method of predicting a motion vector according to the
embodiment 1s performed in the motion vector diflerence
derivation unit 103 of the moving picture coding device of
FIG. 1 and 1n the motion vector dertvation unit 204 of the
moving picture decoding device of FIG. 2.

Belfore describing the method of predicting a motion
vector according to the embodiment, terms used in the
embodiment will be defined.

(Coding Block)

In the embodiment, a screen 1s evenly partitioned nto
square-shaped units of equal sizes as shown 1n FIG. 3. The
unit 1s defined as a tree block, which 1s a basic unit of address
management for designating a block in a picture subject to
coding/decoding (block subject to coding in the case of
coding, and a block subject to decoding in the case of
decoding). Depending on the texture in the screen, a tree
block may be hierarchically quartered as necessary to pro-
duce blocks of smaller block sizes so as to optimize a coding
process. The block will be referred to as a coding block,
which 1s defined as a basic block in coding and decoding. A
tree block represents a coding block of the maximum size.
Coding blocks of the minimum size beyond which further
quartering 1s prevented will be referred to as minimum
coding blocks.

(Prediction Block)

Where a screen 1s partitioned for the purpose of motion
compensation, smaller block sizes for motion compensation
will result 1n more sophisticated prediction. In this respect,
a scheme for motion compensation 1s adopted 1n which the
optimum block shape and the optimum block size are
selected from multiple block shapes and block sizes to
partition a coding block accordingly for the purpose of
motion compensation. A unit 1n which motion compensation
1s performed will be referred to as a prediction block. As
shown 1 FIG. 4, a coding block that remains non-parti-
tioned and defined as a single prediction block (FIG. 4A)
will be referred to as 2Nx2N partitions, horizontal partition-
ing of a coding block to produce two prediction blocks (FIG.
4B) will be referred to as 2NxN partitions, vertical parti-
tioning of a coding block to produce two prediction blocks
(FIG. 4C) will be referred to as Nx2N partitions, and
horizontal and vertical even partitioning of a coding to
produce four prediction blocks (FIG. 4D) will be referred to
as NxN partitions.

Numerals starting with 0 are assigned to the prediction
blocks 1n the coding block for the purpose of identitying the
prediction blocks. The numeral will be defined as a predic-
tion block index puPartldx. The numerals entered to label
the respective prediction blocks 1n the coding block of FIG.
4 denote puPartldx of the respective prediction blocks.

(Prediction Block Group)

A group comprised ol a plurality of prediction blocks 1s
defined as a prediction block group. FIG. 5 shows a predic-
tion block group neighboring a prediction block subject to
coding/decoding 1n the same picture as the prediction block
subject to coding/decoding. FIG. 9 shows a coded/decoded
prediction block group located at the same position as or in
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the neighborhood of the prediction block subject to coding/
decoding 1n a picture at a point of time different from the
prediction block subject to coding/decoding. A description
will be given of prediction block groups according to the
embodiment with reference to FIGS. 5, 6, 7, 8, and 9.

The first prediction block group including a prediction
block Al neighboring the prediction block subject to coding/
decoding to the left 1n the same picture as the prediction
block subject to coding/decoding, a prediction block A0
neighboring the prediction block subject to coding/decoding,
at bottom left, a prediction block A2 neighboring the pre-
diction block subject to coding/decoding at top left (the
same as a prediction block B2 described later) will be
defined as a prediction block neighboring to the lett.

Even 1, as shown 1n FIG. 6, the size of the prediction
block neighboring the prediction block subject to coding/
decoding to the left 1s larger than that of the prediction block
subject to coding/decoding, the alorementioned condition 1s
observed. More specifically, the prediction block A neigh-
boring to the left 1s defined as the prediction block Al 11 1t
neighbor the prediction block subject to coding/decoding to
the left, defined as the prediction block A0 11 it neighbors the
prediction block subject to coding/decoding at bottom lett,
and defined as the prediction block A2 11 1t neighbors the
prediction block subject to coding/decoding at top leit.

If, as shown 1n FIG. 7, the size of the prediction block
neighboring the prediction block subject to coding/decoding,
to the left 1s smaller than that of the prediction block subject
to coding/decoding, and if there are a plurality of such
blocks, only the lowermost prediction block A10 1s defined
as the prediction block Al neighboring to the left and 1is
included in the prediction block group neighboring to the
left. Alternatively, only the uppermost prediction block A12
may be defined as the prediction block Al neighboring to the
left and included 1n the prediction block group neighboring
to the left. Still alternatively, the lowermost prediction block
A10 and the uppermost prediction block A12 may both be
included in the prediction block group neighboring to the
left. Still alternatively, all of the prediction blocks neigh-
boring to the leit A10, A11, and A12 may be included 1n the
prediction block group neighboring to the left. The first
prediction block group including a prediction block Bl
neighboring the prediction block subject to coding/decoding
above 1n the same picture as the prediction block subject to
coding/decoding, a prediction block B0 neighboring the
prediction block subject to coding/decoding at top right, a
prediction block B2 neighboring the prediction block subject
to coding/decoding at top leit (the same as the prediction
block A2) will be defined as a prediction block neighboring,
above.

Even 1f, as shown in FIG. 8, the size of the prediction
block neighboring the prediction block subject to coding/
decoding above 1s larger than that of the prediction block
subject to coding/decoding, the aforementioned condition 1s
observed. More specifically, the prediction block B neigh-
boring above 1s defined as the prediction block B1 1t 1t 1s
neighboring the prediction block subject to coding/decoding
above, defined as the prediction block B0 11 1t 1s neighboring
the prediction block subject to coding/decoding at top right,
and defined as the prediction block B2 if it 1s neighboring the
prediction block subject to coding/decoding at top leit.

If, as shown 1 FIG. 7, the size of the prediction block
neighboring the prediction block subject to coding/decoding,
above 1s smaller, and there are a plurality of such blocks,
only the rnightmost prediction block B10 is defined as the
prediction block B1 neighboring above and 1s included in
the prediction block group neighboring above. Alternatively,
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only the leftmost prediction block B12 may be defined as the
prediction block B1 neighboring above and included 1n the
prediction block group neighboring above. Still alterna-
tively, the rightmost prediction block B10 and the leftmost
prediction block B12 may both be included 1n the prediction
block group neighboring above. Still alternatively, all of the
prediction blocks neighboring above may be included 1n the
prediction block group neighboring above.

The prediction block A2/B2 neighboring at top right 1s
included 1n the prediction block group neighboring to the
left and 1n the prediction block group neighboring above. If
the prediction block group neighboring to the left 1s
described, that block will be referred to as the prediction
block A2. If the prediction block group neighboring above
1s described, that block will be defined as the prediction
block B2.

According to the scheme described herein, the chance of
finding a motion vector predictor candidate 1s increased by
allowing the prediction block neighboring at top left both 1n
the prediction block group neighboring to the left and the
prediction block group neighboring above. The maximum
processing volume will not be increased 11 parallel process-
ing 1s performed. In the case of serial processing, the
prediction block neighboring at top left may be allowed to
belong to only one of the groups 1f reduction 1n processing
volume should be given weight.

As shown 1 FIG. 9, the third prediction block group
comprised of coded/decoded prediction blocks T0, T1, T2,
T3, and T4 located at the same position as or in the
neighborhood of the prediction block subject to coding/
decoding 1n a picture at a point of time different from the
prediction block subject to coding/decoding will be defined
as a prediction block group at a different point of time.

Reference List

In the process of coding or decoding, a reference picture
number 1s designated from reference indices 1n each refer-
ence list LX and the reference picture thus identified is
referred to. LO and L1 are provided so that O or 1 may be
substituted nto X. Inter prediction in which a reference
picture added 1n the reference list LO 1s referred to will be
referred to as LO prediction (Pred_L.0). Motion compensa-
tion prediction in which a reference picture added in the
reference list L1 1s referred to will be referred to as L1
prediction (Pred_I.1). LO prediction 1s primarily used for
torward prediction, and L1 prediction 1s primarily used for
backward prediction. Only LO prediction 1s available for P
slices. For B slices, LO prediction, L1 prediction, and
bi-prediction in which LO prediction and L1 prediction are
averaged or added with weighting are available. It will be
assumed 1n the processes described below that values with
a suthx LX are output for each of LO prediction and L1
prediction.

(POC)

POC 1s a vaniable mapped to a coded picture. A value
incremented by 1 at a time 1n an output sequence 1s set 1n
POC. A POC value allows decision as to whether pictures
are 1dentical, decision of anteroposterior relationship
between pictures 1 an output sequence, or decision of a
distance between pictures. For example, two pictures are
determined to be identical to each other i1t they have the
same POC value. If two pictures have diflerent POC values,
the one with a smaller POC 1s determined to be output first.
The difference 1n POC between two pictures indicates an
inter-frame distance.

The method of predicting a motion vector according to the
embodiment will be described with reference to the draw-
ings. The method of predicting a motion vector 1s executed
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in units of prediction blocks building a coding block. The
method 1s performed both in a coding process and 1n a
decoding process. Assuming that motion compensation
based inter-picture coding (inter prediction) 1s selected, and
in the case of coding, the motion vector prediction method
1s executed when a motion vector predictor 1s derived by
using a coded motion vector, which 1s used to derive a
motion vector diflerence subject to coding from a motion
vector subject to coding. In the case of decoding, the motion
vector prediction method 1s executed when a motion vector
predictor 1s derived by using a coded motion vector used to
derive a motion vector subject to decoding.

(Syntax)

A description will first be given of syntax, which 1s a rule
common to coding and decoding of a bitstream of moving
pictures coded by a moving picture coding device provided
with the motion vector prediction method according to the
embodiment.

FIG. 10 shows a first syntax pattern written 1 a slice
header of each slice 1n a bitstream generated according to the
embodiment. In the case of performing motion compensa-
tion based inter-picture prediction (inter prediction) 1n units
of slices, 1.e., 11 the slice type 1s either P (uni-prediction) or
B (bi-prediction), a first flag mv_competition_temporal_flag
1s set. The first flag mv_competition_temporal_tlag indi-
cates, 1n a prediction block 1n which the merge mode 1s not
defined for inter prediction, whether to predict a motion
vector by using a motion vector of a prediction block located
at the same position as or 1n the neighborhood of the target
prediction block in a picture at a different point of time as
well as using a motion vector of a neighboring prediction
block in the same picture, and indicates, 1n a prediction
block in which the merge mode 1s defined for inter predic-
tion, whether to perform inter prediction by using coding
information of a prediction block located at the same posi-
tion as or 1n the neighborhood of the target prediction block
in a picture at a different point of time as well as using
coding information of a neighboring prediction block in the
same picture.

Further, 1f mv_competition_temporal_flag 1s true (1), a
second flag mv_temporal_high_priority_flag is set. The sec-
ond flag mv_temporal_high_prionity_flag indicates, in a
prediction block 1n which the merge mode 1s not defined for
inter prediction, whether to add, 1n an MVP list described
later, a motion vector candidate of a prediction block located
at the same position as or in the neighborhood of the target
prediction block in a picture at a diflerent point of time in
preference to other blocks, and indicates, 1n a prediction
block 1n which the merge mode 1s defined for inter predic-
tion, whether to add, 1n a merge candidate list described
later, a merge candidate located at the same position as or 1n
the neighborhood of the target prediction block 1n a picture
at a different point of time in preference to any other
candidate. The value may be fixed to true (1) or false (0) for
simplification of a decision process described later. The
value may be adaptively changed frame by frame in order to
improve the coding efliciency. In this way, the code size 1s
turther reduced.

By setting mv_temporal_high_priority_flag to true (1) if
the picture subject to coding/decoding 1s at a small distance
from the closest reference picture, and setting mv_tempo-
ral_high_prionty_flag to false (0) 1f the picture subject to
coding/decoding 1s at a large distance from the reference
picture, the code size of an MVP index or a merge index,
which are described later, 1s reduced. This 1s because, 1t the
distance 1s relatively small, it can be determined that an
MVP candidate or a merge candidate from a different point
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of time 1s relatively more suitable as a candidate. For
example, 11 the frame rate 1s 30 Hz, and the distance between
the picture subject to coding/decoding and the closest ref-
erence picture 1s X frames (X=1-3) or less, mv_temporal _
high_priority_flag may be set to true (1). If the distance
between the pictures subject to coding/decoding and the
reference picture 1s more than X frames, mv_temporal
high_priority_flag may be set to true (0). In this way, the
code size of MVP indices or merge indices, described later,
can be reduced. If the distance 1s small, 1t 1s determined that
reliability of inter prediction 1s higher than when the dis-
tance 1s large so that the candidate 1s more suitable. By
modifying the threshold X depending on the content of
sequence, the code size 1s reduced more efliciently. In the
case ol a motion-rich and complicated sequence, the coding
elliciency 1s improved by decreasing the threshold X and
thereby lowering the order of priority of the MVP candidate
or merge candidate 1n the temporaldimension. Alternatively,
the order of priority may be controlled based on statistics
obtained during the coding process. I, as a result of counting
the number of coded selected candidates during the coding
process, 1t 1s determined that the number of motion vector
candidates or the number of merge candidates for prediction
blocks located at the same position as the target prediction
block 1n a picture at a different point of time 1s larger than
the number of motion vectors for prediction blocks neigh-
boring the target block to the left or above in the same
picture, mv_temporal_high_prionty_tlag for the subsequent
picture subject to coding 1s set to true (1). If the former
number 1s smaller than the latter number, and 1f the distance
between the picture subject to coding/decoding 1s at a large
distance from the reference picture, the flag 1s set to false (0).
In this way, the code size of MVP indices or merge indices,
described later, can be reduced.

If the slice type 1s “B”, a third flag collocated_from_10_
flag 1s set. The flag collocated_from_10_flag 1s defined to
indicate which of the LO reference list and the L1 reference
list for the picture including the target prediction block
includes the picture colPic located at a different point of time
and used to derive the motion vector predictor candidate or
the merge candidate 1n the temporal dimension.

Further, 1f the slice type 1s P (uni-prediction) or B (bi-
prediction), a fourth flag mv_list_adaptive_i1dx_flag 1s set.
The flag mv_list_adaptive_1dx_flag 1s defined to indicate
whether the order of addition in the MVP list or the merge
candidate list described later 1s changed adaptively depend-
ing on the prediction block.

The syntax elements described above may be defined 1n a
picture parameter set that defines syntax elements 1n units of
pictures.

Varniations of the first flag mv_competition_temporal_
flag, the second flag mv_temporal_high_priority_flag, the
third flag collocated_from_10_flag, and the fourth flag
mv_list_adaptive_idx_flag may be provided for non-merge
motion prediction and for the merge mode and be indepen-
dently controlled.

FIG. 11 shows a syntax pattern defined for each prediction
block. If the value MODE _INTER 1s substituted into Pred-
Mode, indicating the prediction mode of the prediction
block, a flag merge_tlag[x0][y0] indicating whether the
merge mode 1s used 1s set. X0 and y0 are 1indices indicating
the position of the top lett pixel in the prediction block in the
screen produced by luminance signals. merge flag[x0][yO]
1s a tlag defined to indicate whether the merge mode 1s used
in the prediction located at (x0, y0O) in the screen.

If merge_tlag[x0][y0] 1s 1, 1t means that the merge mode
1s used. If NumMergeCand exceeds 1, a syntax element
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merge 1dx[x0][y0], which denotes an index 1n a merge list
(a list of motion vector predictor candidates referred to), 1s
set. x0 and y0 are indices indicating the position of the top
left pixel in the prediction block 1n the screen. merge_1dx
[x0][v0] 1s a merge index for the prediction block located at
(x0, y0) 1n the screen. The function NumMergeCand 1ndi-
cates the number of merge candidates and will be described
later. The syntax element merge_1dx[x0][y0], which denotes
an 1ndex 1n a merge list, 1s coded only when the number of
merge candidates NumMergeCand 1s more than 1 because,
if the total number of motion vector predictor candidates 1s
1, that one candidate will be the target of merge so that the
merge candidate referred to 1s uniquely i1dentified without
transmitting merge 1dx[x0][y0].

Meanwhile, 11 merge_flag[x0][y0] 1s 0, 1t means that the
merge mode 1s not used. In the case that the slice type 1s B,
a syntax element inter_pred_flag[x0][yO] for discriminating
between different inter prediction modes 1s set. For each
reference list LX (X=0 or 1), a syntax element ref_1dx_1X
[x0][v0], which denotes a reference picture index for 1den-
tifying a reference picture, a syntax element mvd_IX[x0]
[vO][1], which denotes a motion vector difference between a
motion vector for a prediction block determined through
motion vector estimation and a motion vector predictor, are
set. X 1s etther O or 1 and denotes a direction of prediction,
the index x0 in the array indicates the x coordinate of a
prediction block, y0 indicates the v coordinate of the pre-
diction block, and j indicates a component of the motion
vector difference, 1=0 indicating an x component, and =1
indicating a y component. If the total number of motion
vector predictor candidates exceeds 1, a syntax element
mvp_1dx_1X[x0][y0], which denotes an index in an MVP list
(a l1st of motion vector predictor candidates referred to), 1s
set. X0 and yO are indices indicating the position of the top
left pixel 1n the prediction block in the screen. mvp_1dx_1X
[x0][v0] 1s an MVP index 1 a list LX for the prediction
block located at (x0, y0) in the screen. The suthx LX
indicates a reference list. LO and L1 are provided so that O
or 1 may be substituted into X. NumMVPCand (LX) 1s a
function for deriving the total number of motion vector

predictor candidates for the prediction block 1dentified in the
direction of prediction LX (X 1s either O or 1). The index
mvp_1dx_1X[x0][y0] in the MVP list 1s coded only when the
method of predicting a motion vector identifies the total
number of motion vector predictor candidates NumMVP-
Cand (LX) as exceeding 1. This 1s because, 1f the total
number of motion vector predictor candidates 1s 1, that one
candidate will be the motion vector predictor to be used so
that the motion vector predictor candidate referred to 1s
uniquely 1dentified without transmitting mvp_1dx_1X[xO0]
[yO].

(Prediction of a Motion Vector in Coding)

A description will be given of the operation of the method
of predicting a motion vector according to the embodiment
performed 1n the moving picture coding device for coding a
bitstream of moving pictures according to the syntax
described above. The method of predicting a motion vector
1s applied to a prediction block for which motion compen-
sation based inter prediction 1s performed in units of slices,
1.e., applied if the slice type indicates a P slice (predictive
slice) or a B slice (bi-predictive slice), and 11 inter prediction
(MODE_INTER) 1s defined for the prediction block in the
slice.

FIG. 12 shows the detailed configuration of the motion
vector difference derivation unit 103 of the moving picture
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coding device of FIG. 1. The part bounded by the heavy line
in FIG. 12 represents the motion vector difference derivation
unit 103.

The part bounded by the heavy dotted line further inside
indicates the part where the method of predicting a motion
vector described later 1s performed. The moving picture
decoding device corresponding to the moving picture coding
device according to the embodiment contains a similar part
so that the consistent, same result of decision 1s obtained on
the coding side and on the decoding side. The method of
predicting a motion vector will be described with reference
to the drawings.

The motion vector difference derivation unit 103 includes
a motion vector predictor candidate generation unit 120, a
motion vector predictor addition unit 121, an 1dentical
motion vector predictor candidate decision unit 122, a
motion vector predictor candidate code size derivation unit
123, a motion vector predictor selection unit 124, and a
motion vector subtraction unit 125. The motion vector
difference derivation unit 103 derives motion vector predic-
tors indicating differences 1n motion vectors and used 1n the
method of iter prediction selected for the block subject to
coding. More specifically, the motion vector difference
derivation unit 103 derives a motion vector difference indi-
cating a difference between motion vectors for LO predic-
tion, 1f LO prediction 1s defined for the block subject to
coding. If L1 prediction 1s defined for the block subject to
coding, the motion vector difference derivation unit 103
derives a motion vector diflerence indicating a difference
between motion vectors for L1 prediction. If bi-prediction 1s
defined for the block subject to coding, both LLO prediction
and L1 prediction are performed. A motion vector diflerence
between motion vectors for LO prediction, and a motion
vector difference between motion vectors for L1 prediction
are derived.

For each of the reference lists (1O, 1), the motion vector
predictor candidate generation umt 120 derives mvLXA,
mvLXB, and mvL.XCol for three prediction block groups,
respectively, the three groups including: the prediction block
group neighboring to the left (the prediction block group
neighboring the prediction block subject to coding to the left
in the same picture as the subject prediction block: A0, Al,
A2 of FIG. §); the prediction block group neighboring above
(the prediction block group neighboring the prediction block
subject to coding above 1n the same picture as the subject
prediction block: B0, B1, B2 of FIG. 5); and the prediction
block group at a diflerent point of time (the coded prediction
block group located at the same position as or in the
neighborhood of the prediction block subject to coding 1n a
picture at a point of time different from the prediction block
subject to coding: T0, T1, T2, T3 of FIG. 9). The motion
vector predictor candidate generation unit 120 defines
mvLXA, mvLXB, and mvLXCol as motion vector predictor
candidates and supplies the candidates to the motion vector
predictor addition unit 121. Heremafter, mvLXA and
mvLXB will be referred to as spatial motion vectors, and
mvL.XCol will be referred to as a temporal motion vector.
For deritvation of a motion vector predictor candidate, the
motion vector predictor candidate generation unit 120 uses
coding information including the prediction mode of the
coded prediction block stored in the coding information
storage memory 114, the reference indices 1n each reference
list, POC of the reference picture, the motion vector, etc.

The motion vector predictor candidates mvILXA,
mvLXB, and mvLXCol may be dennved by scaling in
accordance with the relationship between POC of the picture
subject to coding and POC of the reference picture.
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The motion vector predictor candidate generation unit 120
checks prediction blocks in each prediction block group 1n
a predefined order to determine whether predetermined
conditions described later are met. The motion vector pre-
dictor candidate generation unit 120 selects the motion
vector of the prediction block that first matches the condition
and defines the selected motion vector as the motion vector
predictor candidate mvLXA, mvLXB, or mvLXCol.

Checking by the motion vector predictor candidate gen-
eration unit 120 of the prediction blocks to determine
whether the conditions described later are met proceeds: in
the order from bottom to top in the prediction block group
neighboring to the left (in the order A0, Al, A2 of FIG. §5)
to derive a motion vector predictor from the prediction block
group neighboring to the left; 1n the order from right to left
in the prediction block group neighboring above (in the
order B0, B1, B2 of FIG. 5) to derive a motion vector
predictor from the prediction block group neighboring
above; and 1n the order TO, T1, T2, T3 of FIG. 9 to derive
a motion vector predictor from the prediction block group at
a different point of time. The motion vector predictor
candidate generation umt 120 selects the motion vector of
the prediction block that first meets the condition and defines
the selected motion vector as the motion vector predictor
candidate mvLXA, mvLXB, or mvLXCol.

In other words, the lowermost prediction block in the
prediction block group neighboring to the left 1s given the
highest priority, and priority 1s assigned to the blocks in the
descending order from bottom to top. The rightmost predic-
tion block 1n the prediction block group neighboring above
1s given the highest priority, and priority i1s assigned to the
blocks in the descending order from night to left. The
prediction block T0 1s given the highest prionity in the
prediction block group at a different point of time, and
priority 1s assigned in the descending order of TO, T1, T2,
T3. The order of priority based on the position of prediction
blocks will be referred to as priority order A.

(Explanation of a Loop for Checking Against Conditions)

The prediction block group neighboring to the left and the
prediction block group neighboring above are checked
whether the following conditions 1, 2, 3, 4 are met in the
stated order. An exception to this 1s method 5 described later,
in which the conditions are applied 1n the order 1, 3, 2, 4.

Condition 1: For prediction in the neighboring prediction
block, the same reference list and reference index (reference
frame) as used 1n deriving a motion vector from which 1s
derived a motion vector diflerence for the prediction block
subject to coding/decoding, are used.

Condition 2: For prediction in the neighboring prediction
block, a reference list diflerent from the list used 1n deriving,
a motion vector, from which 1s derived a motion vector
difference for the prediction block subject to coding/decod-
ing, and the same reference frame as used 1n the prediction
block subject to coding/decoding are used.

Condition 3: For prediction in the neighboring prediction
block, the same reference list as used 1n deriving a motion
vector, from which 1s derived a motion vector difference for
the prediction block subject to coding/decoding, and a
reference frame different from the frame as used in the
prediction block subject to coding/decoding are used.

Condition 4: For prediction in the neighboring prediction
block, a reference list and a reference frame diflerent from
those used in deriving a motion vector, from which 1s
derived a motion vector diflerence for the prediction block
subject to coding/decoding, are used.

The order of priority based on the conditions listed above
will be referred to as priority order B. If any of these
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conditions 1s met, it 1s determined that a motion vector that
meets the condition 1s available 1n the prediction block so
that the subsequent blocks are not checked to determine
whether the conditions are met. If condition 1 or condition
2 1s met, the motion vector for the neighboring prediction
block that meets the condition corresponds to the same
reference list and so 1s directly defined as the motion vector
predictor candidate. If condition 3 or condition 4 1s met, the
motion vector for the neighboring block that meets the
condition corresponds to a different reference frame so that
the motion vector 1s subject to scaling before being defined
as the motion vector predictor candidate. If the prediction
blocks are checked against the conditions 1 sequence
instead of 1n parallel, and 11 1t 1s determined, 1n checking the
second prediction block group 1n sequence (e.g., in checking
the prediction block group neighboring above, in the case
that the prediction block group neighboring to the left 1s
checked against the conditions first), the motion vector
predictor candidate for the prediction block group 1s of the
same value as the motion vector predictor candidate deter-
mined 1n the previous prediction block group, the motion
vector predictor candidate identified in the second group
may not be employed and control may proceed to check the
next prediction block against the conditions. By continuing
to check the next prediction block group as described above,
reduction in the number of motion vector predictor candi-
dates can be prevented.

The following four methods may be defined as a means of
formulating a loop to scan the spatial prediction blocks. The
appropriateness and the maximum processing volume differ

depending on the method. These factors are taken into
consideration, and one of the following methods 1s selected
and defined for use. Only method 1 will be described 1n
detail with reference to the tlowcharts of FIGS. 17-21. A
skilled person would be able to design the steps to 1mple-
ment the other methods 2-4 1n compliance with the steps to
implement method 1, so that a detailed description will be
omitted. The following description concerns processing spa-
t1al prediction blocks 1n a loop 1n the moving picture coding
device. However, the process 1n the moving picture decod-
ing device could be similar to the process described below.

Method 1: One of the four conditions 1s applied to a given
prediction block. If the condition 1s not met, the condition 1s
applied to the next prediction block. When the prediction
blocks have been checked against the conditions, going
through four cycles, the process 1s terminated. More spe-
cifically, the conditions are applied in the following order of
priority (N 1s A or B).

1. Check prediction block NO against condition 1 (same
reference list, same reference frame)

2. Check prediction block N1 against condition 1 (same
reference list, same reference frame)

3. Check prediction block N2 against condition 1 (same
reference list, same reference frame)

4. Check prediction block N0 against condition 2 (ditler-
ent reference list, same reference frame)

5. Check prediction block N1 against condition 2 (differ-
ent reference list, same reference frame)

6. Check prediction block N2 against condition 2 (differ-
ent reference list, same reference frame)

7. Check prediction block NO against condition 3 (same
reference list, different reference frame)

8. Check prediction block N1 against condition 3 (same
reference list, different reference frame)

9. Check prediction block N2 against condition 3 (same
reference list, different reference frame)
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10. Check prediction block N0 against condition 4 (dii-
terent reference list, different reference frame)

11. Check prediction block N1 against condition 4 (dif-
ferent reference list, different reference frame)

12. Check prediction block N2 against condition 4 (dii-
terent reference list, different reference frame)

According to method 1, a motion vector predictor that
uses the same reference list as the target block and that does
not require scaling 1s likely to be selected so that the code
s1ze of the motion vector diflerence 1s likely to be reduced
advantageously.

Method 2: Selection of a motion vector predictor that uses
the same prediction frame and that does require scaling 1s
given priority. Two of the four conditions are successively
applied to a each prediction block. If the conditions are not
met, the conditions are then applied to the next prediction
block. In the first cycle, conditions 1 and 2 are applied. In the
next cycle through the prediction blocks, conditions 3 and 4
are applied. More specifically, the conditions are applied 1n
the following order of priority (N 1s A or B).

1. Check prediction block NO against condition 1 (same
reference list, same reference frame)

2. Check prediction block N0 against condition 2 (differ-
ent reference list, same reference frame)

3. Check prediction block N1 against condition 1 (same
reference list, same reference frame)

4. Check prediction block N1 against condition 2 (differ-
ent reference list, same reference frame)

5. Check prediction block N2 against condition 1 (same
reference list, same reference frame)

6. Check prediction block N2 against condition 2 (difler-
ent reference list, same reference frame)

7. Check prediction block NO against condition 3 (same
reference list, different reference frame)

8. Check prediction block NO against condition 4 (difler-
ent reference list, diflerent reference frame)

9. Check prediction block N1 against condition 3 (same
reference list, different reference frame)

10. Check prediction block N1 against condition 4 (dii-
ferent reference list, different reference frame)

11. Check prediction block N2 against condition 3 (same
reference list, different reference frame)

12. Check prediction block N2 against condition 4 (dii-
terent reference list, different reference frame)

According to method 2, as in method 1, a motion vector
predictor that uses the same reference list as the target block
and that does not require scaling 1s likely to be selected so
that the code size of the motion vector difference 1s likely to
be reduced advantageously. Further, the maximum number
of cycles 1s 2 so that the number of accesses to the coding
information of prediction blocks 1n the memory 1s smaller
than that of method 1 and complexity required in hardware
implementation 1s reduced accordingly.

Method 3: In the first cycle, condition 1 1s applied to the
prediction blocks. If the condition 1s not met, the condition
1s then applied to the next prediction block. In the next cycle,
conditions 2, 3, and 4 are applied to each prediction block
before proceeding to the next prediction block. More spe-
cifically, the conditions are applied in the following order of
priority (N 1s A or B).

1. Check prediction block NO against condition 1 (same
reference list, same reference frame)

2. Check prediction block N1 against condition 1 (same
reference list, same reference frame)

3. Check prediction block N2 against condition 1 (same
reference list, same reference frame)
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4. Check prediction block N0 against condition 2 (ditler-
ent reference list, same reference frame)

5. Check prediction block NO against condition 3 (same
reference list, different reference frame)

6. Check prediction block N0 against condition 4 (differ-
ent reference list, different reference frame)

7. Check prediction block N1 against condition 2 (same
reference list, different reference frame)

8. Check prediction block N1 against condition 3 (same
reference list, different reference frame)

9. Check prediction block N1 against condition 4 (differ-
ent reference list, different reference frame)

10. Check prediction block N2 against condition 2 (dif-
ferent reference list, same reference frame)

11. Check prediction block N2 against condition 3 (same
reference list, different reference frame)

12. Check prediction block N2 against condition 4 (dii-
terent reference list, different reference frame)

According to method 3, a motion vector predictor that
uses the same reference list and the same reference frame as
the target block and that does not require scaling 1s likely to
be selected so that the code size of the motion vector
difference 1s likely to be reduced advantageously. Further,
the maximum number of cycles 1s 2 so that the number of
accesses to the coding imnformation of prediction blocks 1n
the memory 1s smaller than that of method 1 and complexity
required 1n hardware implementation 1s reduced accord-
ingly.

Method 4: Four conditions are successively applied to a
grven prediction block. If none of the conditions 1s met, it 1s
determined that no motion vectors that match the conditions
1s available 1n the prediction block so that the conditions are
applied to the next prediction block. Prionty 1s given to
successively applying the conditions to a given prediction
block. More specifically, the conditions are applied in the
following order of priority (N 1s A or B).

1. Check prediction block NO against condition 1 (same
reference list, same reference frame)

2. Check prediction block N0 against condition 2 (differ-
ent reference list, same reference frame)

3. Check prediction block N0 against condition 3 (same
reference list, same reference frame)

4. Check prediction block N0 against condition 4 (ditler-
ent reference list, different reference frame)

5. Check prediction block N1 against condition 1 (same
reference list, same reference frame)

6. Check prediction block N1 against condition 2 (difler-
ent reference list, same reference frame)

7. Check prediction block N1 against condition 3 (same
reference list, different reference frame)

8. Check prediction block N1 against condition 4 (differ-
ent reference list, different reference frame)

9. Check prediction block N2 against condition 1 (same
reference list, same reference frame)

10. Check prediction block N2 against condition 2 (dif-
ferent reference list, diflerent reference frame)

11. Check prediction block N2 against condition 3 (same
reference list, different reference frame)

12. Check prediction block N2 against condition 4 (dii-
terent reference list, different reference frame)

According to method 4, the maximum number of cycles
1s 1 so that the number of accesses to the coding information
of prediction blocks 1n the memory 1s smaller than that of
method 1, method 2, or method 3 and complexity required
in hardware implementation is reduced accordingly.

Method 5: As 1in method 4, four conditions are succes-
sively applied to a given prediction block. If none of the
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conditions 1s not met, it 1s determined that no motion vectors
that match the conditions 1s available 1n the prediction block
so that the conditions are applied to the next prediction
block. Priority 1s given to successively applying the condi-
tions to a given prediction block. While method 4 gives 5
priority to referring to the same reference frame in checking
a given prediction block against the conditions, method 5
gives priority to referring to the same reference list. More
specifically, the conditions are applied 1n the following order
of priority (N 1s A or B). 10

1. Check prediction block NO against condition 1 (same
reference list, same reference frame)

2. Check prediction block N0 against condition 3 (same
reference list, different reference frame)

3. Check prediction block N0 against condition 2 (differ- 15
ent reference list, same reference frame)

4. Check prediction block N0 against condition 4 (differ-
ent reference list, diflerent reference frame)

5. Check prediction block N1 against condition 1 (same
reference list, same reference frame) 20
6. Check prediction block N1 against condition 3 (same

reference list, different reference frame)

7. Check prediction block N1 against condition 2 (differ-
ent reference list, same reference frame)

8. Check prediction block N1 against condition 4 (differ- 25
ent reference list, different reference frame)

9. Check prediction block N2 against condition 1 (same
reference list, same reference frame)

10. Check prediction block N2 against condition 3 (same
reference list, different reference frame) 30
11. Check prediction block N2 against condition 2 (dif-

terent reference list, same reference frame)

12. Check prediction block N2 against condition 4 (dif-
terent reference list, different reference frame)

According to method 3, the number of references to the 35
reference list of the prediction block 1s further reduced as
compared with method 4. Complexity 1s reduced by reduc-
ing the frequency of memory accesses and processing vol-
ume required for, for example, checking against the condi-
tions. As 1 method 4, the maximum number of cycles 1s 1 40
so that the number of accesses to the coding information of
prediction blocks in the memory 1s smaller than that of
method 1, method 2, or method 3 and complexity required
in hardware implementation 1s reduced accordingly.

Subsequently, the motion vector predictor addition unit 45
121 evaluates the order of priority of the motion vector
predictor candidates mvLXA, mvLXB, and mvLXCol and
stores the candidates in an MVP list mvpListL.X in accor-
dance with the order of priority. Steps for storing the
candidates 1 the MVP list mvpListLX will be described 1 50
detail later.

The 1dentical motion vector predictor candidate decision
unit 122 finds 1dentical motion vector values from the
motion vector predictor candidates stored in the MVP list
mvpListLX. The identical motion vector predictor candidate 55
decision unit 122 allows one of the motion vector predictor
candidates found to have the 1dentical motion vector values
to remain 1n the MVP list mvpListLX and deletes the other
candidates from the list, thereby preventing duplication of
motion vector predictor candidates and updating the MVP 60
list mvpListLX accordingly. The identical motion vector
predictor candidate decision unit 122 supplies the updated
MVP list mvpListLX to the motion vector predictor candi-
date code size derivation umt 123 and the motion vector
predictor selection unit 124. 65

Meanwhile, the motion vector estimation unit 102 of FIG.

1 detects a motion vector mv 1n each prediction block. The
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motion vector mv 1s input to the motion vector predictor
candidate code size derivation unit 123 along with the
motion vector predictor candidates in the updated MVP list
mvpListLX.

The motion vector predictor candidate code size deriva-
tion unit 123 derives motion vector differences between the
motion vector mv and the motion vector predictor candi-
dates stored 1n the MVP list mvpListLX. The motion vector
predictor candidate code size derivation unit 123 derives the
code sizes produced when the motion vector differences are
coded, for each of the elements in the MVP list mvpListLX,
and supplies the code sizes to the motion vector predictor
selection unit 124.

The motion vector predictor selection unit 124 selects,
from the elements added in the MVP list mvpListLX, the
motion vector predictor candidate mvpListLX][1] with the
smallest code size as the motion vector predictor mvp. If a
plurality of motion vector predictor candidates having the
smallest generated code size are found in the MVP list
mvpListL.X, the motion vector predictor selection unit 124
selects the motion vector predictor candidate mvpListLX]1]
with the smallest index 1 the MVP list mvpListLX, as the
optimum motion vector predictor mvp. The motion vector
predictor selection unit 124 supplies the selected motion
vector predictor mvp to the motion vector subtraction unit
125. Further, the motion vector predictor selection unit 124
outputs the index 1 in the MVP list corresponding to the
selected motion vector predictor mvp as an MVP index
mvp_1dx for LX (X=0 or 1).

The motion vector predictor selection unit 124 also out-
puts, as needed, the coding information used 1n the predic-
tion block in the MVP list indicated by mvp_i1dx to the
prediction method decision unit 106 of FIG. 1. The coding
information output includes weight parameters for weighted
prediction, quantization parameters for quantization, efc.

Finally, the motion vector subtraction unit 125 derives a
motion vector diflerence mvd by subtracting the selected
motion vector predictor mvp from the motion vector mv and
outputs the motion vector difference mvd.

MVA=my—mvp

Referring back to FIG. 1, the motion compensation pre-
diction unit 105 refers to a decoded picture stored in the
decoded picture memory 115 and performs motion compen-
sation 1n accordance with the motion vector mv supplied
from the motion vector estimation unit 102, so as to obtain
a motion compensated prediction signal. The motion com-
pensation prediction unit 105 supplies the motion compen-
sated prediction signal to the prediction method decision
unit 106.

The prediction method decision unit 106 determines the
method of prediction. The prediction method decision unit
106 derives the code size and coding distortion for each
prediction mode. The prediction block size and prediction
mode that gives the smallest code size and coding distortion
generated are determined. The motion vector difference mvd
supplied from the motion vector subtraction umt 125 of the
motion vector difference derivation unit 103 and the index
mvp_1dx indicating the motion vector predictor and supplied
from the motion vector predictor selection unit 124 are
coded and the code size of motion information 1s dernived.
Further, the code size of a prediction residual signal code,
obtained by coding an error between the motion compen-
sated prediction signal supplied from the motion compen-
sation prediction unit 105 and the picture signal subject to
coding supplied from the picture memory 101, 1s derived.
The total generated code size 1s determined by deriving a
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sum of the code size of the motion information and the code
size of the prediction residual signal. The denived size 1s
defined as the first evaluation value.

The picture difference thus coded 1s then decoded for
evaluation as to the amount of distortion. Coding distortion
1s dertved as a ratio indicating an error from the original
picture produced as a result of coding. By comparing the
total code size and coding distortion ifrom one instance of
motion compensation with that of another, the prediction
block size and the prediction mode that result 1n the smallest
code size and coding distortion are determined. The afore-
mentioned method of predicting a motion vector 1s per-
formed using the motion vector mv determined by the
prediction block size and prediction mode thus determined.
The 1index 1ndicating the motion vector predictor 1s coded as
a flag mvp_1dx_IX]1] defined 1n the second syntax pattern
for each prediction block. While it 1s desirable to derive the
generated code size by simulating the coding steps, the
generated code size may be determined by approximate
derivation or rough estimation.

(Prediction of a Motion Vector in Decoding)

A description will be given of a method according to the
embodiment of predicting a motion vector 1n a moving
picture decoding device for decoding a coded bitstream of
moving pictures.

A description will be given of flags 1n a bitstream decoded
by the first bitstream decoding unit 202. FIG. 10 shows a
first syntax pattern written 1n a slice header of each slice 1n
a bitstream generated by the moving picture coding device
according to the embodiment and decoded by the first
bitstream decoding unit 202. If 1t 1s known from the flag
written 1n the slice header of a bitstream that the slice type
1s either P or B, a first flag mv_competition_temporal_flag is
decoded. The first flag mv_competition_temporal_{lag indi-
cates, 1n a prediction block 1n which the merge mode 1s not
defined for inter prediction, whether to predict a motion
vector by using a motion vector of a prediction block located
at the same position as or in the neighborhood of the target
prediction block in a picture at a different point of time as
well as using a motion vector of a neighboring prediction
block i the same picture, and indicates, in a prediction
block 1n which the merge mode 1s defined for inter predic-
tion, whether to perform inter prediction by using coding
information of a prediction block located at the same posi-
tion as or 1n the neighborhood of the target prediction block
in a picture at a different point of time as well as using
coding information of a neighboring prediction block in the
same picture. If mv_competition_temporal_flag is true (1), a
motion vector 1s predicted, in a prediction block in which the
merge mode 1s not defined for inter prediction, by using a
motion vector of a prediction block located at the same
position as or in the neighborhood of the target prediction
block 1n a picture at a different point of time as well as using,
a motion vector of a neighboring prediction block 1n the
same picture, and inter prediction 1s performed, 1n a predic-
tion block i which the merge mode 1s defined for inter
prediction, by using coding information of a prediction
block located at the same position as or 1n the neighborhood
of the target prediction block in a picture at a diflerent point
of time as well as using coding information of a neighboring
prediction block in the same picture. Further, 1if mv_com-
petition_temporal_tlag 1s true (1), a second flag mv_tempo-
ral_high_prionty_flag 1s decoded and examined. If mv_tem-
poral_high_ priority_flag 1s true (1), a motion vector or a
merge candidate of a prediction block located at the same
position as or 1n the neighborhood of the prediction block
subject to coding/decoding 1n a picture at a different point of
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time 1s added 1n the MVP list or the merge candidate list in
preference to other candidates.

IT the slice type 1s “B”, a third flag collocated_from_10_
flag 1s decoded so as to determine which of the L.O and L1
reference picture lists for the picture including the target
prediction block should be used. The ({lag
collocated_from_10_flag 1s defined to indicate which of the
L.O reference list and the L1 reference list for the picture
including the target prediction block includes the picture
colPic located at a diflerent point of time and used to derive
the motion vector predictor candidate or the merge candidate
in the temporal dimension.

Further, 11 the slice type 1s P or B, a fourth flag mv_list
adaptive_1dx_tflag 1s decoded so as to adaptively change the
order of addition in the MVP list or the merge candidate list
described later depending on the prediction block. The flag
mv_list_adaptive_i1dx_flag 1s defined to indicate whether the
order of addition 1n the MVP list or the merge candidate list
described later 1s changed adaptively depending on the
prediction block.

The syntax elements described above may be defined 1n a
picture parameter set that defines syntax elements 1n units of
pictures.

Varniations of the first flag mv_competition_temporal_
flag, the second flag mv_temporal_high_priority_flag, the
third flag collocated_from_10 flag, and the fourth flag
mv_list_adaptive_idx_flag may be provided for non-merge
motion prediction and for the merge mode and be indepen-
dently controlled.

FIG. 11 shows a second syntax pattern defined for each
prediction block in a bitstream generated by the moving
picture coding device according to the embodiment and
decoded by the first bitstream decoding unit 202. FIG. 11
shows a syntax pattern defined for each prediction block. In
the case of inter prediction (if MODE_INTER 1s substituted
into PredMode, indicating the prediction mode of the pre-
diction block), a flag merge flag|x0][y0] indicating whether
the merge mode 1s used 1s decoded. x0 and y0O are indices
indicating the position of the top left pixel 1n the prediction
block 1n the screen. merge flag[x0][y0] 1s a tlag defined to
indicate whether the merge mode 1s used 1n the prediction
located at (x0, y0) 1n the screen.

If merge_tlag[x0][y0] 1s 1 and 11 NumMergeCand, i1ndi-
cating the total number of candidates 1n the merge mode,
exceeds 1, the syntax element merge 1dx[x0][y0], which
denotes an 1ndex 1 a merge list (a list of motion vector
predictor candidates referred to), 1s decoded. x0 and yO are
indices indicating the position of the top leit pixel in the
prediction block in the screen. merge_1dx[x0][y0] 1s a merge
index for the prediction block located at (x0, y0) in the
screen.

Meanwhile, if merge_tlag[x0][y0] 1s 0, the syntax element
mvd_1X[x0][y0][j], which denotes a motion vector difler-
ence between a motion vector for the prediction block
determined through motion vector estimation and a motion
vector predictor, 1s decoded for each reference list LX (X=0
or 1). X 1s etther O or 1 and denotes a direction of prediction,
the index x0 1n the array indicates the x coordinate of the
prediction block, y0 indicates the v coordinate of the pre-
diction block, and j indicates a component of the motion
vector difference, 1=0 indicating an X component, and =1
indicating a y component. If the total number of motion
vector predictor candidates exceeds 1, the syntax element
mvp_1dx_1X[x0][y0], which denotes an index 1n an MVP list
(a l1st of motion vector predictor candidates referred to), 1s
decoded. x0 and yO are indices indicating the position of the
top left pixel in the prediction block in the screen.
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mvp_1dx_1X[x0][v0] 1s an MVP index 1n a list LX for the
prediction block located at (x0, y0) in the screen. The suilix
[.X indicates a reference list. LO and L1 are provided so that
0 or 1 may be substituted mto X. NumMVPCand (LX) 1s a
function for deriving the total number of motion vector
predictor candidates for the prediction block 1dentified in the
direction of prediction LX (X 1s etther O or 1) and will be
described later. The index mvp_1dx_1X[x0][y0] 1n the MVP
list 1s coded only when the method of predicting a motion
vector 1dentifies the total number of motion vector predictor
candidates NumMVPCand (LX) as exceeding 1. This 1s
because, 1f the total number of motion vector predictor
candidates 1s 1, that one candidate will be the motion vector
predictor to be used so that the motion vector predictor
candidate referred to 1s uniquely identified without trans-
mitting mvp_1dx_1X[x0][v0].

When the method of predicting a motion vector according
to the embodiment 1s performed, the motion vector deriva-
tion unit 204 of the moving picture decoding device of FIG.
2 performs the associated process. FIG. 13 shows the
detailed configuration of the motion vector derivation unit
204 of the moving picture decoding device of FIG. 2
corresponding to the moving picture coding device accord-
ing to the embodiment. The part bounded by the heavy
dotted line 1 FIG. 13 represents the motion vector deriva-
tion unit 204. The part bounded by the heavy dotted line
turther inside indicates the part where the method of pre-
dicting a motion vector described later 1s performed. The
moving picture coding device corresponding to the moving
picture decoding device contains a similar part so that the
consistent, same result of decision 1s obtained on the coding
side and on the decoding side. The method of predicting a
motion vector on the decoding side will be described with
reference to the drawings.

The motion vector derivation unit 204 includes a motion
vector predictor candidate generation unit 220, a motion
vector predictor addition umt 221, an identical motion
vector predictor candidate decision unit 222, a motion vector
predictor selection unit 223, and a motion vector addition
unit 224.

By defining the motion vector predictor candidate gen-
eration unit 220, the motion vector predictor addition unit
221, and the identical motion vector predictor candidate
decision unit 222 1n the motion vector derivation unit 204 to
operate 1dentically with the motion vector predictor candi-
date generation unit 120, the motion vector predictor addi-
tion unit 121, and the identical motion vector predictor
candidate decision unit 122 in the motion vector difference
derivation unit 103 on the coding side, respectively, identical
motion vector predictor candidates can be obtained on the
coding side and on the decoding side.

The motion vector predictor candidate generation unit 220
performs the same process as the motion vector predictor
candidate generation unit 120 of FIG. 12. The motion vector
predictor candidate generation unit 220 reads, from the
coding information storage memory 209, motion vectors of
a decoded prediction block neighboring the block subject to
decoding 1n the same picture as the block subject to decod-
ing and of a decoded prediction block located at the same
position as or in the neighborhood of the block subject to
decoding in a picture at a different point of time, the motion
vectors being decoded and stored 1n the coding information
storage memory 209. The motion vector predictor candidate
generation umt 220 generates at least one motion vector
predictor candidate mvLXA, mvLXB, and mvLXCol from
the decoded motion vectors of other blocks read from the
coding information storage memory 209. The motion vector
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predictor candidate generation unit 220 supplies the gener-
ated candidates to the motion vector predictor addition unit
221. The motion vector predictor candidates mvL XA,
mvLXB, and mvL.XCol may be derived by scaling, depend-
ing on the reference index. The motion vector predictor
candidate generation unit 220 performs the same process as
the motion vector predictor candidate generation umt 120 of
FIG. 12. Theretfore, methods 1, 2, 3, 4, and 5 described 1n
association with the motion vector predictor candidate gen-
eration unit 120 of FIG. 12 as a means to derive a motion
vector predictor can also be applied to the motion vector
predictor candidate generation unit 220 so that a detailed
description thereol 1s omitted.

The motion vector predictor addition unit 221 performs
the same operation as the motion vector predictor addition
umt 121 of FIG. 12. The motion vector predictor addition
unmit 121 evaluates the order of priority of the motion vector
predictor candidates mvLXA, mvLXB, and mvLXCol and
stores the candidates in an MVP list mvpListL.X in accor-

dance with the order of priority. Steps for storing the
candidates 1 the MVP list mvpListLX will be described 1n

detail later.

Subsequently, the 1dentical motion vector predictor can-
didate decision unit 222 performs the same process as the
identical motion vector predictor candidate decision unit 122
of FIG. 12. The identical motion vector predictor candidate
decision umt 222 finds identical motion vector values from
the motion vector predictor candidates stored in the MVP list
mvpListLX. The identical motion vector predictor candidate
decision unit 222 allows one of the motion vector predictor
candidates found to have the 1dentical motion vector values
to remain in the MVP list mvpListL.X and deletes the other
candidates from the list, thereby preventing duplication of
motion vector predictor candidates and updating the MVP
list mvpListLX accordingly. The updated MVP list
mvpListLX 1s provided to the motion vector predictor
selection unit 223.

The motion vector difference mvd retrieved by decoding
in the first bitstream decoding unmit 202 1s input to the motion
vector addition unit 224. It the index mvp_1dx indicating the
motion vector predictor 1s coded, the index mvp_1dx of the
motion vector predictor retrieved by decoding 1n the first
bitstream decoding unit 202 1s input to the motion vector
predictor selection unit 223.

Thus, the motion vector predictor selection unit 223
receives the motion vector predictor candidate remaining in
the MVP list mvpListLX plus, 1f the index mvp_1dx indi-
cating the motion vector predictor 1s coded, the index
mvp_1dx mdicating the decoded motion vector predictor.

The motion vector predictor selection unit 223 first deter-
mines whether only one motion vector predictor candidate
remains in the MVP list mvpListLX. If one candidate
remains 1n the list, the motion vector predictor selection unit
223 retrieves the motion vector predictor candidate remain-
ing in the MVP list mvpListLX as the motion vector
predictor mvp. If more than one motion vector predictor
candidate remains 1n the MVP list mvpListLX, the motion
vector predictor selection unit 223 reads the index mvp_1dx
of the motion vector predictor retrieved by decoding 1n the
first bitstream decoding unit 202 and retrieves the motion
vector predictor candidate corresponding to the read index
mvp_1dx from the MVP list mvpListLX. The motion vector
predictor selection unit 223 supplies the retrieved motion
vector predictor candidate to the motion vector addition unit
224 as the motion vector predictor mvp.

Finally, the motion vector addition unit 224 derive a
motion vector mv by adding the motion vector difference
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mvd retrieved by decoding in the first bitstream decoding
unit 202 and supplied therefrom to the motion vector pre-
dictor mvp, and outputs the motion vector mv.

mv=mvp+mvd

As described above, a motion vector 1s derived for each
prediction block. The motion vector 1s used to generate a
predicted picture by motion compensation. By adding the
predicted picture to the residual signal retrieved from the
bitstream by decedmgj a decoded picture 1s generated

The processing steps in the motion vector difference
derivation unit 103 of the moving picture coding device and
that of the motion vector dertvation unit 204 of the moving,
picture decoding device will be described with reference to
the flowcharts of FIGS. 14 and 135, respectively. FIG. 14 1s
a flowchart showing the processing steps to derive a motion
vector difference in the moving picture coding device, and
FIG. 15 1s a flowchart showing the processing steps to derive
a motion vector 1n the moving picture decoding device.

The processing steps performed on the coding side will be
described with reference to FIG. 14. On the coding side, the
motion vector predictor candidate generation unit 120, the
motion vector predictor addition unit 121, and the 1dentical
motion vector predictor candidate decision unit 122 1n the
motion vector diflerence derivation unit 103 builds an MVP
list by deriving motion vector predictor candidates, adding
the dertved motion vector predictor candidates to the MVP
list, and deleting unnecessary motion vector predictor can-
didates (S101).

Subsequently, the motion vector predictor candidate code
s1ze dertvation unit 123 derives a motion vector difference
between the motion vector mv and the motion vector pre-
dictor candidates mvpListL.X][1] stored in the MVP list
mvpListL.X. The motion vector predictor candidate code
s1ze dertvation unit 123 derives the code size of the motion
vector diflerence as coded for each element in the MVP list
mvpListL.X. The motion vector predictor selection unit 124
selects, from the elements added in the MVP list
mvpListL.X, the motion vector predictor candidate
mvpListL.X][1] with the smallest code size as the motion
vector predictor mvp. It a plurality of motion vector pre-
dictor candidates having the smallest generated code size are
found 1n the MVP list mvpListLX, the motion vector pre-
dictor selection unit 124 selects the motion vector predictor
candidate mvpListL.X[1] with the smallest index 1n the MVP
list mvpListLX, as the optimum motion vector predictor
mvp. The motion vector predictor selection unit 124 supplies
the selected motion vector predictor mvp to the motion
vector subtraction unit 125. Further, the motion vector
predictor selection unit 124 outputs the index 1 1n the MVP
list corresponding to the selected motion vector predictor
mvp as an MVP mdex mvp_idx for LX (X=0 or 1) (5102).

Finally, the motion vector subtraction unit 125 derives a
motion vector difference mvd by subtracting the selected
motion vector predictor mvp from the motion vector mv and
outputs the motion vector difference mvd (S103).

mvd =mv-mvp

A description will now be given of the processing steps
performed on the decoding side with reference to FIG. 15.
On the decoding side, as on the coding side, the motion
vector predictor candidate generation unit 220, the motion
vector predictor addition unit 221, and the 1dentical motion
vector predictor candidate decision unit 222 1n the motion
vector derivation umt 204 builds an MVP list by deriving
motion vector predictor candidates, adding the derived
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motion vector predictor candidates to the MVP list, and
deleting unnecessary motion vector predictor candidates
(5201).

Subsequently, the motion vector predictor selection unit
223 first determines whether only one motion vector pre-
dictor candidate remains in the MVP list mvpListLX. If one
candidate remains 1n the list, the motion vector predictor
selection unit 223 retrieves the motion vector predictor
candidate remaining in the MVP list mvpListLX as the
motion vector predictor mvp. If more than one motion vector
predictor candidate remains 1n the MVP list mvpListLX, the
motion vector predictor selection unit 223 reads the index
mvp_1dx of the motion vector predictor retrieved by decod-
ing 1n the first bitstream decoding unit 202 and retrieves the
motion vector predictor candidate corresponding to the read
index mvp_1dx from the MVP list mvpListLX (S202).

Subsequently, the motion vector addition unit 224 derive
a motion vector mv by adding the motion vector diflerence
mvd retrieved by decoding in the first bitstream decoding
unmit 202 and supplied therefrom to the motion vector pre-
dictor mvp, and outputs the motion vector mv (5203 of FIG.

15).

mv=mvp+mvd

The method of deriving a motion vector predictor and
building an MVP list performed in S101 of FIG. 14 and 1n

S201 of FIG. 15 will be described in further detail with
reference to FIG. 16.

The method of predicting a motion vector common to the
moving picture coding device and the moving picture decod-
ing device will be described.

(Method of Predicting a Motion Vector)

The method of deriving a motion vector predictor and
building an MVP list according to the embodiment i1s
performed 1n units of prediction blocks and for each refer-

ence list LX (X 1s 0 or 1) through steps shown in FIG. 16.
It MODE_INTER (inter prediction) 1s substituted into Pred-
Mode, and 1 Pred I1.O (LO prediction) or Pred BI (bi-
prediction) 1s substituted into the flag inter_pred_tlag[xO]
[y0] indicating a method of inter prediction, motion vector
predictor candidates for the reference list LO are derived and
an MVP list 1s built accordingly. xO and y0O are indices
indicating the position of the top left pixel in the prediction
block 1n the screen. mter_pred_flag[x0][y0] 1s a flag defined
to indicate a method of inter prediction 1n the prediction
located at (x0, y0O) 1n the screen. If Pred_L.1 (L1 prediction)
or Pred_BI (bi-prediction) 1s substituted 1nto the flag inter_

pred_flag[x0] [y0], motion vector predictor candidates for
the reference list L1 are derived and an MVP list 1s built
accordingly. In other words, 1f Pred_BI (bi-prediction) is
substituted into nter_pred_{flag|[x0][y0], motion vector pre-
dictor candidates are derived both for the reference list LO
and the reference list L1 and an MVP list 1s built accord-
ingly. FIG. 16 1s a flowchart showing the flow of the process
in the motion vector predictor candidate generation units
120, 220, the motion vector predictor addition units 121,
221, and the identical motion vector predictor candidate
decision units 122, 222 having common functions in the
motion vector diflerence derivation unit 103 of the moving
picture coding device and 1n the motion vector derivation
unit 204 of the moving picture decoding device. The steps
will be described 1n sequence.

A motion vector predictor candidate for prediction from a
prediction block neighboring to the left 1s derived. A flag
availableFlagl X A indicating whether the neighboring block
1s available, a motion vector mvLXA, and POC of the

reference picture pocLXA are output (S301 of FIG. 16). In
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the case of LO, X 1s 0. In the case of L1, X 1s 1 (the same
shall apply hereinafter). A candidate motion vector predictor
for prediction from a prediction block neighboring above 1s
then derived. A flag availableFlagl. XB indicating whether
the neighboring block 1s available, a motion vector mvLXB,

and POC of the reference picture pocLXB are dertved (5302
of FIG. 16). The steps S301 and S302 are common to LO
prediction and L1 prediction. The common processing steps
to derive the flag availableFlagl. XN indicating the avail-
ability of the block, the motion vector mvLXN, and POC of
the reference picture pocLXN (N 1s A or B, the same shall
apply heremnafter) will be described later in detail with
retference to the flowcharts of FIGS. 17-22.

Subsequently, the motion vector predictor candidate 1n the
temporal dimension 1s derived. A flag availableFlagl.XCol
indicating the availability of the block, a motion vector
mvL.XCol, and a flag mvXCrossFlag indicating whether
intersection occurs are output (S303 of FIG. 16). The
processing steps for these derivations will be described later
in detail with reference to the tlowcharts of FIGS. 24-29 and
FIG. 22.

Subsequently, the MVP list mvpListL.X 1s constructed and
motion vector predictor candidates mvLXN (N 1s A, B, or
Col. The same shall apply hereinatiter) (S304 of FIG. 16).
The processing steps for these derivations will be described
later 1n detail with reference to the flowcharts of FIGS.
30-36.

If there are a plurality of motion vectors have the same
value 1n the MVP list mvpListL X, the motion vectors except
for the motion vector earliest in the order are removed

subsequently (8305 of FIG. 16).

Referring back to FIG. 15, if the number NumMVPCand
(LX) of elements in the MVP list mvpListLX 1s 1, the
ultimate MVP index mvpldx 1s then defined to be 0. Oth-
erwise, mvp_1dx_LX[xP,yP] i1s defined as mvpldx (5202 1n
FIG. 15), where xP, yP are indices indicating the position of
the top left pixel in the prediction block in the screen.
mvp_1dx_LX[xP,yP] 1s an MVP index of the prediction
block located at (xP, yP) 1n the screen from prediction using,
the list LX (LO or L1). The suihix LX indicates a reference
list. LO and L1 are provided so that O or 1 may be substituted
into X.

Subsequently, the mvpldx-th motion vector mvpListLX
|mvpldx] added in the MVP list from prediction using LX
1s assigned as the ultimate motion vector predictor mvpLX
from prediction using the list LX (8203 of FIG. 15).

[Derivation of Motion Vector Predictor Candidates from
at Least One Prediction Block Neighboring to the Lelt or
Above (8301, S302 of FIG. 16)]

Inputs 1n these steps include the coordinates (xP, yP) of
the top left pixel at the start of the prediction block subject
to coding/decoding 1n the target picture subject to coding/
decoding, the width nPSW and the height nPSH of the
prediction block subject to coding/decoding, and the refer-
ence index refldxLX (X 1s O or 1) for each reference list of
the prediction block. The suilix LX indicates a reference list.
[.O and L1 are provided so that 0 or 1 may be substituted into
X. The reference lists LO and L1 are lists for managing a
plurality of reference pictures for the purpose of performing
block-by-block motion compensation 1n units of blocks by
referring to an arbitrary one of a plurality of reference
picture candidates. The reference index refldxLX 1s an index
assigned to each reference picture 1n each reference list and
used to designate a reference picture.

Outputs from this process include the motion vector
mvLXN of the prediction block neighboring to the left or
above, the flag availableFlagl. XN indicating whether the
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coding information of the prediction block group N derived
from prediction using the reference list LX 1s available. O or
1, indicating a reference list, 1s substituted into the suthx X.
A (left) or B (above), indicating an area of neighboring
prediction block group, 1s substituted into N.

As shown 1n FIGS. 5, 6, 7, and 8, motion vector predictor
candidates are derived from prediction blocks neighboring a
prediction block (prediction block subject to processing by
the part shown i FI1G. 12) defined for the purpose of motion
compensation 1n coding blocks in the same picture.

FIG. 5 shows a target prediction block and neighboring
prediction blocks. Motion vector predictor candidates are
selected from a prediction block group A comprised of
prediction blocks Ak (k=0, 1, 2) neighboring the target
prediction block to the left, and a prediction block group B
comprised of prediction blocks Bk (k=0, 1, 2) neighboring
above.

The method of deriving a motion vector predictor candi-
date mvLLXN from prediction block groups N neighboring to

the left and above (1.e., the steps S301 and S302 of FIG. 16)
will be described with reference to the flowchart of FIG. 17.
0 or 1, indicating a reference list, 1s substituted into the suthx
X. A (left) or B (above), indicating an area of neighboring
prediction block group, 1s substituted into N.

Referring to FIG. 17, the variable N 1s set such that N=A
so that at least one motion vector predictor candidate 1s
derived from at least one prediction blocks neighboring the
prediction block subject to coding/decoding. The variable N
1s set such that N=B so that at least one motion vector
predictor candidate 1s derived from at least one prediction
blocks neighboring above.

The prediction blocks neighboring the prediction block
subject to coding/decoding are identified. If a prediction
block Nk (k=0, 1, 2) 1s available, the coding information 1s
derived (S1101, S1102, 51103). In the case of the prediction
block group neighboring the prediction block subject to
coding/decoding to the left (N=A), the prediction block AQ
neighboring at bottom left, the prediction block Al neigh-
boring to the left, and the prediction block A2 neighboring
at top left are identified and the coding information 1is
derived accordingly. In the case of the prediction block
group neighboring the prediction block subject to coding/
decoding above (N=B), the prediction block B0 neighboring
at top right, the prediction block B1 neighboring above, and
the prediction block B2 neighboring at top left are 1identified
and the coding information 1s derived accordingly (81101,
S1102, S1103). If the prediction block Nk 1s located inside
a slice including the prediction block subject to coding/
decoding, the block is available for prediction. I the pre-
diction block Nk 1s located outside the slice, the block 1s not
available.

Subsequently, the flag availableFlaglL. XN 1ndicating
whether a motion vector predictor can be selected from the
prediction block group N 1s set to 0, the motion vector
mvL XN representing the prediction block group 1s set to (0O,
0), and the flag MvXNNonScale indicating the motion
vector representing the prediction block group N 1s not
subject to scaling 1s set to 0 (51104, S1105, S1106).

Subsequently, the process of the flowchart shown 1n FIG.
18 15 performed (S1107). The neighboring prediction blocks
NO, N1, N2 1n the prediction block group N are examined to
identify prediction blocks having a motion vector relative to
the same reference list LX as the reference list LX referred
to by the prediction block subject to coding/decoding and
the same reference index.

FIG. 18 1s a flowchart showing the processing steps in

step S1107 of FIG. 17. The neighboring prediction blocks
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Nk (k=0, 1, 2) are subject to the following steps in the order
that k 1s O, 1, and 2 (81201-5S1210). In the case that N 1s A,
the followmg steps are applied from bottom to top. In the
case that N 1s B, the steps are applied from right to left.
If the neighboring prediction block Nk 1s available (YES
in S1202), 11 the coding mode PredMode of the prediction
block Nk 1s not intra (MODE_INTRA) (YES 1n S1203), and
iI predFlagl.X (flag indicating whether LX prediction 1is
used) of the neighboring prediction block Nk 1s 1 (YES in
S51204), the reference index refldxLX[xNk][yNk] of the
neighboring prediction block Nk 1s compared with the index
refldxLX of the target prediction block are compared
(S1205). If the reference indices are identical (YES 1n
S51205), the flag availableFlaglLXN 1s set to 1 (S1206),
mvLXN 1s set to the same value as mvLXN|[xNk][yNKk]
(S1207), retldxN 1s set to the same value as refldxL. X[xNKk]
[yNk] (S1208), ListN 1s set to LX (51209), and the flag
MvXNNonScale indicating non-scaling 1s set to 1 (51210).
In the embodiment, the motion vector mvLXN with the
flag MvXNNonScale set to 1, indicating non-scaling, 1.e.,
the motion vector mvLXN derived without scaling repre-
sents a motion vector predicted from the motion vector of
the prediction block referring to the same reference picture
relative to the motion vector of the prediction block subject
to coding/decoding and so 1s determined to be relatively
more suitable as a motion vector predictor candidate of the
prediction block subject to coding/decoding. Meanwhile, the
motion vector mvLXN with the flag MvXCross set to 0, 1.¢.,
the motion vector mvLXN derived by scaling represents a
motion vector predictor predicted from the motion vector of
the prediction block referring to a reference picture diflerent
from the reference picture relative to the motion vector of
the prediction block subject to coding/decoding and so 1s
determined to be less suitable as a motion vector predictor
candidate of the prediction block subject to coding/decod-
ing. In other words, the flag MvXNNonScale indicating
non-scaling 1s used as a guideline to determine whether a
motion vector 1s suitable as a motion vector predictor

candidate.
If none of these conditions 1s met (NO 1n S1202, NO 1n

51203, NO 1n S1204, or NO 1n S1205), k 1s incremented by
1, and the next neighboring prediction block 1s processed
(S1202-51209). The steps are repeated until availableF-
lagl. XN 1s 1 or the steps for N2 are completed.

Referring back to the flowchart of FIG. 17, the steps of the
flowchart shown 1 FIG. 19 are then performed (S1109)
when availableFlagl.XN 1s 0 (YES 1n S1108). The predic-
tion blocks N0, N1, N2 neighboring the prediction block
group N are examined so as to i1dentily prediction blocks
having a motion vector relative to the reference list LY
(Y=!X: when the reference list LO currently referred to 1s LO,
the opposite reference list will be L1; when the reference
currently referred to 1s L1, the opposite reference list will be
L.O) opposite to the reference list LX referred to i the
prediction block subject to coding/decoding and relative to
the same reference POC.

FIG. 19 1s a flowchart showing the processing steps in
step S1109 of FIG. 17. The neighboring prediction blocks
Nk (k=0, 1, 2) are subject to the following steps 1n the order
that k1s O, 1, and 2 (51301-51310). In the case that N 15 A,
the followmg steps are applied from bottom to top. In the
case that N 1s B, the steps are applied from right to left.

If the neighboring prediction block Nk 1s available (YES
in S1302), 11 the coding mode PredMode of the prediction
block Nk 1s not intra (MODE_INTRA) (YES 1n S1303), and
i predFlaglY (flag indicating whether LY prediction is

used) of the neighboring prediction block Nk 1s 1 (YES in
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S1304), POCReiPicOrderCnt  (currPic, refldxLY[xNK]
[vyNk], LY) of the reference picture ReiPicListY[refldxLY
[xXNK][yNKk]] of the reference list LY opposite to the refer-
ence list LX currently referred to by the neighboring
prediction block Nk 1s compared with POCReiP1cOrderCnt
(currPic, refldxLX, LX) of the reference picture RefPi-
cListX[refldxLX] of the list LY of the target prediction
block. If POCs of the reference pictures are identical (YES
of S1305), the flag availableFlagl XN 1s set to 1 (51306),
mvLXN 1s set to the same value as mvLXN[xNk][yNKk]
(S1307), retldxN 1s set to the same value as refldxLY [xNKk]
[yNk] (S1308), ListN 1s set to LY (S1309), and the flag
MvXNNonScale indicating non-scaling 1s set to 1 (S1310).

If none of these conditions 1s met (NO 1n S1302, NO 1n
S1303, NO 1n S1304, or NO 1n S1305), k 1s incremented by
1, and the next neighboring prediction block 1s processed
(51302-S1309). The steps are repeated until availableF-
lagl. XN 1s 1 or the steps for N2 are completed.

Referring back to the flowchart of FIG. 17, the steps of the
flowchart shown 1in FIG. 20 are then performed (51111)
when availableFlagl. XN 1s 0 (YES 1n S1110). The neigh-
boring prediction blocks N0, N1, N2 in the prediction block
group N are examined to identity prediction blocks having
a motion vector relative to the same reference list LX as the
reference list LX referred to by the prediction block subject
to coding/decoding and relative to a different reference POC.

FIG. 20 1s a tflowchart showing the processing steps in
step S1111 of FIG. 17. The neighboring prediction blocks Nk
(k=0, 1, 2) are subject to the following steps in the order that
k1s O, 1, and 2 (51401-51409). In the case that N 1s A, the
following steps are applied from bottom to top. In the case
that N 1s B, the steps are applied from right to left.

I1 the neighboring prediction block Nk 1s available (YES
in S1402), 11 the coding mode PredMode of the prediction
block Nk 1s not intra (MODE_INTRA) (YES 1n S1403), and
iI predFlagl.X (flag indicating whether LX prediction 1is

used) of the neighboring prediction block Nk 1s 1 (YES 1n
51404), the flag availableFlagl. XN 1s set to 1 (S1405),

mvLXN 1s set to the same value as mvLXN[xNKk][yNKk]
(51406), refldxN 1s set to the same value as refldxL X[xNKk]
[vNk] (S1407), and ListN 1s set to LX (S1408).

If none of these conditions 1s met (NO 1n S1402, NO 1n
51403, or NO 1 S1404), k 1s incremented by 1, and the next
neighboring prediction block 1s processed (S1402-51408).
The steps are repeated until availableFlagl. XN 1s 1 or the
steps for N2 are completed.

Referring back to the flowchart of FIG. 17, the steps of the
flowchart shown in FIG. 21 are then performed (S1113)
when availableFlagl. XN 1s O (YES 1n S1112). (The predic-
tion blocks N0, N1, N2 neighboring the prediction block
group N are examined so as to i1dentily prediction blocks
having a motion vector relative to the reference list LY
(Y=!X: when the reference list LO currently referred to 1s LO,
the opposite reference list will be L1; when the reference
currently referred to 1s L1, the opposite reference list will be
L.O) opposite to the reference list LX referred to i the
prediction block subject to coding/decoding and relative to
a different reference POC).

FIG. 21 1s a flowchart showing the processing steps in
step S1113 of FIG. 17. The neighboring prediction blocks
Nk (k=0, 1, 2) are subject to the following steps 1n the order
that k1s 0, 1, and 2 (81501-51509). In the case that N 1s A,
the followmg steps are applied from bottom to top. In the
case that N 1s B, the steps are applied from right to left.

I1 the neighboring prediction block Nk is available (YES
in S1502), 11 the coding mode PredMode of the prediction
block Nk 1s not intra (MODE_INTRA) (YES 1n S1503), and
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i predFlaglY (flag indicating whether LY prediction 1is
used) of the neighboring prediction block Nk 1s 1 (YES in

S1504), the flag availableFlaglL.XN 1s set to 1 (81505),
mvLXN 1s set to the same value as mvLXN|[xNk][yNk]
(S1506), refldxN 1s set to the same value as refldxL. X[xNKk]
[yNk] (51507), and ListN 1s set to LX (S1508).

If none of these conditions 1s met (NO 1n S1502, NO 1n
S1503, or NO 1 S1504), k 1s incremented by 1, and the next
neighboring prediction block 1s processed (S1502-51508).
The steps are repeated until availableFlagl. XN 1s 1 or the
steps for N2 are completed.

Referring back to the flowchart of FIG. 17, the steps of
scaling mvLXN shown in FIG. 22 are then performed
(S1115) when availableFlagl. XN 1s 1 (YES 1n S1114).

FIG. 22 1s a flowchart showing the processing steps in
step S1115 of FIG. 15 for scaling of a motion vector. FIG.
23 illustrates scaling of a motion vector 1in the temporal
dimension by way of a specific example. If POCReiPicOrd-

erCnt (currPic, refldxN, ListN) of the reference picture
RefPicListN[refldxILN] of the reference list ListN of the

referenced prediction block i1s 1dentical to POCRefP1cOrd-
erCnt (currPic, refldxLX, LX) of the reference picture
RetPicListX[refldxLX] of LX (YES 1n S1601), the value of
mvLXN 1s retained (51602). Otherwise (NO 1 S1601),
scaling 1s performed according to the following expression.

mvE XN=tb/td *mvI XN

where td indicates a difference between POCPi1cOrderCnt
(currPic) of the current picture subject to coding/decoding

and POCRetPicOrderCnt (currPic, refldxN, ListN) of the
reference picture RefPicListN[refldxN] referred to by the
reference list ListN of the neighboring prediction block.

td=PicOrderCnt{currPic)-RefPicOrderCnt(currPic,
refldxN,ListN)

tb indicates a difference between POCP1cOrderCnt (cur-
rPic) of the current picture subject to coding/decoding and
POC of the reference picture referred to by the reference list
L.X of the current picture subject to coding/decoding.

tb=Pi1cOrderCnt{currPic)-RefPicOrderCnt(currPic,
refldxl X, LX)

[Derivation of Motion Vector Predictor Candidates 1n the
Temporal Dimension (S303 of FIG. 16)]

Inputs 1n these steps include the coordinates (xP, yP) of
the top left pixel at the start of the prediction block subject
to coding/decoding, the width nPSW and the height nPSH of
the prediction block subject to coding/decoding, and the
reference index refldxLX (X 1s O or 1) for each reference list
of the prediction block. The suflix LX indicates a reference
list. LO and L1 are provided so that O or 1 may be substituted
into X. The reference lists LO and L1 are lists for managing
a plurality of reference pictures for the purpose of performs-
ing block-by-block motion compensation by referring to an
arbitrary one of a plurality of reference picture candidates.
The reference index refldxLX 1s an index assigned to each
reference picture in each reference list and used to designate
a reference picture.

Outputs from the process include the motion vector
mvL.XCol of the prediction block located at the same
position as the target prediction block, and the flag avail-
ableFlagl. XCol indicating whether the coding information
of the prediction block group Col derived from prediction
using the reference list LX 1s available. O or 1, indicating a
reference list, 1s substituted into the suthx X.
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FIG. 24 1s a tflowchart showing the processing steps in
step S303 of FIG. 16. A reference picture colPic 1s derived
from slice_type and collocated_from_10_flag (82101 of
FIG. 24).

FIG. 25 1s a flowchart showing the processing steps of

deriving the reference picture colPic 1n step S2101 of FIG.
24. If shce_type 1s B, and 1t the third flag

collocated_from_10_flag of FIG. 10 1s O (YES 1 52201 of
FIG. 25, YES 1n S2202 of FIG. 22), RefPicList1[0], 1.e., the
picture 1n the reference picture list 1 with the reference index
0 will be colPic (82203 of FIG. 25). Otherwise, (NO 1n
S2201 of FIG. 25, NO 1n S2202, NO 1n S2204), ReiPicListO
[0], the picture 1n the reference picture list O with the
reference mdex O will be colPic (82205 of FIG. 25).

Control 1s then returned to the flowchart of FIG. 24,
whereupon a prediction block colPu 1s derived and coding
information 1s derived accordingly (52102 of FIG. 24).

FIG. 26 1s a flowchart showing the processing steps of
deriving the prediction block colPu 1n step S2102 of FIG. 24.

The prediction block located at bottom right (outside) of
the target prediction block 1n colPic 1s defined as colPu
(52301 of FIG. 26). The prediction block corresponds to the
prediction block TO of FIG. 9.

The coding information of the prediction block colPu 1s
then derived. If PredMode of the prediction block colPu 1s
MODE_INTRA or if the block 1s not available (52303,
52304 of FIG. 26), the prediction block located at top left
(1nside) of the target prediction block 1n colPic 1s defined as
colPu (82305 of FIG. 26). The prediction block corresponds
to the prediction block T1 of FIG. 9. If PredMode of the
prediction block colPu 1s MODE_INTRA, or 1f the block 1s
not available, a search 1s made 1n the order of the prediction
blocks T2, T3 of FIG. 9 for an available prediction block for
which PredMode 1s not MODE INTRA.

Referring back to the flowchart of FIG. 24, mvLLXCol and
availableFlagl XCol are derived (82103 of FIG. 24).

FIG. 27 1s a flowchart showing the processing steps of
deriving inter prediction mformation in step S2103 of FIG.
24.

If PredMode of the prediction block colPu 1s MODE_IN-
TRA or 11 the block 1s not available (NO 1n S2401, NO 1n
52402 of FIG. 27), availableFlagl. XCol 1s set to 0, mvLX-
Col 1s set to (0,0) (52403, S2404 of FIG. 27), and the process
1s terminated.

I1 the prediction block colPu 1s available and PredMode 1s
not MODE_INTRA (YES in 52401, YES 1n S2402 of FIG.
27), mvCol and refldxCol are dertved through the following
steps.

If the LO prediction flag PredFlagl. O[xPCol][yPCol] of
the prediction block colPu 1s 0 (YES 1n 52405 of FIG. 27),
the prediction mode of the prediction block colPu 1s PredlL1
so that the motion vector mvCol and the reference imndex
refldxCol are set to MvL1[xPCol][yPCol], the L1 motion
vector of the prediction block colPu, and the L1 reference
index RefldxL1[xPCol][yPCol], respectively (52406,
S2407 of FIG. 27).

A decision 1s made as to whether the motion vector mvCol
thus set intersects the picture including the prediction block
subject to coding/decoding and Mv1Cross 1s set accordingly
(52408 of FIG. 27).

Decision as to whether the motion vector MV 1ntersects a
picture will be described with reference to FIG. 29. FI1G. 29
1s a flowchart showing a process of examining whether the
motion vector mvCol of colPu refers to a reference picture,
intersecting the picture that includes the prediction block
subject to coding/decoding. If POCP1cOrderCnt (colPic) of

the reference picture colPic 1s smaller than POCP1cOrderCnt
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(currPic) of the picture subject to coding/decoding, and 1f
POCReiP1cOrderCnt (colPic, RefldxColLX, LX) of the
reference picture referred to by mvCol 1s larger than POCP1-
cOrderCnt (currPic) of the picture subject to coding/decod-
ing (YES 1 S2601 of FIG. 27), it means that the reference
picture colPic 1s located 1n the past and the reference picture
1s located in the future, sandwiching the picture subject to
coding/decoding. A decision 1s then made that the motion
vector mvCol refers to a reference picture, mtersecting the
picture that includes the prediction block subject to coding/
decoding so that MvXCross 1s set to 1 (82602 of FI1G. 27).
I1 the above condition 1s not met (NO 1n 52601 of FIG. 27),
1.e., 1 POCPicOrderCnt (colPic) of the reference picture
colPic 1s larger than POCPi1cOrderCnt (currPic) of the pic-
ture subject to coding/decoding, and 1f POCReiP1cOrderCnt
(colPic, RefldxColLLX, LX) of the reference picture referred
to by mvCol 1s smaller than POCP1cOrderCnt (currPic) of
the picture subject to coding/decoding (YES 1 52603 of
FIG. 27), 1t means that the reference picture colPic 1s located
in the future and the reference picture 1s located 1n the past,
sandwiching the picture subject to coding/decoding. A deci-
s1on 1s then made that the motion vector mvCol refers to a
reference picture, intersecting the picture that includes the
prediction block subject to coding/decoding so that MvX-
Cross 1s setto 1 (82602 of FIG. 27). If none of the conditions
1s met (NO 1 S2601, NO 1n S2603 of FIG. 27), a decision
1s made that the motion vector mvCol does not refer to a
reference picture and does not intersect the picture that
includes the prediction block subject to coding/decoding so
that MvXCross 1s set to 0 (82604 of FIG. 27).

Referring back to FIG. 27, MvCross 1s set to the value of
Mv1Cross (52409 of FIG. 27).

According to the embodiment, 1f the flag MvXCross 1s 1,
1.e., 1 the motion vector mvCol of colPu i1n the reference
picture colPic refers to a reference picture, mtersecting the
picture that includes the prediction block subject to coding/
decoding, the motion vector mvCol 1s determined to be
relatively more suitable as a candidate motion vector pre-
dictor for the prediction block subject to coding/decoding.
Meanwhile, 1f the flag MvXCross 1s 0, 1.e., 1if the motion
vector mvCol of colPu 1n the reference picture colPic does
not refer to a reference picture, intersecting the picture that
includes the prediction block subject to coding/decoding, the
motion vector mvCol 1s determined to be less suitable as a
candidate motion vector predictor for the prediction block
subject to coding/decoding. In other words, the flag
MvCross 1s used as a gudeline to determine whether a

motion vector 1s suitable as a motion vector predictor
candidate. If the L1 prediction flag PredFlagl.1[xPCol]

[yPCol] 1s not O (YES 1n S2410 of FIG. 27), the prediction
mode of the prediction block colPu 1s Pred_BI so that one of
the two motion vectors 1s selected (52415 of FIG. 27).

FI1G. 28 1s a flowchart showing a method of deriving inter
prediction information of a prediction block when the pre-
diction mode of the prediction block colPu 1s Pred_BI.

The motion vector mvCol and the reference index refldx-
Col are set to the LO motion vector MvLO[xPCol][yPCol] of
the prediction block colPu, and the LO reference index
RetldxLO[xPCol][yPCol], respectively (82411, S2412 of
FIG. 27).

First, RefldxColLLX 1s set to the LO reference index
RetldxLO[xPCol][yPCol] (52502 of FIG. 28). Examination
1s made as to whether the LO motion vector intersects the
picture that includes the prediction block subject to coding/
decoding, and MvOCross 1s set accordingly (52503 of FIG.
28). Further, RefldxColLLX 1s set to the reference index
RetldxL1[xPCol][yPCol] (52502 of FIG. 28). Examination

10

15

20

25

30

35

40

45

50

55

60

65

40

1s made as to whether the .1 motion vector intersects the
picture that includes the prediction block subject to coding/

decoding, and Mv1Cross 1s set accordingly (52503 of FIG.
28).

If MvOCross 1s 0 and Mv1Cross 1s 1 (YES 1n S2505 1n
FIG. 28), or if MvOCross 1s equal to Mv1Cross and the
reference mdex list 1s L1 (YES 1 S2506 1n FIG. 28), the L1
inter prediction information 1s selected so that the motion
vector mv(Col, the reterence index retldxCol, the list List-

Col, and MvCross are set to MvL1[xPCol][yPCol], Refldx-
CollL1, L1, and MvOCross, respectively.

Otherwise (NO 1 S2505, NO 1n S2506 of FIG. 28), the

L0 inter prediction information 1s selected so that the motion
vector mv(Col, the reference index retldxCol, the list List-

Col, and MvCross are set to MvLO[xPCol][yPCol], Refldx-
ColLLO, LO, and MvOCross, respectively.
Referring back to FIG. 27, when the imter prediction

information 1s derived, availableFlagl.XCol 1s set to 1

(S2416 of FIG. 27).

Then, referring back to the flowchart of FIG. 24, when
availableFlagl XCol1s 1 (YES 1n S2104 of FIG. 24), mvLX-
Col 1s scaled as needed. For scaling of mvLXCol, the same
method as described with reference to FIG. 22 1s used
(S210S5 of FIG. 24).

(Addition of Motion Vector Predictor Candidates to the
MVP List (S304 of FIG. 16)

The motion vector predictor candidates mvLXN (N=A, B,
Col) derived 1n S301, S302, and S303 of FIG. 16 are added
to the MVP list mvpListLX (S304). FIG. 30 1s a flowchart
showing the processing steps of adding motion vector pre-
dictor candidates to the MVP list. According to the scheme
described herein, the candidates are arranged in the order of
priority. The motion vector predictor candidates are added in
the MVP list mvpListLX 1n the order of priornity so as to
reduce the code size of the MVP imdices mvp_i1dx_LX[x0]
[v0]. By locating elements with higher priority toward the
top of the MVP list, the code size 1s reduced. For example,
if the number of elements 1n the MVP list mvpListLX 1s 3,
the code size required to define an index O will be 1 bit by
representing the imndex 0 in the MVP list as “0”, the mndex 1
as “10”, and the index 2 as By adding an element with the
highest frequency of occurrence at the index 0, the code size
1s reduced.

The MVP list mvpListL.X 1s built as a list. The MVP list
1s provided with a storage area for storing, as clements,
indices indicating the location inside the MVP list and
motion vector predictor candidates corresponding to the
indices. The indices start with O. The storage area for the
MVP list mvpListLX stores motion vector predictor candi-
dates. In the following description of the steps, the motion
vector predictor candidate assigned an imndex 1 added in the
MVP list mvpListL.X will be denoted by mvpListLX][1] so as
to distinguish i1t from the MVP list mvpListLX by using
array notation.

If the flag mv_temporal_high priority_flag coded for
cach slice, sequence, or picture 1s 1, and 1f mv_list_adap-
tive_1dx_flag 1s O (YES 1n S3101, NO in S3102), motion
vector predictor candidates are added in the MVP list
according to the processing steps of the flowchart shown 1n
FIG. 31 such that the motion vector predictor candidate
mvL.XCol from the prediction block located at the same
position as or 1n the neighborhood of the target prediction
block 1n a picture at a point of time 1s given higher priority
than the motion vector predictor candidates mvLXA,
mvLXB from the prediction blocks neighboring to the left

and above (53104).
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If the flag mv_temporal_high_prionty_flag 1s 0, and 1t
mv_list_adaptive_1dx_flag 1s 0 (NO 1 S3101, NO 1in
S53103), motion vector predictor candidates are added in the
MVP list according to the processing steps of the flowchart
shown 1n FIG. 32 such that the motion vector predictor
candidates mvLXA, mvLXB from the prediction blocks
neighboring to the left and above are given higher priority
than the motion vector predictor candidate mvL.XCol from
the prediction block located at the same position as or 1n the
neighborhood of the target prediction block in a picture at a
point of time (53105).

If the flag mv_temporal_high_prionty_flag 1s 1, and 1t
mv_list_adaptive_1dx_flag 1s 1 (YES m S3101, YES in
S53102), motion vector predictor candidates are added in the
MVP list according to the processing steps of the flowchart
shown 1n FIG. 33 such that motion vector predictor candi-
dates considered to be relatively more reliable are given
priority, and the motion vector predictor candidate mvLX-
Col from the prediction block located at the same position as
or in the neighborhood of the target prediction block 1n a
picture at a point of time 1s given higher priority than the
motion vector predictor candidates mvLXA, mvLXB from
the prediction blocks neighboring to the left and above
(S3106).

If the flag mv_temporal_high_prionty_flag 1s 0, and if
mv_list_adaptive_1dx_flag 1s 1 (NO 1 S3101, YES 1in
S53103), motion vector predictor candidates are added 1n the
MVP list according to the processing steps of the tlowchart
shown 1n FIG. 34 such that motion vector predictor candi-
dates considered to be relatively more reliable are given
priority, and the motion vector predictor candidates mvLXA,
mvLXB from the prediction blocks neighboring to the left
and above are given higher priority than the motion vector
predictor candidate mvL.XCol from the prediction block
located at the same position as or 1n the neighborhood of the
target prediction block in a picture at a point of time
(S3107).

As described above, the value of the second flag mv_tem-
poral_high_ priority_{flag 1s coded for each frame or slice for
the purpose of improving the coding efliciency, changing the
value adaptively. The code size of the MVP indices can be
reduced by setting mv_temporal_high priority_{flag to true
(1) 1f the distance between the picture subject to coding/
decoding and the closest reference picture 1s small, and
setting the flag to false (0) 11 the distance between the picture

subject to coding/decoding and the reference picture 1s large.

In case the distance 1s relatively small, a decision 1s made
that the candidate of MVP from a diflerent point of time 1s
relatively more suitable as the candidate. For example, 1n the
case of the frame rate of 30 Hz, the code size of the MVP
indices may be reduced by setting mv_temporal_high_pri-
ority_flag to true (1) if the distance between the picture
subject to coding/decoding and the closest reference picture
1s less than or equal to X frames (X=1-3), and by setting the
flag to false (0) 11 the distance between the picture subject to
coding/decoding and the reference picture 1s more than X
frames. By modifying the threshold X depending on the
content of sequence, the code size 1s reduced more eth-
ciently. In the case of a motion-rich and complicated
sequence, the coding efliciency 1s improved by decreasing
the threshold X and thereby lowering the order of priority of
the MVP candidate 1n the temporal dimension.

FIG. 31 1s a flowchart showing the processing steps of
adding motion vector predictor candidates 1n the MVP list

mvpListLX 1f the flag mv_temporal _high_priority_flag
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coded for each slice, sequence, or picture 1s 1, and 1f
mv_list_adaptive_idx_flag 1s O (YES 1n S3101, NO
S53102).

First, 1f availableFlagl.XCol 1s 1 (YES 1n S3201), mvLX-
Col 1s added at the top of the MVP list mvpListLX (53202).
Subsequently, 1f availableFlagl. XA 1s 1 (YES 1 S3203),
mvL.XA 1s added at the end of the MVP list mvpListLX
(53204). Subsequently, 11 availableFlagl. XB 1s 1 (YES 1n
S53205), mvLXB 1s added at the end of the MVP list
mvpListL.X (53206).

FIG. 32 1s a flowchart showing the processing steps of
adding motion vector predictor candidates 1n the MVP list
mvpListLX 1if the flag mv_temporal_high priority_flag
coded for each slice, sequence, or picture 1s 1, and 1f
mv_list_adaptive_idx_flag 1s 0 (NO in S3101, NO i
S53103).

First, 1f availableFlagl. XA 1s 1 (YES 1n S3301), mvLXA
1s added at the top of the MVP list mvpListLX (53302).
Subsequently, 1f availableFlagl.XB 1s 1 (YES 1 S3303),
mvL.XB 1s added at the end of the MVP list mvpListLX
(S3304). Subsequently, 1f availableFlagl. XCol 1s 1 (YES 1n
S3305), mvLXCol 1s added at the end of the MVP list
mvpListL.X (53306).

FIG. 33 1s a flowchart showing the processing steps of
adding motion vector predictor candidates in the MVP list
mvpListLX 1if the flag mv_temporal_high priority_flag
coded for each slice, sequence, or picture 1s 1, and 1f
mv_list_adaptive_idx_flag 1s 1 (YES i S3101, YES i
S53102).

First, 1f availableFlagl.XCol 1s 1 and MvCross 1s 1 (YES
in S3401, YES 1n S3402), mvL.XCol 1s added at the top of
the MVP list mvpListLX (83403). Subsequently, 1f avail-
ableFlagl. XA 1s 1 and MvXANonScale 1s 1 (YES 1n S3404,
YES in S3405), mvLLXA 1s added at the end of the MVP llst
mvpListL.X (S3406). Subsequently, 1f avallableFlagLXB 1S
1 and MvXBNonScale 1s 1 (YES 1n 83407, YES 1n S3408),
mvL.XB 1s added at the end of the MVP list mvpListLX
(53409). Subsequently, 11 availableFlagl.XCol 1s 1 and
MvCross 1s O (YES 1n S3401, YES 1n S3411), mvLXCol 1s
added at the end of the MVP list mvpListLX (S3412).
Subsequently, 1if availableFlagl. XA 1s 1 and MvXANon-
Scale 1s O (YES 1n S3413, YES 1n S3414), mvL.XA 1s added
at the end of the MVP list mvpListLX (S3415). Subse-
quently, 11 avallableFlagLXB 1s 1 and MvXBNonScale 15 1
(YES 1n S3417, YES 1n S3408), mvL.XB 1s added at the end
of the MVP list mvpListLX (S3418).

FIG. 34 1s a flowchart showing the processing steps of
adding motion vector predictor candidates in the MVP list
mvpListLX 1f the flag mv_temporal _high_priority_flag
coded for each slice, sequence, or picture 1s 0, and 1f
mv_list_adaptive_i1dx_flag 1s 1 (NO i S3101, YES
S53103).

First, if avallableFlagLXA 1s 1 and MvXANonScale 1s 1
(YES 1n S3501, YES 1n S3502), mvLXA 1s added at the top
of the MVP list mvpListLX (S3503). Subsequentlyj i avail-
ableFlagl. XB 1s 1 and MvXBNonScale 1s 1 (YES 1n S3504,
YES 1n S3505), mvLXB 1s added at the end of the MVP list
mVlestLX (S3506) Subsequently, if avaﬂableFlagLXCol
1s 1 and MvCross 1s 1 (YES 1n S3507, YES i S3508),
mvL.XCol 1s added at the end of the MVP list mvpListLX
(S3509). Subsequently, 11 availableFlagl. XA 1s 1 and MvX-
ANonScale 1s 0 (YES 1 S3510, YES 1n S3511), mvLXA 1s
added at the end of the MVP list mvpListLX (53512).
Subsequently, 1 availableFlagl. XB 1s 1 and MvXBNon-
Scale 1s O (YES 1n 83513, YES 1n S3514), mvLLXB 1s added
at the end of the MVP list mvpListLX (S33515). Subse-
quently, if availableFlagl.XCol 1s 1 and MvCross 1s 0 (YES
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in S3516, YES 1n S3517), mvLXCol 1s added at the end of
the MVP list mvpListLX (S3518).

In the processing steps of FIG. 30 of adding motion vector
predictor candidates 1n the MVP list mvpListLX, the code
size 1s reduced by adding the temporal motion vector
mvIL.XCol toward the top of the MVP list 1n preference to the
spatial motion vectors, 11 mv_temporal_high_priority_flag 1s
1, and adding the spatial vectors mvLXA, mvLXB toward
the top of the MVP list 1n preference to the temporal motion
vector, 1f mv_temporal_high_prionty_{flag 1s O.

In the processing steps of FIGS. 33 and 34 of adding
motion vector predictor candidates 1 the MVP list
mvpListLX, 1t 1s determined that the motion vector predictor
candidate for which the flag MvCross 1s set to 1, 1.e., the
motion vector predictor derived from the motion vector
mvCol of colPu that refers to a reference picture, intersect-
ing the picture that includes the prediction block subject to
coding/decoding, has a value closer to that of the motion
vector subject to coding/decoding and produces a smaller
value of the motion vector diflerence than the motion vector
predictor candidate for which the flag MvCross 1s set to O,
1.¢., the motion vector predictor dertved from the motion
vector mvCol of colPu that refers to a reference picture
without intersecting the picture that includes the prediction
block subject to coding/decoding. The code size 1s reduced
by preferentially adding the motion vector predictor of the
prediction block Col toward the top of the MVP list. In other
words, the code size 1s reduced by modifying the order of
priority depending on the value of coding information of the
prediction block Col 1n the picture at a diflerent point of time
and adding the candidates accordingly.

Further, given a prediction block N (N 1s A or B), 1t 1s
determined that the motion vector predictor candidate pre-
dicted from the motion vector for which MvXNNonScale 1s
set to 1 1s relatively more suitable as a motion vector
predictor candidate of the predictor block subject to coding/
decoding and has a value closer to that of the motion vector
subject to coding/decoding than the motion vector predictor
candidate predicted from the motion vector for which MvX-
NNonScale 1s set to 0. The code size 1s reduced by prefer-
entially adding the candidate for which MvXNNonScale 1s
set to 1 1 the MVP list.

Motion vector predictor candidates may be added accord-
ing to the processing steps of FIGS. 35 and 36 instead of the
steps of FIGS. 33 and 34.

FIG. 35 1s a flowchart showing the processing steps of
adding motion vector predictor candidates in the second
MVP list mvpListLX 1f the flag mv_temporal_high_priori-
ty_tlag coded for each slice, sequence, or picture 1s 1, and 1t
mv_list_adaptive_1dx_flag 1s 1 (YES m S3101, YES in
S53102).

First, if availableFlagl.XCol 1s 1 and the prediction block
at bottom right 1s selected in the prediction block group at a
different point of time (YES 1n S3601, YES in S3602),
mvL.XCol 1s added at the top of the MVP list mvpListLLX
(S3603). Subsequently, 1f availableFlagLXA 1s 1 and the
prediction block at bottom left or left 1s selected 1in the

prediction block group nelghbormg to the left (YES 1n
S3604, YES 1in S3605), mvLXA 15 added at the end of the

MVP list mvpListLX (S3606). Subsequently 11 availableF -
lagl. XB 1s 1 and the prediction block at top right or above

1s selected 1n the prediction block group neighboring above
(YES 1n 83607, YES 1n S3608), mvLXB 1s added at the end

of the MVP list mvpListLX (583609). Subsequently, 11 avail-
ableFlagl.XCol 1s 1 and the prediction block at center is
selected 1n the prediction block group at a different point of

time (YES 1n 83610, YES 1n S3611), mvL.XCol 1s added at
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the end of the MVP list mvpListLX (S3612). Subsequently,
if availableFlagl.X A 1s 1 and the prediction block at top leit
1s selected 1n the prediction block group neighboring to the
lett (YES 1n S3613, YES 1n S3614), mvLLXA 1s added at the
end of the MVP list mvpListLX (S3615). Subsequently 1f
availableFlagl XB 1s 1 and the prediction block at top left 1s
selected 1n the prediction block group neighboring above
(YES 1n 83617, YES 1n S3616), mvL.XB 1s added at the end
of the MVP list mvpListLX (S3618).

FIG. 36 1s a flowchart showing the processing steps of
adding motion vector predictor candidates in the second
MVP list mvpListLX 1f the flag mv_temporal_high_priori-
ty_flag coded for each slice, sequence, or picture 1s 0, and 11
mv_list_adaptive_idx_flag 1s 1 (NO m S3101, YES m
S53103).

First, 1f availableFlagl. X A 1s 1 and the prediction block at
bottom left or left 1s selected 1n the prediction block group
neighboring to the left (YES 1n S3701, YES i S3702),
mvL.XA 1s added at the top of the MVP list mvpListLX
(S3703). Subsequently, 1f availableFlagLXB 1s 1 and the
prediction block at top right or above 1s selected in the
prediction block group above (YES 1 S3704, YES m
S3705), mvLXB i1s added at the end of the MVP list
mvpListL.X (83706). Subsequently, 11 availableFlagl. XCol
1s 1 and the prediction block at bottom right is selected 1n the
prediction block group at a different point of time (YES 1n
S3707, YES 1n S3708), mvLXCol 1s added at the end of the
MVP list mvpListLX (S3709). Subsequently, 11 availableF -
lagl. XA 1s 1 and the prediction block at top lett 1s selected
in the prediction block group neighboring to the left (YES 1n
S3710, YES 1n S3711), mvLXA 1s added at the end of the
MVP list mvpListLX (S3712). Subsequently 11 availableF -
lagl. XB 1s 1 and the prediction block at top left i1s selected
in the prediction block group neighboring above (YES 1n
S3713, YES i S3714), mvLXB 1s added at the end of the
MVP list mvpListLX (S37135). Subsequently, if availableF -
lagLXCOI 1s 1 and the prediction block at center 1s selected
in the prediction block group at a different point of time
(YES 1n 83716, YES 1in S3717), mvLXCol 1s added at the
end of the MVP list mvpListLX (S3718).

In the processing steps of FIGS. 35 and 36 of adding
motion vector predictor candidates i the MVP list
mvpListLX, 1t 1s determined that the motion vector predictor
candidate predicted from the motion vector of the prediction
block at bottom right 1n the prediction block group at a
different point of time has a value closer to that of the motion
vector subject to coding/decoding and produces a smaller
value of the motion vector diflerence than the motion vector
predictor candidate predicted from the motion vector of the
prediction block at center in the prediction block group at a
different point of time. The code size 1s reduced by prefer-
entially adding the motion vector predictor predicted from
the motion vector of the prediction block at bottom right in
the MVP list. In the prediction block group neighboring to
the left, 1t 1s determined that the motion vector predictor
candidate predicted from the motion vector of the prediction
block at bottom left or left has a value closer to that of the
motion vector subject to coding/decoding and produces a
smaller value of the motion vector difference than the
motion vector predictor candidate predicted from the motion
vector of the prediction block at top left. The code size 1s
reduced by preferentially adding the motion vector predictor
predicted from the motion vector of the prediction block at
bottom lett or left in the MVP list. In the prediction block
group neighboring above, it 1s determined that the motion
vector predictor candidate predicted from the motion vector
of the prediction block at top right or above has a value
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closer to that of the motion vector subject to coding/
decoding and produces a smaller value of the motion vector
difference than the motion vector predictor candidate pre-
dicted from the motion vector of the prediction block at top
left. The code size 1s reduced by preferentially adding the
motion vector predictor predicted from the motion vector of
the prediction block at top right or above 1n the MVP list.

[Deletion of Motion Vector Predictor Candidates in the
MVP List Having the Same Value (S305 of FIG. 16)]

If there are motion vector predictor candidates having the
same value of motion vector in the MVP list mvpListLX, all
candidates are deleted except for the motion vector predictor
candidate having the smallest index in the MVP list
mvpListLX. After the deletion, the storage area 1n the MVP
list mvpListLX previously occupied by the deleted motion
vector predictor candidate 1s left unfilled so that the vacancy
1s filled by motion vector predictor candidates 1n the ascend-
ing order of the index, the index O being the reference. For
example, 11 the motion vector predictor candidates with the
indices 1, 4 are deleted and the indices 0, 2, and 3 remain,
the index O should remain as previously. The motion vector
predictor candidates with the mndex 2 1s moved to the storage
area for the index 1, and the motion vector predictor
candidate with the index 3 1s moved to the storage area for
the mdex 2, thereby updating the content of the MVP list
mvpListLX.

The order of performing steps S301, S302, and S303 may
be changed. Alternatively, the steps may be performed in
parallel.

A description will now be given of the merge mode.
Described above 1s the method of deriving a motion vector
predictor and the method of building a motion vector
predictor list performed in the motion vector difference
derivation unit 103 in the moving picture coding device and
in the motion vector derivation umt 204 in the moving
picture decoding device. The inter prediction information
estimation unit 104 in the moving picture coding device and
the iter prediction information estimation unit 205 1n the
moving picture decoding device perform a similar process.

As described above, the merge mode does not code/
decode inter prediction information such as a prediction
mode, a reference index, a motion vector, etc. of the pre-
diction block. Instead, the merge mode uses inter prediction
information of a coded neighboring prediction block sub-
jected to inter prediction or inter prediction information of a
prediction block in a different picture subjected to inter
prediction.

FIG. 37 shows the positions of neighboring prediction
blocks 1n the merge mode. In the merge mode, a total of 5
prediction blocks including the prediction block Col (one of
T0-T3) described with reference to FIG. 9 as being located
at the same position as or in the neighborhood of the target
prediction block in a picture at a different point of time as
well as including the prediction block A neighboring to the
left, the prediction block B neighboring above, the predic-
tion block C neighboring at top right, and the prediction
block D neighboring at bottom leit are defined as candidates.
The inter prediction information estimation unit 104 of the
moving picture coding device and the inter prediction nfor-
mation estimation unit 205 of the moving picture decoding
device add the 5 candidates 1in the merge candidate list
according to the order commonly defined on the coding side
and on the decoding side. The inter prediction information
estimation unit 104 of the moving picture coding device
determines a merge index that 1dentifies an element in the
merge candidate list and codes the merge index via the first
bitstream generation unit. The inter prediction information
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estimation unit 205 of the moving picture decoding device
1s supplied with a merge index decoded by the first bitstream
decoding unit 202, selects the prediction block determined
by the merge index, and performs motion compensation
prediction using the inter prediction information such as the
prediction mode, the reference index, the motion vector, eftc.
of the selected prediction block.

FIG. 38 shows the detailed configuration of the inter
prediction information estimation unit 104 of the moving
picture coding device of FIG. 1. FIG. 39 shows the detailed
configuration of the inter prediction information estimation
unit 205 of the moving picture decoding device of FIG. 2.

The parts bounded by the heavy dotted lines in FIGS. 38
and 39 respectively represent the inter prediction informa-
tion estimation unit 104 and the inter prediction information
estimation unit 205.

The part bounded by the heavy dotted line further mside
indicates the part where the method of estimating inter
prediction information 1s performed. The moving picture
decoding device corresponding to the moving picture coding
device according to the embodiment contains a similar part
so that the consistent, same result of decision 1s obtained on
the coding side and the decoding side.

The inter prediction nformation estimation unit 104
includes a merge candidate generation unit 130, a merge
candidate addition unit 131, an i1dentical merge candidate
decision unit 132, and a coding information selection unit
133.

The inter prediction information estimation unit 205
includes a merge candidate generation unit 230, a merge
candidate addition unit 231, an identical merge candidate
decision unit 232, and a coding information selection unit
233.

FIG. 40 1s a flowchart showing the flow of the process of
deriving merge candidates and building a merge candidate
list commonly performed 1n the inter prediction information
estimation unit 104 of the moving picture coding device and
in the 1nter prediction information estimation unit 205 of the
moving picture decoding device. The steps will be described
In sequence.

The merge candidate generation unit 130 of the inter
prediction information estimation unit 104 of the moving
picture coding device and the merge candidate generation
umt 230 of the inter prediction information estimation unit
205 of the moving picture decoding device derive, for each
list, merge candidate prediction blocks from the neighboring
prediction blocks A, B, C, D. The merge candidate genera-
tion units 130 and 230 output a tlag availableFlagN indi-
cating whether the neighboring block 1s available, a motion
vector mvLXN, a reference index refldxLXN, and an LN
prediction flag predFlaglL. XN (N=A, B, C, D) indicating
whether LN prediction 1s performed (5401 of FIG. 40). In
the case of LO, X 1s 0. In the case of L1, X 1s 1 (the same
shall apply heremaiter). The common processing steps to
derive the flag availableFlagl. XN indicating whether the
neighboring block 1s available, the motion vector mvLXN,
the reference index refldxLXN, and the LN prediction flag
predFlagLXN (N=A, B, C, D) will be described later in
detail with reference to the flowchart of FIG. 41.

Subsequently, a merge candidate at a different point of
time 1s derived. For inter prediction using coding informa-
tion of a merge candidate at a different point of time, two
items of coding information for LO and L1 are derived for
bi-prediction. First, the merge candidate generation unit 130
of the inter prediction information estimation unit 104 of the
moving picture coding device and the merge candidate
generation unit 230 of the inter prediction information
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estimation unit 205 of the moving picture decoding device
determine a reference index refldxI.XCol of a merge can-
didate at a diflerent point of time and output the index (5402
of FIG. 40). The coding information of coded neighboring
prediction blocks are examined both in the LO and L1
predictions. The value of the reference index that occurs
most frequently 1s defined as the value of the reference index
refldxL.XCol. It a plurality of reference indices are 1dentified
as occurring most frequently, the one with a smaller value of
the reference index 1s defined as the value of the reference
index refldxL.XCol. If there are no reference indices (either
the neighboring prediction blocks are unavailable, or the
intra prediction mode 1s designated), the value of the refer-
ence index refldxI.XCol 1s set to be O.

Subsequently, the merge candidate generation unit 130 of
the inter prediction information estimation unit 104 of the
moving picture coding device and the merge candidate
generation unit 230 of the inter prediction nformation
estimation unit 205 of the moving picture decoding device
determine a motion vector predictor candidate from a picture
at a diflerent point of time and output a flag availableFlagCol
indicating whether the candidate 1s available, a flag
mvCrossFlag indicating whether intersection occurs, and a
motion vector mvLXCol (S403 of FIG. 40). The processing,
steps for the derivation are described with reference to the
flowcharts of FIGS. 24-29 and FIG. 22. In the merge mode,
however, MV scaling according to FIG. 22 1s performed
such that the motion vector 1s scaled in accordance with the
reference index refldxI.XCol derived 1n step S402.

Subsequently, the merge candidate addition unit 131 of
the inter prediction information estimation unit 104 of the
moving picture coding device and the merge candidate
addition unit 231 of the 1nter prediction information estima-
tion unit 2035 of the moving picture decoding device con-
struct a merge candidate list mergeCandList and adds the
motion vector predictor candidate mvLXN (N 1s A, B, C, D,
or Col, the same also applies hereimnatter) in the list (5404 of
FIG. 40). The processing steps for addition will be described
later 1n detail with reference to the flowcharts of FIGS.
42-45.

Subsequently, 1f merge candidates 1n the merge candidate
list mergeCandList have the same reference index and the
same motion vector value, the identical merge candidate
decision unit 132 of the inter prediction information esti-
mation unit 104 of the moving picture coding device and the
identical merge candidate decision unit 232 of the inter
prediction information estimation umt 2035 of the moving
picture decoding device remove the associated motion vec-
tors except for the merge candidate with the smallest index.

[(Derivation of a Merge Candidate from Neighboring
Prediction Blocks (5401 of FIG. 40)]

The method of deriving a prediction block N from the
neighboring prediction block group N (1.e., the step S401 of
FIG. 40) will be described with reference to the flowchart of
FIG. 41. 0 or 1, indicating a reference list, 1s substituted nto
the sutlix X. A (lett) or B (above), C (top rnight), or D (bottom
left) indicating an area of neighboring prediction block
group, 1s substituted into N.

Referring to FIG. 40, the variable N 1s set such that N=A
to examine the prediction block neighboring the prediction
block subject to coding/decoding to the left, N=B to examine
the prediction block neighboring above, N=C to examine the
prediction block neighboring at top right, and N=D to
examine the prediction block neighboring at bottom left,
before deriving motion vector predictor candidates in the
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First, the prediction block neighboring the prediction

block subject to coding/decoding 1s 1dentified. It the predic-
tion block N 1s available, the associated coding information
1s dertved (54102).
If the neighboring prediction block N 1s not available
(YES 1 S4103) or if the coding mode PredMode of the
prediction block N 1s mtra (MODE_INTRA) (YES m
S54104), the flag availableFlagN 1s set to 0 (54105), and
mvLXN 1s set to (0, 0) (54106).

Meanwhile, 11 the neighboring prediction block N 1s
available (NO 1n S4103) and 1t the coding mode PredMode
of the prediction block N 1s not intra (MODE_INTRA) (NO
in S4104), the flag availableFlagN 1s set to 1 (S4107), and
the inter prediction information of the prediction block N 1s
derived. In other words, the motion vector mvLLXN, the
reference index refldxL.X[xN,yN], and the flag predFlagl.X
[XxN,yN] indicating whether prediction from LX 1s per-

formed, of the prediction block N are assigned as mvL XN,
refldxLLXN, and predFlagl. XN, respectively (54108, S4108,

S4110). X 15 set to 0 or 1 for derivation of the L.O or L1 inter
prediction information. If weighted prediction 1s performed
and weight factors are set 1n units of prediction blocks, the
weilght factors are also dertved. If interlace coding is per-
formed and 1f the frame mode and the field mode are
switchably used in units of prediction blocks, the frame/field
switching mode 1s also derived. Parameters other than inter
prediction information (e.g., quantization parameter) may
also be derived. The above steps S4102-S4110 are repeated
for N=A, B, C, D (S4101-5S4111).

[ Addition of a Prediction Block Candidate to the Merge
Candidate List S404 of FIG. 40)]

A description will now be given of the method of adding
a merge candidate prediction block described with reference
to FIGS. 37 and 9 to the merge candidate list. FIG. 42 1s a
flowchart showing the processing steps of adding merge
candidate prediction blocks to the merge candidate list.
According to the scheme described herein, the code size of
merge 1ndices merge 1dx[x0][y0] 1s reduced by adding the
motion vector predictor candidates to the merge candidate
list mergeCandList 1n the order of priority. By locating
clements with higher prionty toward the top of the merge
candidate list, the code size 1s reduced. For example, 1f the
number of elements in the merge candidate list mergeCan-
dList 1s 5, the code size required to define an index 0 will be
1 bit by representing the index 0 1n the merge candidate list
as “0”, the index 1 as “107, the index 2 as “110”, the index
3 as “1110, and the index 4 as “1110”. By adding an element
with the highest frequency of occurrence at the index 0, the
code size 1s reduced.

The merge candidate list mergeCandList 1s built as a list.
The merge candidate list 1s provided with a storage area for
storing, as elements, a merge index indicating the location
inside the merge candidate list and a motion vector predictor
candidate corresponding to the index. Merge indices start
with 0. The storage area for the merge candidate list merge-
CandList stores the motion vector predictor candidates. In
the following description of the steps, the merge candidate
prediction block added in the merge candidate list merge-
CandList at the merge index 1 will be denoted by merge-
CandList[1] so as to distinguish 1t from the merge candidate
list mergeCandList by using array notation.

If the flag mv_temporal_high_ priority_flag coded for
cach slice, sequence, or picture 1s 1, and 1if mv_list_adap-
tive_idx_tlag 1s O (YES 1n S4201, NO in S4202), merge
candidate prediction blocks are added 1n the merge candi-
date list according to the processing steps of the tlowchart
shown 1n FIG. 43 such that the prediction block Col located
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at the same position as or in the neighborhood of the target
prediction block 1n a picture at a point of time 1s given higher
priority than the prediction blocks C, D neighboring at top
right and bottom left (S4204).

Further, If mv_temporal_high_prionty_flag 1s 0, and 11
mv_list_adaptive_1dx_flag 1s 0 (NO 1m S4201, NO 1in
S54203), merge candidate prediction blocks are added 1n the
merge candidate list according to the processing steps of the
flowchart shown 1n FIG. 44 such that the prediction blocks
C, D neighboring at top right and bottom left are given
higher priority than the merge candidate prediction block
Col located at the same position as or 1n the neighborhood

of the target prediction block 1n a picture at a point of time
(S4205).

If mv_list_adaptive_i1dx_flag1s 1 (YES 1 S4202, YES in
54203), merge candidate prediction blocks are added 1n the
merge candidate list according to the processing steps of the
flowchart shown in FIG. 45 such that merge candidates

considered to be relatively more reliable are given priority
(S42006).

As described above, the value of the second tlag mv_tem-
poral_high_priority_tflag 1s coded for each frame or slice for
the purpose of improving the coding efliciency, changing the
value adaptively. The code size of the merge indices can be
reduced by setting mv_temporal_high priority_{flag to true
(1) 1f the distance between the picture subject to coding/
decoding and the closest reference picture 1s small, and
setting the flag to false (0) 1t the distance between the picture
subject to coding/decoding and the reference picture 1s large.
In case that the distance 1s relatively small, a decision 1s
made that the merge candidate from a different point of time
1s relatively more suitable as the candidate. For example, if
the frame rate 1s 30 Hz, and the distance between the picture
subject to coding/decoding and the closest reference picture
1s X frames (X=1-3) or less, mv_temporal_high_priority_
flag may be set to true (1). If the distance between the picture
subject to coding/decoding and the reference picture 1s more
than X frames, mv_temporal_high_priority_flag may be set
to true (0). In this way, the code size of the merge 1indices 1s
reduced. By modilying the threshold X depending on the
content of sequence, the code size 1s reduced more efli-
ciently. In the case of a motion-rich and complicated
sequence, the coding efliciency 1s improved by decreasing
the threshold X and thereby lowering the order of priority of
the merge candidate 1n the temporal dimension.

FIG. 43 1s a flowchart showing the processing steps of
adding merge candidate prediction blocks in the merge
candidate list mergeCandList 11 the flag mv_temporal_high_
priority_{lag coded for each slice, sequence, or picture 1s 1,
and if mv_list_adaptive_1dx_flag1s O (YES 1n S4201, NO 1n
54202).

First, if availableFlagA 1s 1 (YES 1 S4301), the predic-
tion block A 1s added as a merge candidate at the top of the
merge candidate list mergeCandList (S4302). Subsequently,
il availableFlagB 1s 1 (YES 1n S4303), the prediction block
B 1s added as a merge candidate at the end of the merge
candidate list mergeCandList (S4304). Subsequently, 1f
availableFlagCol 1s 1 (YES 1n S43035), the prediction block
Col 1s added as a merge candidate at the end of the merge
candidate list mergeCandlList (54306). Subsequently, 1f
availableFlagC 1s 1 (YES 1n S4307), the prediction block C
1s added as a merge candidate at the end of the merge
candidate list mergeCandlList (54308). Subsequently, 1f
availableFlagD 1s 1 (YES 1n S4309), the prediction block D
1s added as a merge candidate at the end of the merge
candidate list mergeCandList (54310).
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FIG. 44 1s a flowchart showing the processing steps of
adding merge candidate prediction blocks in the merge
candidate list mergeCandlList 1 the flag mv_temporal_high_
priority_tlag coded for each slice, sequence, or picture 1s 1,
and 1f mv_list_adaptive 1dx_{flag 1s O (NO 1n S4201, NO 1n
54203).

First, if availableFlagA 1s 1 (YES 1n S4401), the predic-
tion block A 1s added as a merge candidate at the top of the
merge candidate list mergeCandList (S4402). Subsequently,
il availableFlagB 1s 1 (YES 1n S4403), the prediction block
B 1s added as a merge candidate at the end of the merge
candidate list mergeCandlList (54404). Subsequently, 1f
availableFlagC 1s 1 (YES 1n S4405), the prediction block C
1s added as a merge candidate at the end of the merge
candidate list mergeCandList (S4406). Subsequently, 1f
availableFlagD 1s 1 (YES 1n S4407), the prediction block D
1s added as a merge candidate at the end of the merge
candidate list mergeCandlist (54408). Subsequently, 1f
availableFlagCol 1s 1 (YES 1n S4409), the prediction block
Col 1s added as a merge candidate at the end of the merge
candidate list mergeCandList (54410).

FIG. 45 1s a flowchart showing the processing steps of
adding merge candidate prediction blocks in the merge
candidate list mergeCandList 11 the flag mv_temporal_high_
priority_1{lag coded for each slice, sequence, or picture 1s O
or 1, and 1f mv_list_adaptive 1dx_flag 1s 1 (YES 1n S4201,
YES 1n S4202).

First, 11 availableFlagA 1s 1 (YES 1n S4501), the predic-
tion block A 1s added as a merge candidate at the top of the
merge candidate list mergeCandList (S4502). Subsequently,
il availableFlagB 1s 1 (YES 1n S4503), the prediction block
B 1s added as a merge candidate at the end of the merge
candidate list mergeCandlList (54504). Subsequently, 1f
availableFlagCol 1s 1 and MvXCross 1s 1 (YES 1 S4505,
YES 1n S4506), the prediction block Col 1s added as a merge
candidate at the end of the merge candidate list mergeCan-
dList (S4507). Subsequently, if availableFlagC 1s 1 (YES 1n
S4508), the prediction block C 1s added as a merge candidate
at the end of the merge candidate list mergeCandlList
(S4509). Subsequently, if availableFlagD 1s 1 (YES 1n
S4510), the prediction block D 1s added as a merge candidate
at the end of the merge candidate list mergeCandlist
(S4511). Subsequently, 1f availableFlagCol 1s 1 and MvX-
Cross 1s O (YES 1n S4511, YES 1n S4513), the prediction
block Col 1s added as a merge candidate at the end of the
merge candidate list mergeCandList (S4514).

In the processing steps ol F1G. 42 of adding motion vector
predictor candidates in the merge candidate list mergeCan-
dList, the code size i1s reduced by adding the temporal
prediction block Col toward the top of the merge candidate
list 1n preference to the prediction blocks C, D neighboring
at top right and bottom leit, respectively, 1if mv_temporal_
high_priority_flag 1s 1, and adding the prediction blocks C,
D neighboring at top right and bottom leit, respectively, 1n
preference to the temporal prediction block Col, 1if mv_tem-
poral_high_priority_flag 1s O.

In the processing steps of FIG. 45 of adding prediction
blocks 1n the merge candidate list mergeCandList, 1t 1s
determined that the merge candidate for which the flag
MvCross 1s set to 1, 1.e., the merge candidate using the
motion vector derived from the motion vector mvCol of
ColPu that refers to a reference picture, intersecting the
picture that includes the prediction block subject to coding/
decoding, 1s relatively more suitable as a merge candidate
than the merge candidate for which the flag MvCross 1s set
to 0, 1.e., the merge candidate using a motion vector dertved
from the motion vector mvCol of ColPu that refers to a
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reference picture without intersecting the picture that
includes the prediction block subject to coding/decoding.
The code size 1s reduced by adding the temporal prediction
block Col toward the top of the merge candidate list, giving
the block Col relatively higher priority, when MvCross 1s set
to 1, and adding the temporal prediction block Col toward
the end of the merge candidate list, giving the block Col
relatively lower priority, when MvCross 1s set to 0. In other
words, the code size 1s reduced by modifying the order of
priority depending on the value of coding information of the
prediction block Col 1n the picture at a diflerent point of time
and modilying the order or adding blocks to the merge
candidate list accordingly.

In the merge mode, the prediction block A neighboring to
the left and the prediction block B neighboring above are
likely to undergo similar motion as the prediction block
subject to coding/decoding. Accordingly, the block A or
block B 1s added toward the top of the merge candidate list
in preference to the other prediction blocks C, D, Col.

Merge candidates may be added through the processing
steps of FIG. 46 instead of those of FIG. 45.

FIG. 46 1s a flowchart showing the processing steps of
adding merge candidate prediction blocks in the merge
candidate list mergeCandList 11 the flag mv_temporal_high_
priority_{flag coded for each slice, sequence, or picture 1s O
or 1, and 1f mv_list_adaptive 1dx_tlag 1s 1 (YES 1n S4202,
YES 1n S4203).

First, 1f availableFlagA 1s 1 and predFlagl.OA and
predFlagl.1 A are both 1 (YES 1n S4601, YES 1n S4602), the
prediction block A for bi-prediction 1s added as a merge
candidate at the top of the merge candidate list mergeCan-
dList (S4603). Subsequently, if availableFlagB 1s 1 and
predFlagl.OB and predFlagl.1B are both 1 (YES 1n 54604,
YES 1n S4605), the prediction block B for bi-prediction 1s
added as a merge candidate at the end of the merge candidate
list mergeCandList (54606). Subsequently, 1f availableF-
lagA 1s 1 and one of predFlagl.OA and predFlagl.1A 1s O
(YES 1 S4607, YES 1n S4608), the prediction block A for
non-bi-prediction 1s added as a merge candidate at the end
of the merge candidate list mergeCandList (S4609). Subse-
quently, 11 availableFlagB 1s 1 and one of predFlagl. OB and
predFlagl.1B 1s 0 (YES 1n S4610, YES 1n S4611), the
prediction block B for non-bi-prediction 1s added as a merge

candidate at the end of the merge candidate list mergeCan-
dList (S4612). Subsequently, if availableFlagC 1s 1 and

predFlagl.OC and predFlagl.1C are both 1 (YES 1n S4613,
YES 1n S4614), the prediction block C for bi-prediction 1s
added as a merge candidate at the end of the merge candidate
list mergeCandList (54615). Subsequently, 1 availableF-
lagD 1s 1 and predFlagl.OD and predFlagl.1D are both 1
(YES 11 S4616, YES 1n S4617), the prediction block D for
bi-prediction 1s added as a merge candidate at the end of the
merge candidate list mergeCandList (S4618). Subsequently,
if availableFlagCol 1s 1 (YES in S4619), the prediction
block Col 1s added as a merge candidate at the end of the
merge candidate list mergeCandList (S4620). Subsequently,

if availableFlagC 1s 1 and one of predFlagl.OC and
predFlagl.1C 1s 0 (YES 1 S4621, YES m S4622), the
prediction block C for non-bi-prediction 1s added as a merge

candidate at the end of the merge candidate list mergeCan-
dList (S4623). Subsequently, 1f availableFlagD 1s 1 and one

of predFlagl.OD and predFlagl.1D 1s O (YES 1n S4624, YES
in S46235), the prediction block C for non-bi-prediction is
added as a merge candidate at the end of the merge candidate
list mergeCandList (54626).

In the processing steps of FIG. 46 of adding prediction
blocks 1n the merge candidate list mergeCandList, 1t 1s
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determined that the merge candidate for which the predic-
tion flag predFlagl. ON and predFlagl.1N of the neighboring
prediction block N (N 1s A, B, C, D) are both set to 1, 1.¢.,
the merge candidate in which motion compensation 1s per-
formed using bi-prediction is relatively more suitable as a
merge candidate than the merge candidate for which one of
the prediction tlags predFlagl.ON and predFlagl.1N of the
neighboring prediction block N (N 1s A, B, C, D) 1s set to O,
1.e., the merge candidate 1n which motion compensation 1s
performed using non-bi-prediction (i.e., LO prediction or L1
prediction). The code size 1s reduced by adding the merge
candidate 1n which bi-prediction 1s performed toward the top
of the merge candidate list, giving such a candidate rela-
tively higher prionity, and adding the merge candidate in
which bi-prediction 1s not performed toward the end of the
merge candidate list, giving such a candidate relatively
lower priority. In other words, the code size 1s reduced by
moditying the order of prionity depending on the value of
coding information of the neighboring prediction block N
Col and moditying the order or adding candidates to the
merge candidate list accordingly.

Merge candidates may be added through the processing
steps of FIG. 47 instead of those of FIG. 435 or FIG. 46 such
that the candidates are arranged according to priority
depending on the distance between the picture subject to
coding/decoding and the reference picture of the merge
candidate.

FIG. 47 1s a flowchart showing the processing steps of
adding merge candidate prediction blocks in the merge
candidate list mergeCandList 11 the flag mv_temporal_high_
priority_tlag coded for each slice, sequence, or picture 1s O
or 1, and it mv_list_adaptive 1dx_flag 1s 1 (YES 1n 54202,
YES 1n S4203).

First, an absolute value of a diflerence between POC of
the picture subject to coding/decoding and POC of the
reference picture used for inter prediction in the prediction
block A 1s dernived and 1s defined as an inter prediction
inter-picture distance distA (S4701). Similarly, absolute
values of diflerences between POC of the picture subject to
coding/decoding and POC of the reference picture used for
inter prediction in the prediction blocks B, C, D, Col are
derived and are defined as inter prediction inter-picture
distances distB, distC, distD, distCol, respectively (54701-
S4705). If bi-prediction 1s performed 1n the prediction block
N (N=A, B, C, D, or Col), the LO imter prediction inter-
picture distance and the L1 inter prediction inter-picture
distance are dertved. The smaller of the distances 1s selected
and 1s defined as the inter prediction inter-picture distance
distN (N=A, B, C, D, or Col). If LO prediction or L1
prediction 1s performed in the prediction block N (N=A, B,
C, D, or Col), the LO inter prediction inter-picture distance
or the L1 inter prediction inter-picture distance 1s derived,
depending on which prediction 1s used. The smaller of the
distances 1s selected and 1s defined as the inter prediction
inter-picture distance distN (N=A, B, C, D, or Col).

If the prediction block N (N=A, B, C, D, or Col) 1s not
available, and 11 1ntra prediction 1s used, the 1nter prediction
inter-picture distance distN (N=A, B, C, D, or Col) 1s set to
the maximum value that distN can take.

Subsequently, the merge candidates A, B, C, D, and Col

are added to the merge candidate list mergeCandlList 1n

accordance with the derived values of the inter prediction
inter-picture distances distA, distB, distC, distD, and distCol
of the prediction blocks A, B, C, D, Col (54706-54720).
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First, the merge candidate prediction blocks A, B are
added to the merge candidate list mergeCandList in the
ascending order of inter prediction inter-picture distances
distA, distB (S4706-5S4708).

The value of the inter prediction inter-picture distance
distA of the prediction block A and the value of the inter
prediction ter-picture distance distB of the prediction
block B are compared (S4706). If distA 1s less than distB, the
prediction blocks A, B are added to the merge candidate list
mergeCandLaist 1n the stated order (S4707). In other words,
the prediction block A 1s added and then the prediction block
B 1s added behind the block A. If the value of distB 1is
smaller than the value of distA, the prediction blocks B, A
are added in the merge candidate list mergeCandList 1n the
stated order (S4708).

Subsequently, the merge candidate prediction blocks C,
D, Co are added to the merge candidate list mergeCandlList
in the ascending order of inter prediction inter-picture dis-
tances distC, distD, distCol (84709-S4720).

In the processing steps of FIG. 47 of adding prediction
blocks 1n the merge candidate list mergeCandList, it 1s
determined that the merge candidate for which the distance
between the picture including the prediction block subject to
coding/decoding and the reference picture of the merge
candidate 1s small 1s relatively more suitable as a merge
candidate than the merge candidate for which the distance
between the picture including the prediction block subject to
coding/decoding and the reference picture of the merge
candidate 1s large. The code size 1s reduced by adding the
merge candidate with a smaller distance toward the top of
the merge candidate list in preference to the merge candidate
with a large distance. In other words, the code size 1s reduced
by modifying the order of priority depending on the value of
coding information of the neighboring prediction block N
Col and modifying the order or adding candidates to the
merge candidate list accordingly.

In the merge mode, the coding information of the merge
candidate prediction blocks may be checked so that the
candidates are arranged 1n the descending order of richness
of the coding information. Alternatively, the size of the
merge candidate prediction blocks may be checked so that
the candidates are arranged 1n the descending order of size.

Referring back to FIG. 38, the coding information selec-
tion unit 133 of the inter prediction mnformation estimation
unit 104 of the moving picture coding device selects the
optimum candidate from the candidates added in the merge
candidate list and outputs the merge index and the coding
information corresponding to the merge index.

For selection of the optimum candidate, a similar method
as used 1n the prediction method decision unit 106 may be
used. The code size and coding distortion for each merge
candidate are derived and the coding imnformation with the
smallest code size and coding distortion 1s identified. The
merge mdex merge_1dx of each merge candidate 1s coded
and the code size of the coding information 1s derived.
Further, the code size of a prediction residual signal 1is
derived for each merge candidate. The prediction residual
signal indicates an error between the motion compensated
prediction signal derived from performing motion compen-
sation 1n accordance with the coding information of each
merge candidate using the method performed 1n the motion
compensation prediction unit 105 and the picture signal
subject to coding supplied from the picture memory 101.
The total generated code size 1s determined by deriving a
sum of the code size of the coding information (merge
index) and the code size of the prediction residual signal.
The derived size 1s defined as the first evaluation value.
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The picture difference thus coded i1s then decoded for
evaluation as to the amount of distortion. Coding distortion
1s dertved as a ratio indicating an error from the original
picture produced as a result of coding. By comparing the
total generated code size and coding distortion of a given
merge candidate with those of another, the coding informa-
tion with the smallest code size and coding distortion 1s
identified. The merge mndex corresponding to the identified
coding information 1s coded as a flag merge_1dx defined 1n
the second syntax pattern for each prediction block. While 1t
1s desirable to derive the generated code size by simulating
the coding steps, the generated code size may be determined
by approximate derivation or rough estimation.

Meanwhile, referring to FIG. 39, the coding information
selection unit 233 of the iter prediction information esti-
mation unit 205 of the moving picture coding device selects
the coding information corresponding to the supplied merge
index from merge candidates added 1n the merge candidate
list, supplies the selected coding information to the motion
compensation prediction unit 206, and stores the selected
coding information in the coding information storage
memory 209.

As described above, according to the motion vector
prediction method of the embodiment, the code size 1s
reduced by performing prediction from a motion vector for
a prediction block already coded and coding a vector dii-
ference between the motion vector of a target block and a
predicted value, for the purpose of improving the efliciency
of coding a motion vector for moving picture coding
whereby a picture 1s partitioned 1nto rectangular blocks and
motion estimation and compensation 1s performed between
pictures 1n units of blocks. In this process, a plurality of
motion vector predictors obtained as a result are arranged
according to priority before being added in the motion
vector predictor list. As described 1n the embodiment, the
sequence of addition may be modified depending on the
order of priority. Alternatively, the motion vector predictors
may be added 1n a predefined order and are then rearranged
in the list 1n accordance with the order of priority. These
approaches are also within the scope of the present inven-
tion. For example, the motion vector predictor derived from
the first prediction block group A neighboring to the leit may
be temporarily added with the imndex 0 1n the motion vector
predictor list, the motion vector predictor derived from the
second prediction block group B neighboring above may be
temporarily added with the mndex 1, and the motion vector
predictor derived from the third prediction block group C at
a different point of time may be temporarily added with the
index 2. The motion vector predictors may be subsequently
rearranged as needed in accordance with the order of prior-
ity.

In further accordance with the motion vector prediction
method of the embodiment, the code size can be reduced by
using the coding information of blocks already coded, for
the purpose of improving the efliciency of coding informa-
tion for moving picture coding whereby a picture 1s parti-
tioned into rectangular blocks and motion estimation and
compensation 1s performed between pictures in units of
blocks. In this process, a plurality of merge candidates
obtained as a result are arranged according to priority before
being added 1n the merge candidate list. As described 1n the
embodiment, the sequence of addition may be modified
depending on the order of priority. Alternatively, the merge
candidates may be added 1n a predefined order and are then
rearranged 1n the list in accordance with the order of priority.
These approaches are also within the scope of the present
invention. For example, the merge candidate A may be
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temporarily added at a position in the merge candidate list
with the index 0, the merge candidate B may be temporarily
added at a position with the index 1, and the merge candidate
Col may be temporarily added at a position with the index
2, the merge candidate C may be temporarily added at a
position with the mndex 3, and the merge candidate D may be
temporarily added at a position with the index 4. The merge
candidates may be subsequently rearranged as needed 1n
accordance with the order of priority. Information on a
merge candidate added 1n the merge candidate list may be
the entirety of the coding information of the merge candi-
date. Alternatively, a pointer or address information pointing
to a memory that can be referred to for the coding informa-
tion of the merge candidate may be added in the merge
candidate list.

Further embodiments of the moving picture coding device
according to the present mvention include the following.

A moving picture coding device adapted to code moving
pictures 1n units of blocks obtained by partitioning each
picture of the moving pictures, by using motion compensa-
tion, comprising: a motion vector predictor candidate gen-
eration unit configured to generate a plurality of motion
vector predictor candidates by prediction from a coded block
neighboring a block subject to coding within the same
picture as the block subject to coding, or from a coded block
located at the same position as or 1n the neighborhood of the
block subject to coding 1n a picture diflerent from that of the
block subject to coding, wherein the motion vector predictor
candidate generation unit adds motion vector predictor can-
didates 1n a motion vector predictor candidate list such that
the order of priority 1s changed 1n units of pictures or slices.

A moving picture coding device adapted to code moving
pictures 1n units of blocks obtaimned by partitioning each
picture of the moving pictures, by using motion compensa-
tion, comprising: a motion vector predictor candidate gen-
eration unit configured to generate a plurality of motion
vector predictor candidates by prediction from a coded block
neighboring a block subject to coding within the same
picture as the block subject to coding, or from a coded block
located at the same position as or 1n the neighborhood of the
block subject to coding 1n a picture diflerent from that of the
block subject to coding; wherein the motion vector predictor
candidate generation unit adds motion vector predictor can-
didates 1n a motion vector predictor candidate list such that
the order of priority 1s changed 1n umits of blocks.

A moving picture coding device adapted to code moving
pictures 1n units of blocks obtaimned by partitioning each
picture of the moving pictures, by using motion compensa-
tion, comprising: an inter prediction information generation
unit configured to generate merge candidates that are coding,
information including a plurality of 1tems of inter prediction
information, by referring to coding information including
inter prediction information of a coded block neighboring a
block subject to coding within the same picture as the block
subject to coding, or of a coded block located at the same
position as or in the neighborhood of the block subject to
coding 1n a picture different from that of the block subject to
coding, wherein the inter prediction information generation
unit adds merge candidates 1n a merge candidate list such
that the order of priority 1s changed 1n umts of pictures or
slices.

A moving picture coding device adapted to code moving,
pictures 1n units of blocks obtained by partitioning each
picture of the moving pictures, by using motion compensa-
tion, comprising: an inter prediction information generation
unit configured to generate merge candidates that are coding,
information including a plurality of items of inter prediction
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information, by referring to coding information including
inter prediction information of a coded block neighboring a
block subject to coding within the same picture as the block
subject to coding, or of a coded block located at the same
position as or in the neighborhood of the block subject to
coding 1n a picture diflerent from that of the block subject to
coding, wherein the inter prediction mnformation generation
unmit adds merge candidates 1n a merge candidate list such
that the order of priority 1s changed 1n units of blocks.

A moving picture coding device adapted to code moving
pictures 1n units of blocks obtained by partitioning each
picture of the moving pictures, by using motion compensa-
tion, comprising: an inter prediction information generation
unit configured to generate merge candidates that are coding,
information including a plurality of items of inter prediction
information, by referring to coding information including
inter prediction information of a coded block neighboring a
block subject to coding within the same picture as the block
subject to coding, or of a coded block located at the same
position as or in the neighborhood of the block subject to
coding 1n a picture diflerent from that of the block subject to
coding, wherein, when a merge candidate located 1n a spatial
dimension 1s subjected to bi-predictive inter prediction, the
inter prediction information generation unit adds merge
candidates in the merge candidate list, giving priority to the
merge candidate located 1n the spatial dimension.

A moving picture coding device adapted to code moving
pictures 1n units of blocks obtained by partitioming each
picture of the moving pictures, by using motion compensa-
tion, comprising: an inter prediction information generation
unit configured to generate merge candidates that are coding
information including a plurality of 1tems of inter prediction
information, by referring to coding information including
inter prediction information of a coded block neighboring a
block subject to coding within the same picture as the block
subject to coding, or of a coded block located at the same
position as or in the neighborhood of the block subject to
coding 1n a picture different from that of the block subject to
coding, wherein, the inter prediction information generation
umt adds merge candidates in the merge candidate list,
giving higher priority to a merge candidate i which a
distance between a picture subject to coding and a reference
picture 1s relatively small than the other merge candidates.

A moving picture coding device adapted to code moving
pictures 1n units of blocks obtained by partitioning each
picture of the moving pictures, by using motion compensa-
tion, comprising: a motion vector predictor candidate gen-
eration unit configured to generate a plurality of motion
vector predictor candidates by prediction from a coded block
neighboring a block subject to coding within the same
picture as the block subject to coding, or from a coded block
located at the same position as or 1n the neighborhood of the
block subject to coding 1n a picture different from that of the
block subject to coding, wherein the motion vector predictor
candidate generation unit scans prediction blocks i1n the
spatial dimension such that the motion vector predictor
candidate generation unit processes prediction blocks 1n a
prediction block group neighboring to the left and 1n a
prediction block group neighboring above, according to
conditions 1 through 4 below in the stated order, 1: whether
there 1s found a motion vector that 1s predicted by using the
same reference list and the same reference picture as that of
a coding mode selected 1n the prediction block subject to
coding; 2: whether there 1s found a motion vector that is
predicted by using a reference list diflerent from that of the
coding mode selected 1n the prediction block subject to
coding and using the same reference picture as that of the
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coding mode selected m the prediction block subject to
coding; 3: whether there 1s found a motion vector that is
predicted by using the same reference list as that of the
coding mode selected i the prediction block subject to
coding and using a reference picture different from that of
the coding mode selected 1n the prediction block subject to
coding; and 4: whether there 1s found a motion vector that
1s predicted by using a reference list different from that of
the coding mode selected 1n the prediction block subject to
coding and using a reference picture different from that of
the coding mode selected 1n the prediction block subject to
coding.

The moving picture coding device, wherein prediction
blocks are scanned in the spatial dimension such that, when
the first prediction block 1s processed according to the first
condition, a neighboring prediction block 1s then processed
according to the first condition, followed by processing of
the subsequent neighboring prediction blocks according to
the second, third, and fourth conditions successively.

The moving picture coding device, wherein prediction
blocks are scanned 1n the spatial dimension such that, when
the first prediction block 1s processed according to the first
and second of the four conditions, a neighboring prediction
block 1s then processed according to the first and second
conditions, and, when the first prediction block 1s processed
according to the third and fourth conditions, the subsequent
neighboring prediction blocks are processed according to the
conditions successively.

The moving picture coding device, wherein prediction
blocks are scanned 1n the spatial dimension such that, when
the first prediction block 1s processed according to the first
of the four conditions, a neighboring prediction block is then
processed according to the first condition, and, when the first
prediction block 1s processed according to the second, third,
and fourth conditions, the subsequent neighboring predic-
tion blocks are processed according to the conditions suc-
cessively.

The moving picture coding device, wherein prediction
blocks are scanned 1n the spatial dimension such that, when
none of the conditions 1s met by the first prediction block, 1t
1s determined that no motion vectors that meet a condition
1s available in the prediction block, whereupon the subse-
quent neighboring prediction blocks are successively pro-
cessed to find whether any of the four conditions 1s met.

Further embodiments of the moving picture coding device
according to the present invention include the following.

A moving picture decoding device adapted to decode a
bitstream in which moving pictures are coded in units of
blocks obtained by partitioning each picture of the moving,
pictures, by using motion compensation, comprising: a
motion vector predictor candidate generation unit config-
ured to generate a plurality of motion vector predictor
candidates by prediction from a coded block neighboring a
block subject to decoding within the same picture as the
block subject to decoding, or from a decoded block located
at the same position as or in the neighborhood of the block
subject to decoding 1n a picture different from that of the
block subject to decoding, wherein the motion vector pre-
dictor candidate generation unit adds motion vector predic-
tor candidates 1n a motion vector predictor candidate list
such that the order of priority 1s changed 1n units of pictures
or slices.

A moving picture decoding device adapted to decode a
bitstream in which moving pictures are coded in units of
blocks obtained by partitioning each picture of the moving,
pictures, by using motion compensation, comprising: a
motion vector predictor candidate generation unit config-
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ured to generate a plurality of motion vector predictor
candidates by prediction from a coded block neighboring a
block subject to decoding within the same picture as the
block subject to decoding, or from a decoded block located
at the same position as or 1 the neighborhood of the block
subject to decoding 1n a picture different from that of the
block subject to decoding, wherein the motion vector pre-
dictor candidate generation unit adds motion vector predic-
tor candidates 1n a motion vector predictor candidate list
such that the order of priority 1s changed 1n units of blocks.

A moving picture decoding device adapted to decode a
bitstream 1n which moving pictures are coded in units of
blocks obtained by partitioning each picture of the moving
pictures, by using motion compensation, comprising: an
inter prediction information generation unit configured to
generate merge candidates that are coding information
including a plurality of items of inter prediction information,
by referring to coding information including inter prediction
information of a decoded block neighboring a block subject
to decoding within the same picture as the block subject to
decoding, or of a decoded block located at the same position
as or 1n the neighborhood of the block subject to decoding
in a picture different from that of the block subject to
decoding, wherein the inter prediction information genera-
tion unit adds merge candidates 1n a merge candidate list
such that the order of priority 1s changed in units of pictures
or slices.

A moving picture decoding device adapted to decode a
bitstream in which moving pictures are coded in units of
blocks obtained by partitioning each picture of the moving
pictures, by using motion compensation, comprising: an
inter prediction information generation umt configured to
generate merge candidates that are coding information
including a plurality of items of inter prediction information,
by referring to coding information including inter prediction
information of a decoded block neighboring a block subject
to decoding within the same picture as the block subject to
decoding, or of a decoded block located at the same position
as or 1n the neighborhood of the block subject to decoding
in a picture different from that of the block subject to
decoding, wherein the inter prediction imnformation genera-
tion unit adds merge candidates 1n a merge candidate list
such that the order of priority 1s changed 1n units of blocks.

A moving picture decoding device adapted to decode a
bitstream 1n which moving pictures are coded in units of
blocks obtained by partitioning each picture of the moving
pictures, by using motion compensation, comprising: an
inter prediction information generation umt configured to
generate merge candidates that are coding information
including a plurality of items of inter prediction information,
by referring to coding information including inter prediction
information of a decoded block neighboring a block subject
to decoding within the same picture as the block subject to
decoding, or of a decoded block located at the same position
as or 1n the neighborhood of the block subject to decoding
in a picture different from that of the block subject to
decoding, wherein, when a merge candidate located 1n a
spatial dimension 1s subjected to bi-predictive inter predic-
tion, the iter prediction imnformation generation unit adds
merge candidates in the merge candidate list, giving priority
to the merge candidate located 1n the spatial dimension.

A moving picture decoding device adapted to decode a
bitstream 1n which moving pictures are coded in units of
blocks obtained by partitioning each picture of the moving
pictures, by using motion compensation, comprising: an
inter prediction information generation umt configured to
generate merge candidates that are coding information
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including a plurality of items of inter prediction information,
by referring to coding information including inter prediction
information of a decoded block neighboring a block subject
to decoding within the same picture as the block subject to
decoding, or ol a decoded block located at the same position
as or 1n the neighborhood of the block subject to decoding
in a picture different from that of the block subject to
decoding, wherein, the inter prediction information genera-
tion umt adds merge candidates 1n the merge candidate list,
giving priority to a merge candidate mn which a distance
between a picture subject to coding and a reference picture
1s relatively small.

A moving picture decoding device adapted to decode a
bitstream 1n which moving pictures are coded in units of
blocks obtained by partitioning each picture of the moving
pictures, by using motion compensation, comprising: a
motion vector predictor candidate generation unit config-
ured to generate a plurality of motion vector predictor
candidates by prediction from a coded block neighboring a
block subject to decoding within the same picture as the
block subject to decoding, or from a decoded block located
at the same position as or in the neighborhood of the block
subject to decoding in a picture different from that of the
block subject to decoding, wherein the motion vector pre-
dictor candidate generation unit scans prediction blocks 1n
the spatial dimension such that the motion vector predictor
candidate generation unit processes prediction blocks 1n a
prediction block group neighboring to the left and 1 a
prediction block group neighboring above, according to
conditions 1 through 4 below in the stated order, 1: whether
there 1s found a motion vector that 1s predicted by using the
same reference list and the same reference frame as that of
a coding mode selected 1n the prediction block subject to
decoding; 2: whether there 1s found a motion vector that 1s
predicted by using a reference list different from that of the
coding mode selected 1 the prediction block subject to
decoding and using the same reference frame as that of the
coding mode selected 1 the prediction block subject to
decoding; 3: whether there 1s found a motion vector that 1s
predicted by using the same reference list as that of the
coding mode selected m the prediction block subject to
decoding and using a reference frame diflerent from that of
the coding mode selected 1n the prediction block subject to
decoding; and 4: whether there 1s found a motion vector that
1s predicted by using a reference list different from that of
the coding mode selected 1n the prediction block subject to
decoding and using a reference frame different from that of
the coding mode selected 1n the prediction block subject to
decoding.

The moving picture decoding device, wherein prediction
blocks are scanned 1n the spatial dimension such that, when
the first prediction block 1s processed according to the first
condition, a neighboring prediction block is then processed
according to the first condition, followed by processing of
the subsequent neighboring prediction blocks according to
the second, third, and fourth conditions successively.

The moving picture decoding device, wherein prediction
blocks are scanned in the spatial dimension such that, when
the first prediction block 1s processed according to the first
and second of the four conditions, a neighboring prediction
block 1s then processed according to the first and second
conditions, and, when the first prediction block 1s processed
according to the third and fourth conditions, the subsequent
neighboring prediction blocks are processed according to the
conditions successively.

The moving picture decoding device, wherein prediction
blocks are scanned 1n the spatial dimension such that, when
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the first prediction block 1s processed according to the first
of the four conditions, a neighboring prediction block 1s then
processed according to the first condition, and, when the first
prediction block 1s processed according to the second, third,
and fourth conditions, the subsequent neighboring predic-
tion blocks are processed according to the conditions suc-
cessively.

The moving picture decoding device, wherein prediction
blocks are scanned 1n the spatial dimension such that, when
none of the conditions 1s met by the first prediction block, 1t
1s determined that no motion vectors that meet a condition
1s available 1n the prediction block, whereupon the subse-
quent neighboring prediction blocks are successively pro-
cessed to find whether any of the four conditions 1s met.

The bitstream of moving pictures output from the moving,
picture coding device according to any of the embodiments
has a predefined format so that 1t can be decoded in
accordance with the coding method used 1n the embodi-
ments. The moving picture decoding device compatible with
the moving picture coding device 1s capable of decoding the
bitstream of the predefined data format.

If a wired or wireless network 1s used to exchange
bitstreams between the moving picture coding device and
the moving picture decoding device, the bitstream may be
converted into a data format suited to the mode of trans-
mission over the communication channel and be transmitted
accordingly. In this case, there should be provided a moving
picture transmitting device for converting the bitstreams
output from the moving picture coding device into coded
data of a data format suited to the mode of transmission over
the communication channel and for transmitting the bit-
streams over the network, and a moving picture receiving
device for recerving the bitstreams from the network to
recover the bitstream and supplying the recovered bitstreams
to the moving picture decoding device.

The moving picture transmitting device includes a
memory for buill

ering bitstreams output from the moving
picture coding device, a packet processing unit for pack-
ctizing the bitstreams, and a transmitting unit for transmuit-
ting the packetized bitstreams over the network. The moving
picture receiving device includes a receiving unit for receiv-
ing the packetized coded data over the network, a memory
for bullering the received coded data, and a packet process-
ing unit for subjecting the coded data to a packet process so
as to generate bitstreams and providing the generated bait-
streams to the moving picture decoding device.

The above-described processes related to coding and
decoding can of course be implemented by hardware-based
apparatus for transmission, storage, or reception. Alterna-
tively, the processes can be implemented by firmware stored
in a read-only memory (ROM), a flash memory, etc., or by
software on a computer, etc. The firmware program or the
software program may be made available on, for example, a
computer readable recording medium. Alternatively, the
programs may be made available from a server via a wired
or wireless network. Still alternatively, the programs may be
made available 1n the form of data transmission over ter-
restrial or satellite digital broadcast systems.

Described above 1s an explanation based on an exemplary
embodiment. The embodiment 1s mtended to be 1llustrative
only and 1t will be obvious to those skilled 1n the art that
various modifications to constituting elements and processes
could be developed and that such modifications are also
within the scope of the present invention.

| Item 1]

A moving picture coding device adapted to code moving
pictures 1n units of blocks obtained by partitioning each
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picture of the moving pictures, by using motion compensa-
tion, comprising: a motion vector predictor candidate gen-
eration unit configured to derive a plurality of motion vector
predictor candidates by prediction from first coded predic-
tion blocks neighboring a prediction block subject to coding
within the same picture as the prediction block subject to
coding, or from a second coded prediction block located at
the same position as or 1n the neighborhood of the prediction
block subject to coding 1n a picture different from that of the
prediction block subject to coding, and to add the derived
motion vector predictor candidates 1n a motion vector pre-
dictor candidate list; a motion vector predictor selection unit
configured to select a motion vector predictor from the
motion vector predictor candidate list; and a coding unit
configured to code information indicating a position of the
motion vector predictor candidate selected in the motion
vector predictor candidate list, wherein the motion vector
predictor candidate generation unit determines, for the pur-
pose of obtaining a predetermined number of motion vector
predictor candidates, which of first coded prediction blocks
provides the motion vector from which to derive the motion
vector predictor candidate, organizing the blocks 1n the order
of priority, such that the motion vector predictor candidate
generation unit processes, 1n a predetermined order, predic-
tion blocks 1n a block group neighboring to the left and in a
block group neighboring above, said processing being done
according to conditions 1 and 2 below 1n the stated order and
then according to conditions 3 and 4 below in the stated
order, condition 1: there 1s found a motion vector that 1s
predicted by using the same reference list and the same
reference picture as that of a coding mode selected in the
prediction block subject to coding; condition 2: there 1s
found a motion vector that 1s predicted by using a reference
list different from that of the coding mode selected 1n the
prediction block subject to coding and using the same
reference picture as that of the coding mode selected in the
prediction block subject to coding; condition 3: there 1s
found a motion vector that i1s predicted by using the same
reference list as that of the coding mode selected in the
prediction block subject to coding and using a reference
picture different from that of the coding mode selected 1n the
prediction block subject to coding; and condition 4: there 1s
found a motion vector that 1s predicted by using a reference
list different from that of the coding mode selected 1n the
prediction block subject to coding and using a reference
picture diflerent from that of the coding mode selected in the
prediction block subject to coding.

[Item 2] The moving picture coding device according to
Item 1, wherein, when a prediction block that meets condi-
tion 1 or condition 2 1s found, the motion vector predictor
candidate generation unit defines the found prediction block
as the motion vector predictor candidate.

[Item 3] A moving picture coding method adapted to code
moving pictures in units of blocks obtained by partitioning,
cach picture of the moving pictures, by using motion com-
pensation, comprising: generating motion vector predictor
candidates by deriving a plurality of motion vector predictor
candidates by prediction from a first coded prediction block
neighboring a prediction block subject to coding within the
same picture as the prediction block subject to coding, or
from a second coded prediction block located at the same
position as or 1n the neighborhood of the prediction block
subject to coding 1n a picture different from that of the
prediction block subject to coding, and by adding the
derived motion vector predictor candidates in a motion
vector predictor candidate list; selecting a motion vector
predictor from the motion vector predictor candidate list;
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and coding imnformation indicating a position of the motion
vector predictor candidate selected in the motion vector
predictor candidate list, wherein the generating of motion
vector predictor candidates determines, for the purpose of
obtaining a predetermined number of motion vector predic-
tor candidates, which prediction block within the first coded
prediction blocks provides the motion vector from which to
derive the motion vector predictor candidate, organizing the
blocks 1n the order of priority, such that the generating of
motion vector predictor candidates processes, 1n a predeter-
mined order, prediction blocks 1n a block group neighboring
to the left and 1n a block group neighboring above, said
processing being done according to conditions 1 and 2
below 1n the stated order and then according to conditions 3
and 4 below 1n the stated order, condition 1: there 1s found
a motion vector that 1s predicted by using the same reference
list and the same reference picture as that of a coding mode
selected 1n the prediction block subject to coding; condition
2: there 1s found a motion vector that 1s predicted by using
a reference list different from that of the coding mode
selected 1n the prediction block subject to coding and using
the same reference picture as that of the coding mode
selected 1n the prediction block subject to coding; condition
3: there 1s found a motion vector that 1s predicted by using
the same reference list as that of the coding mode selected
in the prediction block subject to coding and using a
reference picture diflerent from that of the coding mode
selected in the prediction block subject to coding; and
condition 4: there 1s found a motion vector that 1s predicted
by using a reference list different from that of the coding
mode selected in the prediction block subject to coding and
using a reference picture different from that of the coding
mode selected 1n the prediction block subject to coding.

[Item 4] The moving picture coding method according to
Item 3, wherein, when a prediction block that meets condi-
tion 1 or condition 2 1s found, the generating ol motion
vector predictor candidates defines the found prediction
block as the motion vector predictor candidate.

[Item 5] A moving picture coding program embedded on
a non-transitory computer-readable recording medium and
adapted to code moving pictures 1n units of blocks obtained
by partitioning each picture of the moving pictures, by using
motion compensation, the program comprising: a motion
vector predictor candidate generation module configured to
derive a plurality of motion vector predictor candidates by
prediction from a first coded prediction block neighboring a
prediction block subject to coding within the same picture as
the prediction block subject to coding, or from a second
coded prediction block located at the same position as or 1n
the neighborhood of the prediction block subject to coding
in a picture different from that of the prediction block subject
to coding, and to add the derived motion vector predictor
candidates 1n a motion vector predictor candidate list; a
motion vector predictor selection module configured to
select a motion vector predictor from the motion vector
predictor candidate list; and a coding module configured to
code information indicating a position of the motion vector
predictor candidate selected in the motion vector predictor
candidate list, wherein the motion vector predictor candidate
generation module determines, for the purpose of obtaining
a predetermined number of motion vector predictor candi-
dates, which prediction block within the first coded predic-
tion blocks provides the motion vector from which to derive
the motion vector predictor candidate, organizing the blocks
in the order of priority, such that the motion vector predictor
candidate generation module processes, 1n a predetermined
order, prediction blocks in a block group neighboring to the
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left and 1n a block group neighboring above, said processing
being done according to conditions 1 and 2 below 1n the
stated order and then according to conditions 3 and 4 below
in the stated order, condition 1: there 1s found a motion
vector that 1s predicted by using the same reference list and
the same reference picture as that of a coding mode selected
in the prediction block subject to coding; condition 2: there
1s found a motion vector that i1s predicted by using a
reference list diflerent from that of the coding mode selected
in the prediction block subject to coding and using the same
reference picture as that of the coding mode selected in the
prediction block subject to coding; condition 3: there 1s
found a motion vector that 1s predicted by using the same
reference list as that of the coding mode selected i the
prediction block subject to coding and using a reference
picture different from that of the coding mode selected 1n the
prediction block subject to coding; and condition 4: there 1s
found a motion vector that 1s predicted by using a reference
list different from that of the coding mode selected 1n the
prediction block subject to coding and using a reference
picture diflerent from that of the coding mode selected in the
prediction block subject to coding.

[Item 6] The moving picture coding program according to
Item 5, wherein, when a prediction block that meets condi-
tion 1 or condition 2 1s found, the motion vector predictor
candidate generation module defines the found prediction
block as the motion vector predictor candidate.

[Item 7] A moving picture decoding device adapted to
decode a bitstream 1n which moving pictures are coded 1n
units of blocks obtained by partitioning each picture of the
moving pictures, by using motion compensation, Compris-
ing: a motion vector predictor candidate generation unit
configured to derive a plurality of motion vector predictor
candidates by prediction from f{first decoded prediction
blocks neighboring a prediction block subject to decoding,
within the same picture as the prediction block subject to
decoding, or from a second decoded prediction block
located at the same position as or 1n the neighborhood of the
prediction block subject to decoding 1n a picture diflerent
from that of the prediction block subject to decoding, and to
add the derived motion vector predictor candidates 1 a
motion vector predictor candidate list; a decoding unit
configured to decode information indicating a position of the
motion vector predictor candidate that should be selected in
the motion vector predictor candidate list; and a motion
vector predictor selection unit configured to select a motion
vector predictor from the motion vector predictor candidate
list, based on the decoded information ndicating the posi-
tion of the motion vector predictor that should be selected,
wherein the motion vector predictor candidate generation
unit determines, for the purpose of obtaining a predeter-
mined number of motion vector predictor candidates, which
of the first decoded prediction blocks provides the motion
vector from which to derive the motion vector predictor
candidate, organizing the blocks 1n the order of priority, such
that the motion vector predictor candidate generation unit
processes, 1n a predetermined order, prediction blocks 1n a
block group neighboring to the left and 1 a block group
neighboring above, said processing being done according to
conditions 1 and 2 below in the stated order and then
according to conditions 3 and 4 below in the stated order,
condition 1: there 1s found a motion vector that 1s predicted
by using the same reference list and the same reference
picture as that of a coding mode selected 1n the prediction
block subject to decoding; condition 2: there i1s found a
motion vector that 1s predicted by using a reference list
different from that of the coding mode selected 1n the
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prediction block subject to decoding and using the same
reference picture as that of the coding mode selected 1n the
prediction block subject to decoding; condition 3: there 1s
found a motion vector that 1s predicted by using the same
reference list as that of the coding mode selected in the
prediction block subject to decoding and using a reference
picture diflerent from that of the coding mode selected in the
prediction block subject to decoding; and condition 4: there
1s found a motion vector that i1s predicted by using a
reference list diflerent from that of the coding mode selected
in the prediction block subject to decoding and using a
reference picture different from that of the coding mode
selected 1n the prediction block subject to decoding.

[ Item 8] The moving picture decoding device according to
Item 7, wherein, when a prediction block that meets condi-
tion 1 or condition 2 1s found, the motion vector predictor
candidate generation unit defines the found prediction block
as the motion vector predictor candidate.

[Item 9] A moving picture decoding method adapted to
decode a bitstream 1n which moving pictures are coded 1n
units of blocks obtained by partitioning each picture of the
moving pictures, by using motion compensation, compris-
ing: generating motion vector predictor candidates by deriv-
ing a plurality of motion vector predictor candidates by
prediction from first decoded prediction blocks neighboring
a prediction block subject to decoding within the same
picture as the prediction block subject to decoding, or from
a second decoded prediction block located at the same
position as or in the neighborhood of the prediction block
subject to decoding 1n a picture different from that of the
prediction block subject to decoding, and by adding the
derived motion vector predictor candidates in a motion
vector predictor candidate list; decoding information indi-
cating a position of the motion vector predictor candidate
that should be selected 1n the motion vector predictor
candidate list; and selecting a motion vector predictor from
the motion vector predictor candidate list, based on the
decoded mnformation indicating the position of the motion
vector predictor that should be selected, wherein the gener-
ating of motion vector predictor candidates determines, for
the purpose of obtaining a predetermined number of motion
vector predictor candidates, which of the first decoded
prediction blocks provides the motion vector from which to
derive the motion vector predictor candidate, organizing the
blocks 1n the order of priority, such that the generating of
motion vector predictor candidates processes, 1n a predeter-
mined order, prediction blocks 1n a block group neighboring
to the left and 1n a block group neighboring above, said
processing being done according to conditions 1 and 2
below 1n the stated order and then according to conditions 3
and 4 below 1n the stated order, condition 1: there 1s found
a motion vector that 1s predicted by using the same reference
list and the same reference picture as that of a coding mode
selected 1n the prediction block subject to decoding; condi-
tion 2: there 1s found a motion vector that 1s predicted by
using a reference list different from that of the coding mode
selected 1n the prediction block subject to decoding and
using the same reference picture as that of the coding mode
selected 1n the prediction block subject to decoding; condi-
tion 3: there 1s found a motion vector that 1s predicted by
using the same reference list as that of the coding mode
selected 1n the prediction block subject to decoding and
using a reference picture different from that of the coding
mode selected 1n the prediction block subject to decoding;
and condition 4: there i1s found a motion vector that is
predicted by using a reference list different from that of the
coding mode selected 1n the prediction block subject to
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the coding mode selected 1n the prediction block subject to
decoding.

[Item 10] The moving picture decoding method according
to Item 9, wherein, when a prediction block that meets
condition 1 or condition 2 1s found, the generating of motion
vector predictor candidates defines the found prediction
block as the motion vector predictor candidate.

[Item 11] A moving picture decoding program embedded
on a non-transitory computer-readable recording medium
and adapted to decode a bitstream 1n which moving pictures
are coded 1n units of blocks obtained by partitioning each
picture of the moving pictures, by using motion compensa-
tion, comprising: a motion vector predictor candidate gen-
eration module configured to derive a plurality of motion
vector predictor candidates by prediction from first decoded
prediction blocks neighboring a prediction block subject to
decoding within the same picture as the prediction block
subject to decoding, or from a second decoded prediction
block located at the same position as or 1n the neighborhood
of the prediction block subject to decoding 1n a picture
different from that of the prediction block subject to decod-
ing, and to add the derived motion vector predictor candi-
dates 1n a motion vector predictor candidate list; a decoding
module configured to decode information indicating a posi-
tion of the motion vector predictor candidate that should be
selected 1n the motion vector predictor candidate list; and a
motion vector predictor selection module configured to
select a motion vector predictor from the motion vector
predictor candidate list, based on the decoded information
indicating the position of the motion vector predictor that
should be selected, wherein the motion vector predictor
candidate generation module determines, for the purpose of
obtaining a predetermined number of motion vector predic-
tor candidates, which of the first decoded prediction blocks
provides the motion vector from which to derive the motion
vector predictor candidate, organizing the blocks 1n the order
of priority, such that the motion vector predictor candidate
generation module processes, in a predetermined order,
prediction blocks 1n a block group neighboring to the left
and 1n a block group neighboring above, said processing
being done according to conditions 1 and 2 below 1n the
stated order and then according to conditions 3 and 4 below
in the stated order, condition 1: there 1s found a motion
vector that 1s predicted by using the same reference list and
the same reference picture as that of a coding mode selected
in the prediction block subject to decoding; condition 2:
there 1s found a motion vector that 1s predicted by using a
reference list diflerent from that of the coding mode selected
in the prediction block subject to decoding and using the
same reference picture as that of the coding mode selected
in the prediction block subject to decoding; condition 3:
there 1s found a motion vector that 1s predicted by using the
same reference list as that of the coding mode selected 1n the
prediction block subject to decoding and using a reference
picture different from that of the coding mode selected 1n the
prediction block subject to decoding; and condition 4: there
1s found a motion vector that 1s predicted by using a
reference list diflerent from that of the coding mode selected
in the prediction block subject to decoding and using a
reference picture different from that of the coding mode
selected 1n the prediction block subject to decoding.

{Item 12] The moving picture decoding program accord-
ing to Item 11, wherein, when a prediction block that meets
condition 1 or condition 2 1s found, the motion vector
predictor candidate generation module defines the found
prediction block as the motion vector predictor candidate.

decoding and using a reference picture different from that of
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What 1s claimed 1s:

1. A moving picture coding device adapted to code
moving pictures 1 umts of blocks obtained by partitioning
cach picture of the moving pictures, comprising:

a motion vector predictor candidate generation unit con-
figured to derive one or more motion vector predictor
candidates from motion vectors of coded prediction
blocks neighboring a prediction block subject to coding
within the same picture as the prediction block subject
to coding, and to add the derived motion vector pre-
dictor candidates 1n a motion vector predictor candidate
l1st;

a motion vector predictor selection umt configured to
select a motion vector predictor from the motion vector
predictor candidate list;

a motion vector difference derivation unit configured to
derive a motion vector difference by subtracting the
selected motion vector predictor from the motion vec-
tor; and

a coding unit configured to code index information 1ndi-
cating the motion vector predictor candidate selected 1n
the motion vector predictor candidate list and the
motion vector difference,

wherein the motion vector predictor candidate generation
unit determines, for the purpose of obtaining a prede-
termined number of motion vector predictor candi-
dates, which of the coded prediction blocks provides
the motion vector from which to derive the motion
vector predictor candidate, such that the motion vector
predictor candidate generation unit processes, 1 a
predetermined order, prediction blocks 1n a block group
neighboring to the left and in a block group neighbor-
ing above, said processing being done according to
conditions 1 and 2 below 1n the stated order and then
according to conditions 3 and 4 below in the stated
order,

condition 1: there 1s found a motion vector that 1s pre-
dicted by using the same reference list and the same
reference picture as that of the motion vector predictor
subject to dertvation 1n the prediction block subject to
coding;

condition 2: there 1s found a motion vector that 1s pre-
dicted by using a reference list different from that of the
motion vector predictor subject to derivation in the
prediction block subject to coding and using the same
reference picture as that of the motion vector predictor
subject to dertvation 1n the prediction block subject to
coding;

condition 3: there 1s found a motion vector that 1s pre-
dicted by using the same reference list as that of the
motion vector predictor subject to derivation in the
prediction block subject to coding and using a reference
picture diflerent from that of the motion vector predic-
tor subject to derivation 1n the prediction block subject
to coding; and

condition 4: there 1s found a motion vector that 1s pre-
dicted by using a reference list different from that of the
motion vector predictor subject to derivation in the
prediction block subject to coding and using a reference
picture different from that of the motion vector predic-
tor subject to derivation in the prediction block subject
to coding.

2. A transmitting device comprising:

a packet processing unit adapted to packetize a bitstream
coded by a moving picture coding method for coding
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moving pictures i umts of blocks obtained by parti-
tioning each picture of the moving pictures, so as to
obtain a bitstream; and

a transmitting unit for transmitting the packetized bit
streams,

the moving picture coding method comprising:

deriving one or more motion vector predictor candidates
from motion vectors of coded prediction blocks neigh-
boring a prediction block subject to coding within the
same picture as the prediction block subject to coding,
and adding the dernnved motion vector predictor candi-
dates 1n a motion vector predictor candidate list;

selecting a motion vector predictor from the motion
vector predictor candidate list;

deriving a motion vector diflerence by subtracting the
selected motion vector predictor from the motion vec-
tor; and

coding index information indicating the motion vector
predictor candidate selected in the motion vector pre-
dictor candidate list and the motion vector diflerence,

wherein the dertving of one or more motion vector
predictor candidates determines, for the purpose of
obtaining a predetermined number of motion vector
predictor candidates, which of the coded prediction
blocks provides the motion vector from which to derive
the motion vector predictor candidate, such that the
deriving of one or more motion vector predictor can-
didates processes, 1 a predetermined order, prediction
blocks 1n a block group neighboring to the left and in
a block group neighboring above, said processing being
done according to conditions 1 and 2 below i the
stated order and then according to conditions 3 and 4
below 1n the stated order,

condition 1: there 1s found a motion vector that 1s pre-
dicted by using the same reference list and the same
reference picture as that of the motion vector predictor
subject to dertvation 1n the prediction block subject to
coding;

condition 2: there 1s found a motion vector that 1s pre-
dicted by using a reference list different from that of the
motion vector predictor subject to derivation in the
prediction block subject to coding and using the same
reference picture as that of the motion vector predictor
subject to derivation 1n the prediction block subject to
coding;

condition 3: there 1s found a motion vector that 1s pre-
dicted by using the same reference list as that of the
motion vector predictor subject to derivation in the
prediction block subject to coding and using a reference
picture different from that of the motion vector predic-
tor subject to derivation in the prediction block subject
to coding; and

condition 4: there 1s found a motion vector that 1s pre-
dicted by using a reference list different from that of the
motion vector predictor subject to derivation in the
prediction block subject to coding and using a reference
picture different from that of the motion vector predic-
tor subject to derivation 1n the prediction block subject
to coding.
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3. A transmitting method comprising:

packetizing a bitstream coded by a moving picture coding
method adapted to code moving pictures 1n units of
blocks obtained by partitioning each picture of the
moving pictures, so as to obtain a bitstream; and

transmitting the packetized bitstreams,

the moving picture coding method comprising:

deriving one or more motion vector predictor candidates
from motion vectors of coded prediction blocks neigh-
boring a prediction block subject to coding within the
same picture as the prediction block subject to coding,
and adding the derived motion vector predictor candi-
dates 1n a motion vector predictor candidate list;

selecting a motion vector predictor from the motion
vector predictor candidate list;

deriving a motion vector difference by subtracting the
selected motion vector predictor from the motion vec-
tor; and

coding index information indicating the motion vector
predictor candidate selected in the motion vector pre-
dictor candidate list and the motion vector difference,

wherein the deriving of one or more motion vector
predictor candidates determines, for the purpose of
obtaining a predetermined number of motion vector
predictor candidates, which of the coded prediction
blocks provides the motion vector from which to derive
the motion vector predictor candidate, such that the
deriving of one or more motion vector predictor can-
didates processes, 1n a predetermined order, prediction
blocks 1n a block group neighboring to the left and in
a block group neighboring above, said processing being
done according to conditions 1 and 2 below 1n the
stated order and then according to conditions 3 and 4
below 1n the stated order,

condition 1: there 1s found a motion vector that 1s pre-
dicted by using the same reference list and the same
reference picture as that of the motion vector predictor
subject to derivation 1n the prediction block subject to
coding;

condition 2: there 1s found a motion vector that 1s pre-
dicted by using a reference list different from that of the
motion vector predictor subject to derivation in the
prediction block subject to coding and using the same
reference picture as that of the motion vector predictor
subject to dertvation 1n the prediction block subject to
coding;

condition 3: there 1s found a motion vector that 1s pre-
dicted by using the same reference list as that of the
motion vector predictor subject to derivation in the
prediction block subject to coding and using a reference
picture diflerent from that of the motion vector predic-
tor subject to derivation 1n the prediction block subject
to coding; and

condition 4: there 1s found a motion vector that 1s pre-
dicted by using a reference list different from that of the
motion vector predictor subject to derivation in the
prediction block subject to coding and using a reference
picture different from that of the motion vector predic-
tor subject to derivation in the prediction block subject
to coding.
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