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DISTRIBUTED PROCESSING DEVICE AND
DISTRIBUTED PROCESSING SYSTEM AS
WELL AS DISTRIBUTED PROCESSING
METHOD

This application 1s a National Stage Entry of PCT/JP2013/
062479 filed on Apr. 26, 2013, which claims priority from
Japanese Patent Application 2012-168698 filed on Jul. 30,
2012, the contents of all of which are incorporated herein by
reference, 1n their entirety.

TECHNICAL FIELD

The present invention relates to distributed processing
technology accompanied by a collective communication.

BACKGROUND ART

Machine learning and data mining are both a method of
finding a rule or a pattern from data and used in various
scenes such as information recommendation, face authenti-
cation, voice recognition, and document classification. Vari-
ous methods have been proposed for such machine learning
and data mining. Many of the proposed methods design a
model that describes data, generate a function (e.g., log-
likelihood) representing a degree of description with regard
to the model, and optimize (maximization, in a case where
the function to be used 1s the log-likelithood) a model
parameter of the function, whereby learning 1s performed.

For example, a steepest descent method, a probabilistic
gradient-descent method, an EM (Expectation Maximiza-
tion) algorithm, and the like are used for the above maxi-
mization. The greater the number of pieces of data to be
learned, the longer a time required for the optimization, so
that parallel and distributed processing are desirably applied
to large-scale data learning.

As a method that performs the optimization in a parallel
and distributed fashion, a DGD (Distributed Gradient
Descent) method and an IPM (Iterative Parameter Mixtures)
method are proposed (see Non Patent Literatures 1 and 2
listed below). The DGD method 1s a method that performs
the steepest descent method by parallel distributed method.
The DGD method partitions data into N pieces, calculates 1n
parallel a gradient of the sub data set in each of the
partitions, adds the calculated gradients to obtain a gradient,
and updates a model based on the gradient. The DGD
method 1s an iterative algorithm and, therefore, the above
processing 1s repeated until convergence 1s reached. The
IPM method partitions data into N pieces and applies 1n
parallel the probabilistic gradient-descent method to each
partitioned data. As a result, N diflerent models are calcu-
lated and then averaged. The IPM method 1s also an 1terative
algorithm and, therefore, the above processing 1s repeated
until convergence 1s reached.

Non Patent Literature 1 listed below shows an experi-
mental result that the IPM method provides high-speed
processing for the optimization 1n structured perceptron or a
maximum entropy method. Further, when the DGD method
or IPM method 1s implemented, MapReduce (see Non
Patent Literature 3), which 1s a distributed processing frame-
work, can be used. Thus, the DGD method and IPM method
are advantageous in that they can be easily implemented
even by users not familiar with distributed programming.

CITATION LIST

Non Patent Literature

NPL 1: Keith B. Hall, Scott Gilpin, Gideon Mann,
“MapReduce/Big table for Distributed Optimization”, NIPS
LCCC Workshop 2010
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NPL 2: Ryan McDonald, Keith Hall, Gideon Mann,
“Distributed Training Strategies for the Structured Percep-
tron”, Human Language Technologies, The 2010 Annual
Conterence of the North American Chapter of the ACL,
pages 456-464, Los Angeles, Calit., June 2010

NPL 3: Jefirey Dean, Sanjay Ghemawat “MapReduce:
Simplified Data Processing on Large Clusters”, USENIX
Association, 6th Symposium on Operating Systems Design
and Implementation, 2004

SUMMARY OF INVENTION

Technical Problem

However, the above-described DGD method and IPM
method have the following problem. The algorithm of the
DGD method and IPM method includes processing of
adding the gradients of all the distributed model parameters.
When this processing 1s executed, communication occurs in
all machines to which data 1s distributed. Such communi-
cation becomes a bottleneck to restrict an enhancement 1n
processing speed even 1I the number of machines 1s
increased for the distributed processing. That 1s, Reduce 1n
the MapReduce as the distributed processing framework, or
Allreduce 1n MPI (Message Passing Interface) becomes a
processing bottleneck.

The present invention has been made 1n view of the above
situation, and object thereof 1s to provide technology
capable of executing, at high-speed, distributed processing
accompanied by a collective communication.

Solution to Problem

To solve the above problem, the following configurations
are adopted 1n respective aspects of the present invention.

A first aspect relates to a distributed processing device
that activates at least one of a plurality of processes activated
by a plurality of distributed processing devices. In the
distributed processing device according to the first aspect, at
least one activated process includes: a collective communi-
cation means i which said plurality of processes execute a
local collective communication among a plurality of pro-
cesses within one process group among a plurality of
process groups generated by partitioning the plurality of
processes by a {irst partitioming pattern; and a communica-
tion control means for selecting, after the local collective
communication, a second partitioming pattern different from
the first partitioning pattern used i1n the local collective
communication and allowing the collective communication
means to execute a next local collective communication
using data based on a result of the local collective commu-
nication among a plurality of processes within one process
group among a plurality of process groups generated by
partitioning the plurality of processes by the second parti-
tioning pattern.

A second aspect relates to a distributed processing method
that 1s executed on a computer that activates at least one of
a plurality of processes activated by a plurality of computers.
The distributed processing method according to the second
aspect includes the followings: the computer executes a
local collective communication among a plurality of pro-
cesses within one process group among a plurality of
process groups generated by partitioning the plurality of
processes by a first partitioning pattern; selects, after the
local collective commumnication, a second partitioning pat-
tern different from the first partitioning pattern used 1n the
local collective communication; and executes, using data
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based on a result of the local collective communication, a
next local collective communication among a plurality of
processes within one process group among a plurality of
process groups generated by partitioning the plurality of
processes by the second partitioning pattern.

A distributed processing system according to a third
aspect imncludes: a plurality of distributed processing devices
according to the first aspect; and a distributed processing
management device including: an information storage unit
that stores, for each distributed processing device, at least
one of the number of processor cores and connected network
information; an execution target determination unit that
preferentially selects a distributed processing device that
activates at least one of the plurality of processes from at
least one of a distributed processing device having the same
connected network information and a distributed processing
device having a larger number of processor cores; and an
execution 1instruction umit that transmits an execution
instruction of the process to each distributed processing
device selected by the execution target determination unit.

Another aspect of the present invention may be a program
that allows a computer to execute the configuration accord-
ing to the first aspect or may be a computer-readable
recording medium that records therein such a program. The

recording medium 1includes a non-transitory physical
medium.

Advantageous Eflects of Invention

According to the above aspects, it 1s possible to provide
technology that executes at high-speed the distributed pro-
cessing accompanied by the collective communication.

BRIEF DESCRIPTION OF DRAWINGS

The above and other objects, features, and advantages of
the present mvention will become apparent from the fol-
lowing preferred exemplary embodiments and drawings
accompanied thereby.

FIG. 1 1s a view conceptually illustrating a configuration
example of a distributed processing system 1n a first exem-
plary embodiment;

FIG. 2 1s a view conceptually illustrating a configuration
example of a master device 1n the first exemplary embodi-
ment;

FIG. 3 1s a view conceptually illustrating a configuration
example of a slave device in the first exemplary embodi-
ment;

FIG. 4 1s a view illustrating an example (addition) of
Allreduce;

FIG. 5 1s a view 1llustrating an example of three parti-
tioming patterns set for four processes;

FIG. 6 1s a view 1llustrating an example of three parti-
tioming patterns set for eight processes;

FIG. 7 1s a view 1llustrating an example of three parti-
tioming patterns set for eight processes;

FIG. 8 1s a view 1illustrating an operation example of the
distributed processing system 1n the first exemplary embodi-
ment;

FI1G. 9 1s a flowchart 1llustrating an operation example of
cach process 1n the first exemplary embodiment;

FI1G. 10 1s a view conceptually illustrating a configuration
example of the slave device 1 a second exemplary embodi-
ment;

FI1G. 11 1s a flowchart illustrating an operation example of
cach process 1n the second exemplary embodiment;
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4

FIG. 12 1s a view conceptually illustrating an example of
a process assignment 1n the second exemplary embodiment;

FIG. 13 15 a view conceptually illustrating a configuration
of the distributed processing system 1n an example; and

FIG. 14 1s a view conceptually illustrating a configuration
example of the slave device 1n a modification.

DESCRIPTION OF EMBODIMENTS

Heremaiter, exemplary embodiments of the present
invention will be described. It should be noted that the
following exemplary embodiments are illustrative, and the
present invention 1s not limited to configurations of the
following exemplary embodiments.

A distributed processing device according to the present
exemplary embodiment activates at least one of a plurality
of processes activated by a plurality of distributed process-
ing devices. In the distributed processing device according
to the present exemplary embodiment, at least the one
process includes a collective communication means and a
communication control means. The collective communica-
tion means executes a local collective communication
among a plurality of processes within one process group
among a plurality of process groups generated by partition-
ing the plurality of processes by a first partitioning pattern.
The communication control means selects, after the local
collective communication, a second partitioning pattern
different from the first partitioning pattern used 1n the local
collective communication. And then the communication
control means allows the collective communication means
to execute a next local collective communication using data
based on a result of the local collective communication
among a plurality of processes within one process group
among a plurality of process groups generated by partition-
ing the plurality of processes by the second partitioning
pattern.

A distributed processing method according to the present
exemplary embodiment 1s executed on a computer that
activates at least one of a plurality of processes activated by
a plurality of computers. The distributed processing method
according to the present exemplary embodiment includes the
followings: First, the computer executes a local collective
communication among a plurality of processes within one
process group among a plurality of process groups generated
by partitioning the plurality of processes by a first partition-
ing pattern; second, the computer selects, after the local
collective communication, a second partitioning pattern
different from the first partitioning pattern used 1n the local
collective communication; and third, the computer executes,
using data based on a result of the local collective commu-
nication, a next local collective communication among a
plurality of processes within one process group among a
plurality of process groups generated by partitioning the
plurality of processes by the second partitioning pattern.

The above partitioning pattern refers to a grouping
method of partitioning the plurality of processes into groups.
Thus, the second partitioning pattern different from the first
partitioning pattern refers to another grouping method dii-
ferent from a grouping method corresponding to the first
partitioning pattern.

The plurality of processes execute structured perceptron
or a maximum entropy method 1n a distributed manner. It 1s
clear from the following reference that the present exem-
plary embodiment 1s eflective 1 distributed learning pro-
cessing using the maximum entropy method. Reference:
(Gideon Mann, Ryan McDonald, Mehryar Mohri, “Eflicient

Large-Scale Distributed Traiming of Conditional Maxmum
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Entropy Models”, NIPS, 2009. Further, the above process
refers to an arbitrary execution unit of software (program)
and 1s not a term used for distinction from a thread, a task,
and the like.

The above collective communication means that prede-
termined processing 1s applied to a plurality of pieces of data
to be processed that a plurality of processes have and the
resultant data 1s distributed to the plurality of processes. In
this collective communication, a process that collects the
plurality of pieces of data to be processed from the plurality
of processes and applies predetermined processing to the
collected pieces of data may be a single process or a plurality
of processes. The predetermined processing itself undergoes
no restriction and includes, for example, addition, and the
like.

In the present exemplary embodiment, a local collective
communication 1s executed 1n each of process groups gen-
crated by partitioning a plurality of processes by the first
partitioning pattern. In the local collective communication in
the present exemplary embodiment, the collective commu-
nication 1s executed targeting only the process existing in
cach process group. Thus, 1n the local collective communi-
cation, a communication among the processes belonging to
different process groups does not occur.

After completion of the local collective communication 1n
each process group, data obtained by applying the predeter-
mined processing to a plurality of pieces of data to be
processed that the plurality of processes 1 each process
group have 1s shared among the plurality of processes within
cach process group. Hereinafter, the data obtained by apply-
ing the predetermined processing to a plurality of pieces of
data to be processed that the plurality of processes 1n each
process group have 1s sometimes referred to as local pro-
cessing data. That 1s, according to the present exemplary
embodiment, the local processing data reflecting the pieces
ol data to be processed that the processes 1n each process
group have 1s shared in each process group through the local
collective communication executed for each process group.

In the present exemplary embodiment, a second partition-
ing pattern different from the first partitioning pattern used
in a previous local collective communication 1s selected for
a next local collective communication. Then, the next local
collective communication 1s executed 1n each of the process
groups corresponding to the second partitioning pattern,
using data based on a result of the previous local collective
communication. The next local collective communication
may be executed using the local processing data obtained
through the previous local collective communication as 1t 1s.
Alternatively, the next local collective communication may
be executed using data obtained as a result of further
processing that each process applies to the local processing,
data obtained through the previous local collective commu-
nication. Specifically, in the next local collective communi-
cation, predetermined processing 1s applied to a plurality of
pieces of data to be processed each reflecting a result of the
previous local collective communication that a plurality of
processes 1n a new process group have. Then, data obtained
through the predetermined processing 1s delivered to the
plurality of processes 1n the new process group. The second
partitioning pattern differs from the first partitioning pattern,
so that, in the next local collective communication, each
process communicates with at least one process that 1s not
included in the previous local collective communication as
a local collective communication partner. Further, in the next
local collective communication, each process has the local
processing data reflecting pieces of data to be processed that
other processes belonging to the same process group 1n the
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6

previous local collective communication have or data
obtained by applying further processing to the local pro-
cessing data. Thus, after completion of the next local col-
lective communication, each process has local processing
data retlecting more pieces of data to be processed than those
upon completion of the previous local collective communi-
cation.

According to the present exemplary embodiment, by
repeating such a local collective communication, 1t 15 pos-
sible to obtain desired data retlecting all pieces of data to be
processed which are distributed to and arranged 1n a plural-
ity of processes. However, in the present exemplary embodi-
ment, a method for obtaining desired data 1s not limited to
the repetition of only the local collective communication.

Further, according to the present exemplary embodiment,
not a communication among all the processes, but a local
intra-collective communication 1s executed, so that 1t 1s
possible to prevent the commumcation from becoming a
bottleneck to hinder high-speed operation of the distributed
processing. As a result, according to the present exemplary
embodiment, 1t 1s possible to overcome a limitation imposed
on high-speed operation due to a communication load, thus
making 1t possible to realize high-speed operation of the
distributed processing accompanied by the collective com-
munication.

Heremaftter, the above exemplary embodiment will be
described more in detail.

First Exemplary Embodiment
System Configuration

FIG. 1 1s a view conceptually 1llustrating a configuration
example of a distributed processing system 1n a {irst exem-
plary embodiment. The distributed processing system 1 in
the first exemplary embodiment includes a master device 10
and a plurality of slave devices 20 (#1, #2, . . . , #n).
Heremafter, the slave devices 20 (#1, #2, . . . , #n) are
collectively referred to as slave devices 20 unless there 1s a
need to distinguish one from another.

The slave devices 20 execute distributed processing
accompanied by a collective communication. The above-
described distributed processing device and distributed pro-
cessing method are applied to the slave devices 20. Thus, the
slave devices 20 can be each referred to also as a distributed
processing device. The master device 10 makes the plurality
of slave devices 20 execute the distributed processing
according to a request from a user. Thus, the master device
10 can be referred to also as a distributed processing
management device.

Although the master device 10 and slave devices 20 are
distinguished from each other so as to distinguish a device
that manages the distributed processing from another device,
they need not necessarily be distinguished from each other.
This 1s because both the master device 10 and slave devices
20 can actually execute a distributed processing program 1in
the distributed processing system 1. However, in the fol-
lowing description, it 1s defined, for descriptive conve-
nience, that only the slave devices 20 can actually execute
the distributed processing program.

The master device 10 and slave devices 20 are commu-
nicably connected to each other via a communication net-
work 9. The communication network 9 includes a public
network such as Internet, a WAN (Wide Area Network), a
LAN (Local Area Network), a wireless communication
network, and the like. In the present exemplary embodiment,
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a communication mode between the master device 10 and
slave devices 20 and between the slave devices 20 1s not

limited.

The master device 10 and slave devices 20 are each
so-called a computer and each have a CPU (Central Pro-
cessing Unit) 2, a memory 3, an input/output interface (I/F)
4, and the like which are connected by a bus 5. The memory
3 1s a RAM (Random Access Memory), a ROM (Read Only
Memory), a hard disk, a portable storage medium, or the
like. The mput/output I/'F 4 1s connected to a communication
device 7 and the like that perform communication with other
computers (master device 10 and slave devices 20) via the
communication network 9. Further, the mput/output I'F 4
may be connected to an input unit (not illustrated) or an
output umt (not i1llustrated). The mput unit 1s a device, such
as a keyboard or a mouse, that receives a user operation. The
output device 1s a device, such as a display device or a
printer, that provides mformation to a user.

Hardware configurations of the respective master device
10 and slave devices 20 are not limited. Although the master
device 10 and slave devices 20 each have one CPU 2 1n FIG.

1, they may each have a plurality of CPUs 2.

Device Configuration

(Master Device)

FIG. 2 1s a view conceptually illustrating a configuration
example of the master device 10 n the first exemplary
embodiment. As illustrated 1n FIG. 2, the master device 10
includes a slave information storage unit 11, an 1nitial setting
unit 12, a slave control unit 13, an execution instruction unit
14, an execution request acquisition unit 15, and the like.
Functions of these processing umts are realized, for
example, by the CPU 2 executing a program stored in the
memory 3. The program i1s installed from, for example, a
portable recording medium, such as a CD (Compact Disc) or
a memory card, or another computer on a network, via the
input/output I'F 4 and stored in the memory 3.

The slave information storage umt 11 stores various
information related to each of the slave devices 20, such as
a machine name and an IP address, that the master device 10
uses to identity the individual slave devices 20 and to
communicate with the slave devices 20. In a case where a
DNS (Domain Name System) service 1s used, only the
machine name needs to be stored.

The 1mitial setting unit 12 performs 1nitial setting of the
master device 10. The mitial setting umt 12 stores, after
start-up of the master device 10, the above-described infor-
mation related to the slave devices 20 specified by a user in
the slave information storage unit 11. The information
related to the slave devices 20 may be mput by the user
operating the mput unit or acquired from a setting file
generated by the user.

The slave control unit 13 performs start and stop of the
plurality of slave devices 20 based on the information
related to the individual slave devices 20 stored 1n the slave
information storage unit 11.

The execution request acquisition unit 15 acquires an
execution request of the distributed processing program. For
example, 1n this execution request, the distributed process-
ing program to be executed in the plurality of slave devices
20 1s specified. The execution request may include the
number ol processes to be executed by the distributed
processing program. When the distributed processing pro-
gram or the number of processes 1s not specified 1n the
execution request, previously set information may be used
as the distributed processing program or the number of
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processes. The execution request may be input from the
input unit (not illustrated) or acquired from another com-
puter.

The execution 1nstruction unit 14 transmits the distributed
processing execution request to each of the slave device 20.
The execution mstruction umit 14 determines the slave
devices 20 to activate a process for the distributed process-
ing and the number of processes to be activated in each of
the slave devices 20 in accordance with the number of

processes acquired by the execution request acquisition unit
15 and includes the determined information in an execution
instruction.

(Slave Device)

FIG. 3 1s a view conceptually 1llustrating a configuration
example of each slave device 20 in the first exemplary
embodiment. As 1llustrated 1n FIG. 3, the slave device 20
includes an mstruction acquisition unit 21, a program acqui-
sition unit 22, a program execution umt 23, a slave infor-
mation storage unit 24, and the like. Functions of these
processing units are realized, for example, by the CPU 2
executing a program stored in the memory 3. The program
1s 1stalled from, for example, a portable recording medium,
such as a CD or a memory card, or another computer on a
network, via the mput/output I'F 4 and stored 1in the memory
3.

The 1nstruction acquisition unit 21 receives a distributed
processing execution instruction from the master device 10.
The execution instruction includes information of the dis-
tributed processing program to be executed, the number of
processes to be activated, and information of the plurality of
slave devices 20 to participate in the distributed processing.
The mnstruction acquisition unit 21 stores the information of
the slave devices 20 1n the slave information storage unit 24.

The slave information storage unit 24 stores the informa-
tion related to the plurality of slave devices 20 to participate
in the distributed processing. Specifically, a machine name,
an IP address, the number of processes to be activated, and
the like of each slave device 20 to participate in the
distributed processing are stored.

The program acquisition unit 22 acquires the distributed
processing program specified by the distributed processing
execution instruction received by the instruction acquisition
umt 21. When location information of the distributed pro-
cessing program 1s set 1n the execution instruction, the
program acquisition unit 22 acquires the specified distrib-
uted processing program from another computer based on
the location information. Alternatively, the distributed pro-
cessing program may be transmitted, together with the
execution instruction, from the master device 10.

The program execution unit 23 executes the distributed
processing program acquired by the program acquisition
unit 22 as many times as the number of processes specified
in the execution struction acquired by the instruction
acquisition umt 21. At this time, the program execution unit
23 adds a unique ID to each process so as to distinguish the
processes to be activated on the same slave device 20 from
one another. Each process activated 1n each slave device 20
based on the distributed processing program and executing
the distributed processing 1s referred to as a process 25.
When receiving the distributed processing execution
istruction from the master device 10, each slave device 20
generates at least one process 23.

The process 235 includes a collective communication unit
26, a communication control umt 27, and the like. The
collective communication unit 26 and communication con-
trol unit 27 are realized by execution of the distributed




US 9,807,152 B2

9

processing program and can thus be referred to as a collec-
tive communication means and a communication control
means, respectively.

The collective communication unit 26 executes a local
collective communication among a plurality of processes
within one process group among a plurality of process

groups generated according to a given partitioning pattern,
like the collective communication means of the distributed
processing device 1n the above-described exemplary
embodiment. The collective communication unit 26
executes, for example, the Allreduce in the MPI for only the
plurality of processes in a given process group as a target.

FIG. 4 1s a view 1llustrating an example (addition) of the
Allreduce. Reference numerals N1, N2, N3, and N4 each

denote the process 23. That 1s, FIG. 4 illustrates an example
in which four processes N1 to N4 exist 1n a given process
group. Hach process has an INT (integer) vector. In an
example of FIG. 4, the collective communication unit 26 of

the process N1 collects vectors from the other respective
processes N2, N3, and N4 and adds elements of all the
collected vectors. The collective communication unit 26 of
the process N1 delivers a vector (6, 7, 9) obtained as a result
of the addition to the other processes N2, N3, and N4.

As described above, local processing data retlecting all
the pieces of data that all the processes 1n the process group
have 1s shared among all the processes 1n the process group.
In the example of FIG. 4, the pieces of data are collected to
one process N1, and predetermined processing 1s executed
in the process N1. Such implementation 1s simple but
inethcient, so that a more eflicient method such as one called
Recursive Halving And Doubling may be employed.

The communication control unit 27 selects a partitioming,
pattern for determining a unit (process group) that executes
the local collective communication, like the communication
control means of the distributed processing device in the
above-described exemplary embodiment. Specifically, the
communication control unmit 27 retains information related to
a plurality of partitioning patterns that can be selected and
information related to a selection order of the plurality of
partitioning patterns. The communication control unit 27
selects a partitioning pattern to be used i1n a subsequent
collective communication in such a manner that the parti-
tioming pattern to be used 1n the subsequent collective
communication differs from a partitioning pattern used 1n
the previous local collective communication.

The following describes the partitioming patterns and the
selection order of the partitioning patterns using FIGS. 5, 6,
and 7. FIG. § 1s a view 1llustrating an example of three
partitioning patterns set for four processes 25. In the
example of FIG. 5, the four processes 25 are partitioned into
two process groups each including two processes 23. The
communication control unmit 27 retains information related to
the three partitioning patterns illustrated in FIG. 5. Further,
after the local collective communication 1s repeated a pre-
determined number of times, the communication control
unit 27 retains information related to the selection order that
allows data reflecting a plurality of pieces of target data that
the plurality of processes 25 have to be shared among the
plurality of processes 25. In the partitioming pattern illus-
trated 1 FIG. 5, the following two selection orders can be
retained.

Selection Order 1: Alternately selecting partitioning pat-
tern A-1 and partitioning pattern A-2 in repetitive manner

Selection Order 2: Sequentially selecting partitioning
pattern A-1, partitioning pattern A-2, and partitioning pattern
A-3 1n repetitive manner
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A flow of data processing when the selection orders 1 and
2 are executed 1s as follows. Here, pieces of target data that
the processes N1, N2, N3, and N4 have respectively are
referred to as D1, D2, D3, and D4, respectively, and a
computation result data reflecting the target data D1 and
target data D2 1s referred to as data D1D2. In a first step, the
data D1D2 1s shared between the processes N1 and N2
through the local collective communication between the
processes N1 and N2, and data D3D4 1s shared between the
processes N3 and N4 through the local collective commu-
nication between the processes N3 and N4. In a subsequent
step, data D1D2D3D4 1s shared between the processes N1
and N4 through the local collective communication between
the process N1 and process N4, and the data D1D2D3D4 1s
shared between the processes N2 and N3 through the local
collective communication between the process N2 and pro-
cess N3.

As described above, when the selection orders 1 and 2 are
executed, the computation result data (D1D2D3D4) reflect-
ing all the pieces of target data that the processes N1 to N4
have 1s shared among all the processes N1 to N4 through the
two local collective communications.

FIG. 6 1s a view illustrating an example of three parti-
tioning patterns set for eight processes 25. In the example of
FIG. 6, the eight processes 25 are partitioned into four
process groups each including two processes 25. Here, there
are 105 partitioning patterns (8!/(4121212121)=105) that par-
tition the eight processes 25 into four process groups each of
which includes two processes 25. Of the 105 partitioning
patterns, three partitioning patterns are illustrated 1n FIG. 6.
When the three partitioning patterns illustrated in FIG. 6 are
used, the following two selection orders can be taken.

Selection Order 1: Alternately selecting partitioning pat-
tern B-1 and partitioning pattern B-2 in repetitive manner

Selection Order 2: Alternately selecting partitioning pat-
tern B-2 and partitioning pattern B-3 in repetitive manner

According to the selection orders 1 and 2, computation
result data reflecting all the pieces of target data that the
processes N1 to N8 have 1s shared among all the processes
N1 to N8 through four steps, 1.e., four local collective
communications. Note that even when a selection order of
sequentially selecting the partitioning pattern B-1, partition-
ing pattern B-2, and partitioning pattern B-3 1n a repetitive
manner 1s executed, 1t 1s possible to share the computation
result data reflecting all the pieces of target data that the
processes N1 to N8 have among all the processes N1 to N8
in several steps.

However, when the three partitioming patterns illustrated
in FIG. 6 are used, no matter how many times the partition-
ing pattern B-1 and partitioning pattern B-3 are alternately
repeated, 1t 1s impossible to share the computation result data
reflecting all the pieces of target data that the processes N1
to N8 have among all the processes N1 to N8. Thus, the
communication control unit 27 does not use such a selection
order.

FIG. 7 1s a view 1llustrating an example of three parti-
tioning patterns set for eight processes 25. In the example of
FIG. 7, the eight processes 25 are partitioned into two
process groups each including four processes 25. Here, there
are 335 partitioning patterns that partition the eight processes
25 1nto two process groups each of which includes four
processes 25. Of the 335 partitioning patterns, three parti-
tioning patterns are illustrated in FIG. 7. When the three
partitioning patterns illustrated i FIG. 7 are used, 1t 1s
possible to execute a selection order of alternately selecting,
any two of the partitioning patterns 1n a repetitive manner or
a selection order of sequentially selecting the three parti-
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tioming patterns 1 a repetitive manner. According to the
above selection orders, 1t 1s possible to share the computa-

tion result data reflecting all the pieces of target data that the
processes N1 to N8 have among all the processes N1 to N8
in two steps.

The communication control unit 27 uses data based on a
result of the previous local collective communication to
make the collective communication unit 26 execute subse-
quent local collective communication among the plurality of
processes within each of the plurality of process groups
generated according to the partitioning pattern thus selected.

Operation Example

The following describes a distributed processing method
in the first exemplary embodiment using FIGS. 8 and 9. FIG.
8 15 a view 1llustrating an operation example of the distrib-
uted processing system 1 1n the first exemplary embodiment.

In the distributed processing system 1, the master device
10 stores information of each slave device 20 in the slave
information storage umt 11 for communication with each
slave device 20 (S81). For example, a machine name and an
IP address of each slave device 20 are stored in the slave
information storage unit 11 as follows.

Node_ A, 192.168.0.2
Node_B, 192.168.0.3
Node_C, 192.168.0.4
Node_D, 192.168.0.5
Node_E, 192.168.0.6
Node_F, 192.168.0.7

The master device 10 starts up the slave device 20 based
on the information stored in the slave information storage
unit 11 (582). Upon reception of the start-up request from
the master device 10, the slave devices 20 are started up
(S83). In the above example, six slave devices 20 from the
Node A to Node_F are started up. The slave devices 20 may
be started up independently irrespective of the request from
the master device 10; in this case, step (S82) 1s omitted.

The master device 10 acquires the distributed processing
execution request (S84). The execution request includes, for
example, the following information.

Distributed processing program/home/userA/modified_1pm
Number of Processes to be Activated: 8

The master device 10 determines, in response to the
execution request, the slave devices 20 to activate a process
for the distributed processing and the number of processes to
be activated 1n each of the slave devices 20 and transmits the
distributed processing execution instruction to the slave
devices 20 determined as target devices (S83). For example,
the master device 10 determines the above-mentioned six
slave devices 20 as the target devices and determines the
number of processes 1 each of the slave devices 20 as
follows.

Node A, number of processes=2
Node B, number of processes=2
Node C, number of processes=1
Node D, number of processes=1
Node E, number of processes=1
Node F, number of processes=1

The master device 10 transmits, together with the execu-
tion instruction, information of the distributed processing
program, information of the slave devices 20 determined as
the distributed processing target devices, the number of
processes 1n each of the slave devices 20, and the like to the
slave devices 20.

Upon reception of the distributed processing execution
instruction, the slave device 20 stores the information of the
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slave devices 20 acquired together with the execution
instruction 1n the slave information storage unit 24 (S86).

Subsequently, the slave device 20 acquires the distributed
processing program based on the information acquired
together with the execution 1nstruction (S87). For example,
when a home directory 1s shared by an NFS (Network File
System) or the like, each slave device 20 acquires a distrib-
uted processing program (‘home/userA/modified_ipm)
through network access.

Each slave device 20 executes the acquired distributed
processing program as many times as the specified number
ol processes (S88). In the above example, the slave devices
20 of the Node_A and Node B each activate two processes
235, and the other slave devices 20 each activate one process
25. The local collective communication 1s executed 1n each
process 25 activated based on the distributed processing
program. Operation to be performed in each process 25 will
be described later. After completion of each process 25, each
slave device 20 transmits a result of the distributed process-
ing performed by each process 25 to the master device 10.

The master device 10 receives the distributed processing,
result from each slave device 20 and outputs result data
(S89). An output form of the result data 1s not limited and,
for example, the result data can be output from a display
unit, other output devices (printer, etc.), and the like, through
the mput/output I/'F 4.

The master device 10 transmits a stop request to each
slave device 20 (S90). Upon reception of the stop request,
cach slave device 20 stops (5S91). The stop of each slave
device 20 may be shutdown or transition to a predetermined
operation mode such as a power saving mode. Further, each
slave device 20 may stop independently 1rrespective of the
request from the master device 10; 1n this case, step (S90) 1s
omitted.

FIG. 9 1s a flowchart 1llustrating an operation example of
cach process 25 1n the first exemplary embodiment. Based
on the example of FIG. 7, 1t 1s assumed here that the
processes are activated as follows.

Node_A: process N1
Node_A: process N2
Node B: process N3
Node_B: process N4
Node_C: process N5
Node_D: process N6
Node_E: process N7
Node_F: process N8

After being activated, the process 23 selects one parti-
tioning pattern from the plurality of retained partitioming,
patterns (S93). The plurality of processes 25 are generated
based on the same distributed processing program and,
therefore, select the same partitioning pattern. It 1s assumed
here that each process 25 retains the partitioning patterns
C-1 and C-2 illustrated 1n FIG. 7 and a selection order of
alternately selecting the partitioning patterns C-1 and C-2 1n
a repetitive manner. According to this assumption, the
process 25 first selects the partitioning pattern C-1.

Subsequently, the process 25 acquires information related
to the selected partitioning pattern (S96). The information
acquired here includes information of the other process 25
which belongs to the same process group as the process 235
and which 1s a communication partner with which the
process 23 executes the local collective communication and
a method for realizing the local collective communication.
Roles (data transmission, data reception, whether or not to
perform predetermined computation, and the like) of the
respective processes 23 are provided by the method for
specifically realizing the local collective communication.
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Assuming that the process 25 1s the process N1 1n the
example of FIG. 7, the process N1 acquires the machine

names, IP addresses, and the like of the respective processes
N2 to N4 belonging to the same process group. Further, for
example, the process N1 recognizes that 1t has a role of
collecting data from the other processes N2 to N4, perform-
ing predetermined computation for the collected data, and
delivering a result of the computation to the other processes
N2 to N4 1n the local collective communication.

Based on the imnformation related to the partitioning pat-
tern, the process 25 executes the local collective communi-
cation among the plurality of processes 25 within the same
process group corresponding to the partitioning pattern
selected 1n step (S935) (897). According to the example of
FIG. 7, the local collective communication 1s executed
among the processes N1 to N4, and another local collective
communication 1s executed among the processes N5 to N8.

After completion of the local collective communication,
the process 25 determines whether or not the number of
execution steps (execution number of times) of the local
collective communication reaches a predetermined number
of steps (predetermined number of times) (S98). The pre-
determined number of steps indicates the number of times
by which the computation result data reflecting all the pieces
of target data that the processes 25 have can be shared
among all the processes 25. When the predetermined num-
ber of steps 1s completed (YES 1n S98), the process 235 ends
its processing. On the other hand, when the predetermined
number of steps 1s not completed (NO 1n S98), the process
235 returns to step (S95) and continues 1ts processing.

In a next step (S93), the process 25 selects a partitioning,
pattern different from the previously selected partitioning,
pattern based on information of the retained selection order.
According to the example of FIG. 7, the process 235 selects
the partitioning pattern C-2. Thus, 1n a next step, the local
collective communication 1s executed among the processes
N3 to N6, and another local collective communication 1s
executed among the remaining processes.

Functions and Effects in First Exemplary
Embodiment

As described above, 1n the first exemplary embodiment,
like the distributed processing device and distributed pro-
cessing method 1n the above-described exemplary embodi-
ment, the local collective communication 1s executed among,
the processes within each of the process groups obtained by
partitioning all the processes based on the selected parti-
tioming pattern. That 1s, 1n the first exemplary embodiment,
a plurality of local collective communications are executed
in parallel, and the number of processes to participate 1n
cach local collective communication 1s reduced as compared
to a case where the collective communication 1s executed
among all the processes.

Thus, according to the first exemplary embodiment, 1t 1s
possible to distribute a communication load accompanied by
the collective communication, thus making 1t possible to
prevent communication accompanied by the collective com-
munication from becoming a bottleneck to hinder high-
speed operation of the distributed processing. As a result,
according to the first exemplary embodiment, 1t 1s possible
to realize high-speed operation of the distributed processing,
accompanied by the collective communication.

Further, 1n the first exemplary embodiment, each process
25 for the distributed processing activated in each slave
device 20 retains the plurality of partitioning patterns and
the selection order of the plurality of the partitioning pat-
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terns. The selection order 1s a selection order which allows
the data reflecting the pieces of target data that all the
processes have to be shared among all the processes after
repetition of a predetermined number of times of the local
collective communication. And, in the first exemplary
embodiment, the local collective communication in each
step 1s executed based on the partitioning pattern selected
based on these pieces of information.

Thus, according to the first exemplary embodiment, the
number of repetitions of the local collective communication
1s reduced, thereby making 1t possible to prevent a reduction
in processing speed due to an increase i the number of
repetitions. Further, according to the first exemplary
embodiment, a desired distributed processing result can be
obtained even when the number of repetitions of the local
collective communication 1s reduced.

Second Exemplary Embodiment

In a second exemplary embodiment, the slave device 20
to activate the process 235 and the number of processes to be
activated in each thereol are determined based on the
number of processor cores of each slave device 20 and a
network to which each slave device 20 1s connected. Here-
inafter, the distributed processing system 1 in the second
exemplary embodiment will be described focusing on points
different from the first exemplary embodiment. In the fol-
lowing description, the same points as the first exemplary
embodiment are appropriately omitted.

Device Configuration
The slave information storage unit 11 stores therein, in
addition to the information described 1n the first exemplary
embodiment, the number of processor cores of each slave
device 20 and connected network information of each slave
device 20. The connected network information 1s mforma-
tion capable of distinguishing between network segments or
Ethernet® to which each slave device 20 1s connected. Thus,
the same connected network information 1s set 1n the slave
devices 20 belonging to the same network segment.

The execution instruction unit 14 selects, based on the
information stored 1n the slave information storage unit 11,
the slave devices 20 to execute the distributed processing
preferentially in the descending order of the total number of
the processor cores for the network to which each slave
device 20 1s connected and the number of processor cores 1n
each slave device 20. Further, the execution instruction unit
14 determines, 1n accordance with the number of processor
cores, the number of processes to be activated in the selected
slave device 20. Thus, the execution instruction unit 14 can
be referred to as a target determination means. The execution
istruction unit 14 transmits, to the thus selected slave
device 20, an execution instruction including the connected
network information related to the slave device 20 to par-
ticipate 1n the distributed processing, the number of proces-
sor cores, and determined number of processes.

FIG. 10 1s a view conceptually illustrating a configuration
example of the slave device 20 in the second exemplary
embodiment. As 1llustrated 1n FIG. 10, the slave device 20
in the second exemplary embodiment includes, 1n addition
to the configuration of the first exemplary embodiment, a
process determination unit 29. The process determination
unit 29 1s realized by execution of the distributed processing
program and can thus be referred to also as a process
determination means.
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The process determination unit 29 determines which one
of the processes 235 included in the partitioning pattern
selected first by the communication control umt 27 own
process 25 corresponds. The process determination unit 29
makes the above determination, based on the information
related to the slave device 20 to participate 1n the distributed
processing, which 1s received together with the execution
istruction from the master device 10, so as to minimize the
occurrence of the communication as much as possible 1n the
local collective communication and so as to minimize
latency of the communication as much as possible. The
determination method by the process determination unit 29
will be concretely described later using FIG. 11.

Operation Example

The following describes an operation example of the
distributed processing system 1 in the second exemplary
embodiment using FIGS. 8 and 11.

In the second exemplary embodiment, in step (5S81), the
master device 10 stores the following pieces of information
in the slave information storage umt 11.

Node A, 192.168.0.2, number of cores (4), network A
Node B, 192.168.0.3, number of cores (2), network B
Node C, 192.168.0.4, number of cores (2), network C
Node D, 192.168.0.5, number of cores (2), network A
Node E, 192.168.0.6, number of cores (1), network A
Node F, 192.168.0.7, number of cores (2), network A
Node G, 192.168.0.8, number of cores (4), network B

In step (S84), the master device 10 acquires the distrib-
uted processing program execution request including the
following information.

Distributed processing program:/home/userA/modified_1pm
Number of Processes to be Activated: 8

In step (S83), the master device 10 selects the slave device
20 to be a transmission destination of the distributed pro-
cessing execution request as follows. The master device 10
acquires the above information from the slave information
storage umt 11, computes a total sum of the processor cores
for each connected network, and sorts the connected net-
works 1n the descending order of the total value. According
to the above example of the slave information, the following
list 1s computed.

Network A: number of cores (9)
Network B: number of cores (6)
Network C: number of cores (2)

Further, the master device 10 selects the network prefer-
entially from the top of the above list so as to satisty the
number (8) of processes to be activated, which 1s specified
in the execution request. According to the above example,
only the network A that satisfies the number (8) of processes
to be activated 1s selected. This allows the slave device 20
connected to the same network with less latency to be
preferentially selected.

The master device 10 preferentially selects, among the
slave devices 20 that satisfy the number (8) of processes to
be activated, the slave device 20 which 1s connected to the
selected network A in the descending order of the number of
the processor cores. According to the above example, the
following three slave devices 20 are selected. This allows
the slave device 20 that minimizes the occurrence of the
inter-node communication as much as possible to be pret-
crentially selected.

Node A, 192.168.0.2, number of cores (4), network A
Node D, 192.168.0.5, number of cores (2), network A
Node F, 192.168.0.7, number of cores (2), network A
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The master device 10 determines the thus selected slave
devices 20 as the slave devices 20 to participate in the
distributed processing and further determines the number of
processes to be executed 1n each of the slave devices 20 1n
accordance with the number of cores in each slave device
20. In the above example, the number of processors of the
slave device 20 of Node A 1s determined to be four, the
number of processors of the slave device 20 of Node_D 1s
determined to be two, and the number of processors of the
slave device 20 of Node F 1s determined to be two.

The master device 10 transmits, to the thus selected slave
devices 20, the distributed processing execution instruction,
together with the number of processes (S85). The selection
method as described above allows the slave devices 20 that
minimize the occurrence of the inter-node communication as
much as possible and minimize the communication latency
to be selected as the devices to participate 1n the distributed
processing.

FIG. 11 1s a tlowchart illustrating an operation example of
cach process 25 1n the second exemplary embodiment. It 1s
assumed here that the partitioning patterns C-1 and C-2
illustrated 1n FIG. 7 and the selection order of alternately
selecting the partitioning patterns C-1 and C-2 1n a repetitive
manner are retained 1n each process 23.

After being activated, the process 23 selects one parti-
tioning pattern from the plurality of retained partitioning
patterns (S111). According to the above assumption, each
process 23 selects the partitioning pattern C-1.

Subsequently, the process 25 operates as follows when the
current local collective communication 1s the 1mitial local
collective communication (YES 1n S112). The process 25
generates a list of a set of processes related to each of the
process groups generated according to the selected parti-
tioning pattern (S113). According to the example of FIG. 7,
the following process set list 1s generated.

(Process Set List)

Iprocess N1, process N2, process N3, process N4}
{process N5, process N6, process N7, process N8}

The process 25 sorts the process set list related to each of
the process groups in the descending order of the number of
clements (processes) (S114). In the example of FIG. 7, both
the process sets have the same number of (four) elements, so
that the sort results are the same.

The process 25 sorts information pieces of the respective
slave devices 20 1n the descending order of the number of
processes to be activated, which 1s specified by the master
device 10 (5115).

(Slave Device List)

Node_A, 192.168.0.2, number of processes (4), network A
Node_D, 192.168.0.5, number of processes (2), network A
Node_F, 192.168.0.7, number of processes (2), network A

The process 25 preferentially assigns the process included
in the higher-order process set 1n the process set list to the
higher-order slave device 20 in the slave device list in order
(S116). According to the example of FIG. 7, an assignment
illustrated 1n FIG. 12 1s determined. FIG. 12 1s a view
conceptually 1llustrating an example of a process assignment
in the second exemplary embodiment.

The process 25 recognizes, based on the assignment result
and information of the slave device 20 imn which the own
process 1s activated, to which one of processes 1 the
partitioning pattern the own process corresponds (S117). In
the example of FIG. 7, the process 25 activated 1n the slave
device 20 of Node_ D recognizes, based on the assignment
result 1llustrated i FIG. 12, that the own process corre-
sponds to the process N5 or process N6 1n the partitioning
pattern C-1.
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Subsequently, based on a result of the recognition, the
process 25 acquires information related to the selected
partitioning pattern (S118).

Based on the acquired information, the process 25
executes the local collective communication among the
plurality of processes 25 in the same process group corre-
sponding to the partitioning pattern selected 1n step (S111)
(S119). In the local collective communication in the parti-
tiomng pattern C-1, a communication occurs only between
the slave device 20 of Node D and slave device 20 of
Node F.

On the other hand, when the current local collective
communication 1s not the initial local collective communi-
cation (NO 1 S112), the process 25 does not execute
processing from step (S113) to step (S117). This 1s because
that a recognition of corresponding to which process in the
partitioning pattern an own process has been already com-
pleted. Subsequently, step (5120) which 1s the same pro-
cessing as step (S98) of FIG. 9 in the first exemplary
embodiment 1s executed.

Functions and Effects in Second Exemplary

Embodiment

- [T

As described above, i the second exemplary embodi-
ment, the slave device 20 to participate 1n the distributed
processing and the number of processors to be activated in
cach thereof are determined based on the number of pro-
cessor cores of each slave device 20 and network to which
cach slave device 20 1s connected. Then, each process 23 1s
associated with the partitioning pattern 1mitially selected.
The above determination and association are executed such
that the local collective communication 1s executed on a
multi-core processor in the same slave device 20 as much as
possible and executed among the slave devices 20 connected
to the same network as much as possible.

Thus, according to the second exemplary embodiment,
control 1s performed so as to minimize the occurrence of the
communication as much as possible even in each local
collective communication and so as to minimize latency of
the communication, thereby making 1t possible to realize
high-speed operation of the distributed processing accom-
panied by the collective communication.

The above first exemplary embodiment will be described
more in detail below, using examples.

Example

FI1G. 13 15 a view conceptually illustrating a configuration
of the distributed processing system 1 in an example. The
distributed processing system 1 includes, in addition to the
devices (master device 10 and slave device 20) described 1n
the above exemplary embodiments, a DNS server device 52,
an NFS server device 53, and a client device 51. In the
present example, the communication network 9 1s realized
as a LAN. Further, the number of the slave devices 20 1s
eight. The client device 51, DNS server device 52, and NES
server device 53 are each a so-called computer, like the
master device 10 and slave device 20.

The master device 10, slave device 20, and client device
51 each mount a home directory of the NFS server device
53, so that the master device 10 and slave device 20 can
access a {ile that the client device 31 stores 1n the NFS server
device 53.

In the present example, it 1s assumed that a machine name
of the master device 10 1s MAT1 and that machine names of
the eight slave devices 20 are SLV1 to SLVS, respectively.
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When the computers perform communication with each
other, they perform name resolution of the machine name
MAT1 using a DNS service provided by the DNS server
device 52 to thereby acquire a corresponding IP address.
The machine names SLV1 to SLVS8 of the slave devices 20

are stored in the slave information storage unit 11 of the
master device 10. The eight slave devices 20 are in an
activated state. In this state, a user operates the client device
51 to thereby transmit the distributed processing program
execution request to the master device 10.

In the present example, the following information 1s
transmitted, together with the execution request.
Distributed Processing Program:/home/userA/sperceptron
Number of Processes to be Activated: 8

The distributed processing program 1s a distributed learn-
ing program for the following structured perceptron.
(distributed processing program:/home/userA/sperceptron)

1. w=0// weight vector nitialization
2. Data={(x1, y1), (x2, y2), . . . (xn, yn)}

// data reading (x 1s feature, vy 1s label)

3. For 1=1: Max//repeat the following (1) and (2) “Max”
number of times
(1) For each (x,y) in Data

a) when current estimation 1s wrong, update w
(2) w=PseudoAllreduce (w,1,4)

//Allreduce (local collective communication) 1n units of

four devices
4. w=Allreduce (w)/n

Upon reception of the above execution request from the
client device 51, the master device 10 acquires, from the
slave information storage unit 11, the machine names SLV1
to SLVS of the slave devices 20 that can be activated. The
number 8 of the processes to be activated 1s specified 1n the
execution request, so that the master device 10 makes each
slave device 20 activate one process. Specifically, the master
device 10 accesses each of the eight slave devices 20 and
transmits thereto a location at which the distributed process-
ing program exists and machine names (SLV1 to SLV8) of
the slave devices 20 to execute the distributed processing
program.

The slave device 20 stores, in the slave information
storage unit 24, the machine names of the slave devices 20
which are transmitted, together with the execution instruc-
tion, from the master device 10. Then, the slave devices 20
cach read out the distributed processing program from
“/home/userA/sperceptron” and execute the program. As a
result, one process that performs distributed learning pro-
cessing for structured perceptron 1s activated in each slave
device 20.

In the present example, the following correspondence
relation 1s realized between the slave devices 20 and pro-
CesSses.

LV1: process
LV2: process
LV3: process
LV4: process
LV5: process
LV6: process
LV7: process
LV8: process N8

As described above, the distributed processing program
performs repetitive computations “Max” number of times.
Each time the computation 1s repeated, PseudoAllreduce 1s
executed. The execution of the PseudoAllreduce in the
example corresponds to the collective communication unit
26. As an argument of the collective communication unit 26,

LN nn N ng
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the number 1 of the repetition and the number (m=4) of the
devices among which the local collective commumnication 1s

executed are provided.

The communication control unit 27 retains mnformation of
the partitioning patterns C-1 and C-2 illustrated in FIG. 7
and selection order of alternately selecting the partitioning
patterns C-1 and C-2 1n a repetitive manner. The commu-
nication control unit 27 determines whether to select the
partitioning pattern C-1 or partitioning pattern C-2 of FIG.
7 based on whether a value of the argument 1 1s an even
number or an odd number. For example, when the argument
11s 1, the partitioning pattern C-1 1s selected.

As a result, the local collective communication when the
argument 1 1s 1 1s executed among the slave devices 20 of
SLV1 to SLV4 and among the slave devices 20 of SLV5 to
SLVS. In a next step (when the argument 1 1s 2), the local
collective commumication 1s executed among the slave

devices 20 of SLV1, SLV2, SLV7, and SLVS8 and among the
slave devices 20 of SLLV3 to SLV6.

Modification

Although the local collective communication 1s repeated
by a predetermined number of steps in the above exemplary
embodiments, the repetition of the local collective commu-
nication may be terminated depending on a result of the local
collective communication (local processing data).

FIG. 14 1s a view conceptually illustrating a configuration
example of the slave device 20 in the modification. In the
slave device 20 1n this modification, the process 25 includes,
in addition to the configuration of the above first or second
exemplary embodiment, an evaluation unit 31. The evalua-
tion unit 31 1s realized by execution of the distributed
processing program and can therefore be referred to also as
an evaluation means.

The evaluation umt 31 evaluates data based on a result
(local processing data) of the local collective communica-
tion. The evaluation unit 31 may evaluate the result itself of
the local collective communication or data obtained by
applying processing to the result of the local collective
communication. For example, when a difference between a
result of the previous local collective communication and a
result of the current local collective communication 1s
smaller than a predetermined threshold, the evaluation unit
31 evaluates that the local processing data satisfies a desired
level. Further, the evaluation unit 31 may have a predeter-
mined evaluation function and, in this case, the evaluation
unit 31 may evaluate that the local processing data satisfies
a desired level based on a result obtained by giving the local
processing data to the evaluation function.

The communication control unit 27 determines whether or
not to continue the process depending on a result of the
evaluation made by the evaluation unit 31. By this determi-
nation, whether or not a next local collective communication
1s executed by the collective communication unit 26 can be
determined. When the evaluation result of the evaluation
unit 31 indicates that the local processing data satisfies the
desired level, the communication control unit 27 ends the
process. As a result, processing of the collective communi-
cation unit 26 1s not executed. On the other hand, when the
evaluation result of the evaluation unit 31 indicates that the
local processing data does not satisiy the desired level, the
communication control unit 27 continues the process. As a
result, the collective communication unit 26 executes the
next local collective communication.

According to the modification, 1t 1s possible to further
reduce the number of repetitions of the local collective
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communication, thereby making it possible to realize high-
speed operation of the distributed processing accompanied
by the collective communication.

Further, although the number of processes 1n each process
group 1s the same 1n all the partitioning patterns in the above
exemplary embodiments, as 1llustrated 1n the examples of
FIGS. §, 6, and 7, 1t may be diflerent among the partitioning
patterns.

As the local collective communication 1s repeated, the
number of pieces of data reflected 1n the local processing
data increases, thus increasing proficiency of the local
processing data. That 1s, generally, 1n order to make the local
processing data reach a desired level, a larger amount of
information 1s required 1n a later stage of the repetition than
in an early stage thereof. Thus, 1n the later stage of the
repetition, the communication control unit 27 may select the
partitioning pattern having a larger number of processes in
cach process group than the number of processes in each
process group 1n the partitioned group selected in the early
stage of the repetition.

In this case, the communication control umt 27 may retain
a plurality of partitioning patterns having a diflerent number
of processes 1n each process group and select the partition-
ing pattern to be used 1n a next local collective communi-
cation from among the plurality of partitioning patterns
depending on the evaluation result from the evaluation unit
31. Further, the communication control unit 27 may previ-
ously retain a selection order in which the number of
processes 1 each process group increases in the later stage
of the repetition. In this case, according to the selection
order, the communication control unit 27 may select, as the
partitioning pattern for a next local collective communica-
tion, the partitioning pattern having a larger number of
processes 1n each process group than the number of pro-
cesses 1 each process group in the partitioning pattern used
for the previous local collective communication.

According to the modification, 1t 1s possible to make the
result of the local collective communication quickly reach a
desired level, thereby further reducing the number of rep-
etitions of the local collective communication, which 1n turn
can realize high-speed operation of the distributed process-
ing accompanied by the collective communication.

Further, the communication control unit 27 retains a
plurality of partitioming patterns in the above exemplary
embodiments; however, the partitioning pattern to be used
for a next local collective communication may be dynami-
cally determined. Specifically, a configuration 1s possible, 1n
which the communication control unit 27 of each process 235
transmits the local processing data of each process 25 to the
master device 10, and the master device 10 dynamically
determines the partitioning pattern based on the collected
local processing data. Then, in this case, the communication
control umt 27 of each process 25 may use the determined
partitioning pattern for the next local collective communi-
cation.

Although both the number of processor cores of each
slave device 20 and network to which each slave device 20
1s connected are taken into consideration in the above
second exemplary embodiment, the slave device 20 to
participate 1n the distributed processing may be selected
based on any one of the number of processor cores of each
slave device 20 and network to which each slave device 20
1s connected. In this case, the slave information storage unit
11 of the master device 10 may store, for each slave device
20, only one of the number of processor cores and connected
network information, and the execution instruction unit 14
of the master device 10 may preferentially select the slave
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device 20 connected to the same network or slave device 20
having a larger number of processor cores. Even in this
configuration, control 1s performed so as to minimize the
occurrence of the communication 1 each local collective
communication and so as to mimimize latency of the com-
munication, thereby making it possible to realize high-speed
operation of the distributed processing accompanied by the
collective communication.

Although a plurality of steps (processing) are described 1n
order 1n each of the plurality of flowcharts used 1n the above
description, an execution order of the steps executed in each
ol the present exemplary embodiments 1s not limited to the
described order. In each of the present exemplary embodi-
ments, the order of the illustrated steps may be changed
within the scope not causing any problem. Further, the above
exemplary embodiments and modifications may be com-
bined variously within the scope not causing a conflict.

This application claims priority based on the Japanese
Patent Application No. 2012-168698 filed on Jul. 30, 2012
and the disclosure of which 1s hereby incorporated in 1ts
entirety.

While the present invention has been described with
reference to the exemplary embodiments and examples, the
present mvention 1s not limited to the above-mentioned
exemplary embodiments or examples. Various changes,
which a person skilled 1n the art can understand, can be
added to the composition and the details of the invention of
the present application in the scope of the invention of the
present application.

What 1s claimed 1s:

1. A distributed processing device that activates at least
one of a plurality of processes activated by a plurality of
distributed processing devices, said distributed processing
device comprising:

at least one non-transitory memory operable to store

program code; and

at least one processor operable to read said program code

and operate as mnstructed by said program code, said
program code including:
collective communication code that causes said at least
one processor to execute local collective communi-
cation among the plurality of processes within one
process group among a plurality of process groups
generated by partitioning said plurality of processes
activated by the plurality of distributed processing
devices by a first partitioming pattern; and
communication control code that causes said at least
one processor to select, after the local collective
communication, a second partitiomng pattern ditfer-
ent from said first partitioning pattern used 1n said
local collective communication, and allowing said
collective communication code to execute a next
local collective communication using data based on
a result of said local collective communication
among the plurality of processes within said one
process group among the plurality of process groups
generated by partitioning said plurality of processes
activated by the plurality of distributed processing
devices by said second partitioning pattern,
wherein after said local collective communication 1s
repeated a predetermined number of times, said com-
munication control code further causes said at least one
processor to retain such a selection order of a plurality
ol partitioning patterns including said first and second
partitioning patterns as to allow data reflecting a plu-
rality of pieces of target data that said plurality of
processes have to be shared among said plurality of
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processes and select a partitioning pattern to be used for
said next local collective communication based on said
selection order.

2. The distributed processing device according to claim 1,
wherein said program code further includes evaluation code
that causes said at least one processor to evaluate the data
based on said result of said local collective communication,

wherein said communication control code further causes

said at least one processor to determine, depending on
an evaluation result from said evaluation code, whether
or not to allow said collective communication code to
cause said at least one processor to execute said next
local collective communication.

3. The distributed processing device according to claim 1,
wherein said program code further includes evaluation code
that causes said at least one processor to evaluate the data
based on said result of said local collective communication,
wherein said communication control code further causes
said at least one processor to select the partitioning pattern
to be used for said next local collective communication
based on the evaluation result from said evaluation code.

4. The distributed processing device according to claim 1,
wherein said communication control code further causes
said at least one processor to select, as said second parti-
tioning pattern, a partitioning pattern having a larger number
of processes i1n each process group than a number of
processes 1n said each process group in said first partitioning
pattern.

5. A distributed processing system comprising:

a plurality of distributed processing devices as claimed 1n

claim 1; and

a distributed processing management device including:

an 1mformation storage that stores, for said each dis-
tributed processing device, at least one of a number
of processor cores and connected network informa-
tion;
at least one non-transitory memory operable to store
program code; and
at least one processor operable to read said program
code and operate as 1nstructed by said program code,
said program code 1ncluding:
execution target determination code that causes said
at least one processor to preferentially select a
distributed processing device that activates at least
one of said plurality of processes activated by the
plurality of distributed processing devices from at
least one of a distributed processing device having
the same said connected network information and
a distributed processing device having a larger
number of said processor cores; and
execution 1nstruction code that causes said at least
one processor to transmit an execution instruction
of said process to the distributed processing device
selected by said execution target determination
code.

6. A distributed processing system comprising:

a plurality of distributed processing devices as claimed 1n

claam 1; and

a distributed processing management device including:

an 1mformation storage that stores, for said each dis-
tributed processing device, each of a number of
processor cores and connected network information;

at least one non-transitory memory operable to store
program code; and

at least on processor operable to read said program code

and operate as mstructed by said program code, said
program code including:
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target determination code that causes said at least one
processor to preferentially select a distributed pro-
cessing device that activates at least one of said
plurality of processes activated by the plurality of
distributed processing devices from a distributed
processing device having a larger total number of
processor cores for each connected network and a
larger number of processor cores and determines, 1n
accordance with said larger number of processor
cores, a number of processes to be activated 1n said
distributed processing device; and

execution instruction code that causes said at least one
processor to transmit an execution instruction of said
process including the number of processes deter-

mined by said target determination code to the dis-
tributed processing device selected by said target
determination code.

7. A distributed processing method that 1s executed on a

computer that activates at least one of a plurality of pro-
cesses activated by a plurality of computers, comprising:

executing a local collective communication among the
plurality of processes within one process group among,
a plurality of process groups generated by partitioning
said plurality of processes activated by the plurality of
computers by a first partitioning pattern;

selecting, after said local collective communication, a
second partitioning pattern different from said first
partitioning pattern used in said local collective com-
munication; and

executing, using data based on a result of said local
collective communication, a next local collective com-
munication among a plurality of processes within one
process group among the plurality of process groups
generated by partitioning said plurality of processes by
said second partitioning pattern,

wherein selection of said second partitioning pattern 1s
made, after said local collective communication 1s
repeated a predetermined number of times, based on
such a selection order of a plurality of partitioning
patterns including said first and second partitioning
patterns as to allow data reflecting a plurality of pieces
of target data that said plurality of processes activated
by the plurality of computers have to be shared among
said plurality of processes activated by the plurality of
computers.

8. The distributed processing method according to claim

7, Turther comprising:

evaluating the data based on said result of said local
collective communication; and

determining, depending on the result of said evaluating,
whether or not to allow execution of said next local
collective communication.

9. The distributed processing method according to claim

7, further comprising evaluating the data based on said result
of said local collective communication,

wherein the selection of said second partitioning pattern 1s
made based on said evaluating.
10. The distributed processing method according to claim

wherein 1n selection of said second partitioning pattern, a
partitioning pattern having a larger number ol pro-
cesses 1n each process group than a number of pro-
cesses 1n said each process group 1n said first partition-
ing pattern 1s selected as said second partitioning
pattern.
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11. The distributed processing method according to claim

wherein said computer or another computer refers to
information storage unit that stores, for said each
computer, at least one of a number of processor cores
and connected network information, preferentially
selects, as a computer that activates at least one of said
plurality of processes activated by the plurality of
computers, one of a computer having the same said
connected network information and a computer having,
a larger number of said processor cores, and transmits
an execution instruction of said process to the selected
computer.

12. The distributed processing method according to claim

wherein said computer or another computer refers to
information storage umt that stores, for said each
computer, at least one of a number of processor cores
and connected network information, preferentially
selects, as a computer that activates at least one of said
plurality of processes activated by the plurality of
computers, a computer having a larger total number of
processor cores for each connected network and a
larger number of processor cores, determines, 1 accor-
dance with said number of processor cores, a number of
processes to be activated 1 said computer; and trans-
mits an execution instruction of said process including
said determined number of processes to said the
selected computer.

13. A non-transitory

computer-readable recording

medium having embodied thereon a program allowing a
computer to execute the distributed processing method as
claimed 1n claim 7.

14. A distributed processing device that activates at least

one of a plurality of processes activated by a plurality of
distributed processing devices wherein said at least one of
the plurality of processes comprises:

collective communication means for executing local col-
lective commumnication among a plurality of processes
activated by the plurality of distributed processing
devices within one process group among a plurality of
process groups generated by partitioning said plurality
of processes by a first partitioning pattern; and

communication control means for selecting, atter the local
collective communication, a second partitioning pat-
tern different from said first partitioning pattern used 1n
said local collective communication, and allowing said
collective communication means to execute a next local
collective communication using data based on a result
of said local collective communication among the
plurality of processes within one process group among
the plurality of process groups generated by partition-
ing said plurality of processes by said second partition-
ing pattern,

wherein after said local collective communication 1is
repeated a predetermined number of times, said com-
munication control means 1s further for retaining such
a selection order of a plurality of partitioning patterns
including said first and second partitioning patterns as
to allow data reflecting a plurality of pieces of target
data that said plurality of processes have to be shared
among said plurality of processes and selecting a
partitioning pattern to be used for said next local

collective communication based on said selection
order.
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