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TECHNIQUES FOR MANAGING
AUTHORIZATION

FIELD OF TH.

L1

DISCLOSURE

The present disclosure relates generally to authorizing
users and/or applications and, more particularly, to tech-
niques for managing authorization.

BACKGROUND OF THE DISCLOSURE

An administrator will typically assign roles or capabilities
to users and groups of users, depending on their roles and
responsibilities within an organization. For example, an end
user may be able to access documents and data related to
themselves, and edit their own settings. A group adminis-
trator may have further capabilities such as the ability to
view and change users’ settings, but not read their docu-
ments. A company level admin may have those capabilities
across multiple groups and applications. In special situations
such as discovery, special temporary roles may need to be
created to provide specific access for a period of time to
certain people. Selective control of access to particular
features within a system by particular users 1s called “autho-
rization,” which 1s separate from but related to the process
of veriying the identity of credentialed users (“authentica-
tion”).

The administrator will prefer to manage these things from
a single central point for all applications, rather than sepa-
rately for each application. Therefore, all the above needs to
apply across multiple applications and services, and across
locations such as diflerent clients sites. It also needs to apply
between different service form factors: cloud services, on-
premises solutions, and hybrids.

There 1s therefore a need for a shared granular authori-
zation service that can be used with multiple applications,
locations, and service form factors.

A naive solution to this problem would 1nvolve a central-
1zed authorization service which responds to authorization
requests from multiple applications and sites. However, i
this 1s used for granular authorization, 1t mtroduces many
round trips to the shared authorization service, resulting in
unacceptable latency and delays.

SUMMARY OF TH.

T

DISCLOSURE

Techniques for managing authorization are disclosed. In
one embodiment, the techmiques may be realized as a
method comprising the steps of receiving, from a centralized
authorization service, authorization logic for an application;
determining the i1dentity of a user; and based on the 1dentity
of the user, authorizing the use of a particular feature of the
application using the received authorization logic.

In accordance with other aspects of this embodiment, the
authorization logic can be executable code. The use of the
particular feature can be authorized based on executing the
code using the 1dentity of the user as a parameter.

In accordance with further aspects of this embodiment,
the code can be executed 1n an i1solated environment. The
code can be JavaScript.

In accordance with other aspects of this embodiment, the
authorization logic can be signed by the central authoriza-
tion service and validated prior to 1ts use 1n authorization.

In accordance with other aspects of this embodiment,
determining the i1dentity of the user can include submitting
one or more user credentials to a central authentication
service.
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In accordance with further aspects of this embodiment,
determining the identity of the user can further include
receiving and validating an authentication token signed by
the central authentication service.

In accordance with another embodiment, the techniques
may be realized as an article of manufacture including at
least one processor readable storage medium and instruc-
tions stored on the at least one medium. The 1nstructions
may be configured to be readable from the at least one
medium by at least one processor and thereby cause the at
least one processor to operate so as to carry out any and all
of the steps 1n the above-described method.

In accordance with another embodiment, the techniques
may be realized as a system comprising one or more
processors communicatively coupled to a network; wherein
the one or more processors are configured to carry out any
and all of the steps described with respect to any of the above
embodiments.

The present disclosure will now be described 1n more
detail with reference to particular embodiments thereof as
shown 1n the accompanying drawings. While the present
disclosure 1s described below with reference to particular
embodiments, 1t should be understood that the present
disclosure 1s not limited thereto. Those of ordinary skill 1n
the art having access to the teachings herein will recognize
additional i1mplementations, modifications, and embodi-
ments, as well as other fields of use, which are within the
scope of the present disclosure as described herein, and with
respect to which the present disclosure may be of significant

utility.

BRIEF DESCRIPTION OF THE DRAWINGS

In order to facilitate a fuller understanding of the present
disclosure, reference 1s now made to the accompanying
drawings, in which like elements are referenced with like
numerals. These drawings should not be construed as lim-
iting the present disclosure, but are intended to be 1llustrative
only.

FIG. 1 shows a block diagram depicting a network
architecture 1n accordance with an embodiment of the pres-
ent disclosure.

FIG. 2 shows a block diagram depicting a computer
system 1n accordance with an embodiment of the present
disclosure.

FIG. 3 shows a block diagram illustrating a method for
local authorization 1n accordance with an embodiment of the
present disclosure.

FIG. 4 shows an illustrated screenshot of an exemplary
user interface 1n accordance with an embodiment of the
present disclosure.

FIG. § shows a method for controlling authorization in
accordance with an embodiment of the present disclosure.

DETAILED DESCRIPTION OF EMBODIMENTS

A shared authornization service provides to a consuming
application the logic necessary to locally evaluate the autho-
rization associated with that application and delegates to the
application control over the authorization of its features.
This eliminates most of the latency associated with a cen-
tralized authorization service by, once the appropriate logic
1s transierred from the central service, performing authori-
zation locally.

FIG. 1 shows a block diagram depicting a network
architecture 100 in accordance with an embodiment of the
present disclosure. FIG. 1 1s a simplified view of network
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architecture 100, which may include additional elements
that are not depicted. Network architecture 100 may contain
client systems 110, 120 and 130, as well as servers 140A-
140N (one or more of each of which may be implemented
using computer system 200 shown in FIG. 2). Client systems
110, 120 and 130 may be communicatively coupled to a
network 150. Server 140A may be commumnicatively coupled
to storage devices 160A(1)-(N), and server 140B may be
communicatively coupled to storage devices 160B(1)-(IN).
Servers 140A and 140B may be communicatively coupled to
a SAN (Storage Area Network) fabric 170. SAN fabric 170
may support access to storage devices 180(1)-(N) by servers
140A and 1408, and by client systems 110, 120 and 130 via
network 150.

With reference to computer system 200 of FIG. 2, modem
247, network interface 248, or some other method may be
used to provide connectivity from one or more of client
systems 110, 120 and 130 to network 150. Client systems
110, 120 and 130 may access information on server 140A or
140B using, for example, a web browser or other client
soltware (not shown). Such a client may allow client sys-
tems 110, 120 and 130 to access data hosted by server 140A
or 140B or one of storage devices 160A(1)-(N), 160B(1)-
(N), and/or 180(1)-(N).

Networks 150 and 190 may be local area networks
(LANSs), wide area networks (WANSs), the Internet, cellular
networks, satellite networks, or other networks that permit
communication between clients 110, 120, 130, servers 140,
and other devices communicatively coupled to networks 150
and 190. Networks 150 and 190 may further include one, or
any number, of the exemplary types of networks mentioned
above operating as a stand-alone network or 1n cooperation
with each other. Networks 150 and 190 may utilize one or
more protocols ol one or more clients or servers to which
they are communicatively coupled. Networks 150 and 190
may translate to or from other protocols to one or more
protocols of network devices. Although networks 150 and
190 are each depicted as one network, i1t should be appre-
ciated that according to one or more embodiments, networks
150 and 190 may each comprise a plurality of intercon-
nected networks.

Storage devices 160A(1)-(N), 160B(1)-(N), and/or 180
(1)-(N) may be network accessible storage and may be local,
remote, or a combination thereof to server 140A or 140B.
Storage devices 160A(1)-(N), 160B(1)-(N), and/or 180(1)-
(N) may utilize a redundant array ol inexpensive disks
(“RAID), magnetic tape, disk, a storage area network

(“SAN”), an internet small computer systems interface
(“1SCSI”) SAN, a Fibre Channel SAN, a common Internet

File System (“CIFS”), network attached storage (“NAS”), a
network file system (“NFS”), optical based storage, or other
computer accessible storage. Storage devices 160A(1)-(IN),
160B(1)-(N), and/or 180(1)-(N) may be used for backup or
archival purposes. Further, storage devices 160A(1)-(IN),
160B(1)-(N), and/or 180(1)-(N) may be implemented as part
ol a multi-tier storage environment.

According to some embodiments, clients 110, 120, and
130 may be smartphones, PDAs, desktop computers, a
laptop computers, servers, other computers, or other devices
coupled via a wireless or wired connection to network 150.
Clients 110, 120, and 130 may receive data from user input,
a database, a file, a web service, and/or an application
programming interface. In some i1mplementations, clients
110, 120, and 130 may specifically be network-capable
mobile devices such as smartphones or tablets.

Servers 140A and 140B may be application servers,
archival platforms, backup servers, network storage devices,
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media servers, email servers, document management plat-
forms, enterprise search servers, or other devices commu-
nicatively coupled to network 150. Servers 140A and 1408
may utilize one of storage devices 160A(1)-(N), 160B(1)-
(N), and/or 180(1)-(N) for the storage of application data,
backup data, or other data. Servers 140A and 140B may be
hosts, such as an application server, which may process data
traveling between clients 110, 120, and 130 and a backup
platform, a backup process, and/or storage. According to
some embodiments, servers 140A and 140B may be plat-
forms used for backing up and/or archiving data. One or
more portions of data may be backed up or archived based
on a backup policy and/or an archive applied, attributes
associated with the data source, space available for backup,
space available at the data source, or other factors.

According to some embodiments, clients 110, 120, and
130 may contain one or more portions of software for
implementation of secure applications such as, for example,
application 154, while server 140A may include one or more
portions such as, for example, central authorization module
156. Further, one or more portions of the application 154
may reside at a network centric location. For example,
server 140 A may be a server, a firewall, a gateway, or other
network element that may perform one or more actions to
support management of system and network security ele-
ments. According to some embodiments, network 190 may
be an external network (e.g., the Internet) and server 140A
may be a gateway or firewall between one or more internal
components and clients and the external network. According
to some embodiments, analysis and approval of resource
references including data classifier 154 may be implemented
as part of a cloud computing environment.

FIG. 2 shows a block diagram of a computer system 200
in accordance with an embodiment of the present disclosure.
Computer system 200 1s suitable for implementing tech-
niques 1 accordance with the present disclosure. Computer
system 200 may include a bus 212 which may interconnect
major subsystems of computer system 200, such as a central
processor 214, a system memory 217 (e.g. RAM (Random
Access Memory), ROM (Read Only Memory), flash RAM,
or the like), an Input/Output (I/O) controller 218, an external
audio device, such as a speaker system 220 via an audio
output interface 222, an external device, such as a display
screen 224 via display adapter 226, serial ports 228 and 230,
a keyboard 232 (interfaced via a keyboard controller 233),
a storage interface 234, a tloppy disk drive 237 operative to
receive a tloppy disk 238, a host bus adapter (HBA) inter-
face card 235A operative to connect with a Fibre Channel
network 290, a host bus adapter (HBA) interface card 235B
operative to connect to a SCSI bus 239, and an optical disk
drive 240 operative to recerve an optical disk 242. Also
included may be a mouse 246 (or other point-and-click
device, coupled to bus 212 via serial port 228), a modem 247
(coupled to bus 212 via serial port 230), network interface
248 (coupled directly to bus 212), power manager 250, and
battery 252.

Bus 212 allows data communication between central
processor 214 and system memory 217, which may include
read-only memory (ROM) or flash memory (neither shown),
and random access memory (RAM) (not shown), as previ-
ously noted. The RAM may be the main memory into which
the operating system and application programs may be
loaded. The ROM or flash memory can contain, among other
code, the Basic Input-Output system (BIOS) which controls
basic hardware operation such as the interaction with periph-
eral components. Applications resident with computer sys-
tem 200 may be stored on and accessed via a computer
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readable medium, such as a hard disk drive (e.g., fixed disk
244), an optical drive (e.g., optical drive 240), a tfloppy disk
unit 237, a removable disk unit (e.g., Universal Serial Bus
drive), or other storage medium. According to some embodi-
ments, application 154 may be resident 1n system memory 53
217.

Storage 1nterface 234, as with the other storage interfaces
of computer system 200, can connect to a standard computer
readable medium for storage and/or retrieval of information,
such as a fixed disk drive 244. Fixed disk drive 244 may be 10
a part of computer system 200 or may be separate and
accessed through other interface systems. Modem 247 may
provide a direct connection to a remote server via a tele-
phone link or to the Internet via an internet service provider
(ISP). Network interface 248 may provide a direct connec- 15
tion to a remote server via a direct network link to the
Internet via a POP (point of presence). Network interface
248 may provide such connection using wireless techniques,
including digital cellular telephone connection, Cellular
Digital Packet Data (CDPD) connection, digital satellite 20
data connection or the like.

Many other devices or subsystems (not shown) may be
connected 1n a similar manner (e.g., document scanners,
digital cameras and so on). Conversely, all of the devices
shown 1 FIG. 2 need not be present to practice the present 25
disclosure. The devices and subsystems can be intercon-
nected 1n different ways from that shown 1 FIG. 2. Code to
implement the present disclosure may be stored in com-
puter-readable storage media such as one or more of system
memory 217, fixed disk 244, optical disk 242, or tloppy disk 30
238. Code to implement the present disclosure may also be
received via one or more interfaces and stored in memory.
The operating system provided on computer system 200
may be MS-DOS®, MS-WINDOWS®, OS/2®, OS X®,
UNIX®, Linux®, or another known operating system. 35

Power manager 250 may momitor a power level of battery
252. Power manager 250 may provide one or more APIs
(Application Programming Interfaces) to allow determina-
tion of a power level, of a time window remaining prior to
shutdown of computer system 200, a power consumption 40
rate, an indicator of whether computer system 1s on mains
(e.g., AC Power) or battery power, and other power related
information. According to some embodiments, APIs of
power manager 250 may be accessible remotely (e.g., acces-
sible to a remote backup management module via a network 45
connection). According to some embodiments, battery 252
may be an Uninterruptable Power Supply (UPS) located
either local to or remote from computer system 200. In such
embodiments, power manager 250 may provide information
about a power level of an UPS. 50

In one embodiment, the application 154 may be config-
ured to communicate with the central authorization module
156 1n addition to an authentication module 302 as 1llus-
trated 1n FIG. 3. Although both the central authorization
module 156 and authentication module 302 are shown as 55
hosted on the same server 140A, 1t will be understood that
cach can exist 1n any centralized location accessible to client
systems.

As 1llustrated 1n FI1G. 3, the application 156 may perform
an authorization step 1 which a user’s login information 1s 60
sent to an authentication module 302. Data representing
authentication of the user, such as an authentication token
304, may be received from the authentication module 302 1n
response. In some implementations, the authentication token
304 may provide user data necessary to supply to the central 65
authorization module 158 for controlling access of particular
teatures of the application 156. Authentication may also be

6

performed without sending login information to the authen-
tication module 302. For example, the user may be presented
with a web page hosted by the authentication module for
inputting credentials. Other methods of authentication
known 1n the art will be recogmized as compatible with some
implementations of the system.

As 1llustrated, the central authorization module 158 con-
veys logic to the application 156 1n the form of a local
authorization module 310. The local authorization module
310 includes code to allow turther authorization control to
be conducted by consulting the local authorization module
310 and without consulting the central authorization module
158. That 1s, the user data and any initial data supplied by the
central authorization module 158 1s suflicient to allow
decisions as to whether or not certain features are accessible
by the user to be made by the application 156, using the local
authorization module 310.

Different implementations of the system may or may not
require data to be conveyed to the central authorization
module 158 before 1t conveys a local authorization module
310. In one implementation, the local authorization module
310 may be provided to an application 156 on request
without requiring any particular data ahead of time.

FIG. 4 1s an exemplary screenshot of a user interface 400
which includes limited access in accordance with the present
disclosure. As shown, the user interface 400 includes a list
of email entries 402a-e which have been quarantined as
spam. Buttons 404a-c are provided to allow a user to release
selected entries from quarantine or to delete them.

The user interface 400 shows some of the authorization
limitations of the user viewing the interface 400. For
example, the user 1s only showed the subject of the first two
emails 402a and 4025b; the subject lines of the remaining
three emails 40c-e are not displayed. Furthermore, hyper-
links are provided to certain sender addresses but not others.
These differences 1n display amongst the different entries
402a-e 1llustrate differences in access authorized for the user
viewing the entries.

Additionally, the user’s ability to release or delete the
emails may be similarly restricted. Although the interface
allows the user to select any entry and release or delete 1t, or
to delete all of the entries at once, upon attempting to
perform these functions a display may inform the user that
the user 1s not authorized to release or delete particular
selected emails. The particular authorization for these activi-
ties may be retrieved by a local authorization module in
response 1ssuing an instruction through the interface as
described herein.

FIG. § 1llustrates a method 500 for local authorization. An
application running on a client system submits a user’s login
information or other credentials to a centralized authentica-
tion service (502) and receives an authentication token or
other data i1dentifying the user in response (304). In some
implementations, security may be provided along with the
authentication token, such as having the centralized authen-
tication service sign the token. Other security measures, like
requiring that the connection between the client system and
the server hosting the centralized authentication 1s a secure
connection, may also be taken.

The application also requests authorization from a central
authorization service (306), which as described above may
be hosted on the same or a different central location from the
authentication service. In some implementations, the autho-
rization service may only respond to queries which include
a valid authentication token or other prootf of 1dentification.
In some 1mplementations, the central authorization service
may respond to requests for authorization by returning one
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or more specific permissions 1n response to specific queries,
which may allow the user to perform a one-time task such
as accessing a particular file or database.

In order to localize further need for authorization, the
central authorization service sends authorization logic to the
application (508). This authorization logic may come 1n a
number of forms which allow the application to resolve
turther authorization tasks without querying the central
service again. For example, the logic may be in the form of
executable code, such as JavaScript. The logic generated by
the service may take into account the identity of the user or
may use the user’s credentials 1n making further evaluations
of the user’s permissions with respect to different applica-
tion features. The central service may sign the code or take
other security precautions to make sure that the communi-
cation 1s secure and genuine.

In some 1mplementations, the client may request and
receive authorization logic prior to authentication of the user
or even when no authentication of the user 1s supplied. The
identity of the user may be provided to the central authori-
zation service even 1n the absence of the authentication, and
this can be suflicient for the service to return authorization
logic for the i1dentified user. It will therefore be understood
that even though authentication steps may be involved in
implementations of the invention as described with respect
to the method 500 depicted 1n FIG. 5, the system may still
operate with fewer or no authentication steps.

Using the authorization logic, the application determines
authorization locally, without querying the central authori-
zation module again (510). Where the authorization logic 1s
executable code, the code may be executed in a secure
environment so as to reduce the possibility of injection or
other malicious attacks. For example, where the code 1is
JavaScript, programs exist to run suspect JavaScript execut-
able code without providing full system access to the
executable, thus mimmizing risk of harm. Other security
precautions may also be taken.

At this point 1t should be noted that techniques for
managing authorization in accordance with the present dis-
closure as described above may involve the processing of
input data and the generation of output data to some extent.
This input data processing and output data generation may
be implemented in hardware or software. For example,
specific electronic components may be employed 1n an
authentication module, central authorization module, local
authorization module, or similar or related circuitry for
implementing the functions associated with managing
authorization 1n accordance with the present disclosure as
described above. Alternatively, one or more processors
operating i accordance with instructions may implement
the functions associated with managing authorization in
accordance with the present disclosure as described above.
If such 1s the case, 1t 1s within the scope of the present
disclosure that such instructions may be stored on one or
more non-transitory processor readable storage media (e.g.,
a magnetic disk or other storage medium), or transmitted to
OnNE Or mMore processors via one or more signals embodied 1n
One Or more carrier waves.

The present disclosure 1s not to be limited 1n scope by the
specific embodiments described herein. Indeed, other vari-
ous embodiments of and modifications to the present dis-
closure, 1n addition to those described herein, will be appar-
ent to those of ordinary skill 1in the art from the foregoing
description and accompanying drawings. Thus, such other
embodiments and modifications are intended to fall within
the scope of the present disclosure. Further, although the
present disclosure has been described herein in the context
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of at least one particular implementation in at least one
particular environment for at least one particular purpose,
those of ordinary skill in the art will recognize that its
usefulness 1s not limited thereto and that the present disclo-
sure¢ may be beneficially implemented 1n any number of
environments for any number of purposes. Accordingly, the
claims set forth below should be construed 1n view of the full
breadth and spirit of the present disclosure as described
herein.

The mvention claimed 1s:

1. A computer-implemented method comprising:

recerving, from a centralized authorization service, autho-

rization logic for an application, wherein the authori-
zation logic comprises executable code;

determiming an identity of a user; and

based on the 1dentity of the user, without further consult-

ing the centralized authorization service, authorizing
the use of a particular feature of the application using
the received authorization logic, wherein the particular
feature comprises allowing the user to release an email
from quarantine, and wherein 11 the user 1s not autho-
rized for a second feature, the second feature comprises
at least one of displaying a subject of the email or
providing a hyperlink of a sender address of the email.

2. The computer-implemented method of claim 1,

wherein the authorization logic 1s executable code; and

wherein the use of the particular feature 1s authorized
based on executing the code.

3. The computer-implemented method of claim 2,
wherein the code 1s executed 1n a secure computing envi-
ronment.

4. The computer-implemented method of claim 2,
wherein the code 1s JavaScript.

5. The computer-implemented method of claim 1,
wherein the authorization logic 1s digitally signed by the
central authorization service and validated prior to its use 1n
authorization.

6. The computer-implemented method of claim 1,
wherein determiming the identity of the user comprises
submitting one or more user credentials to a central authen-
tication service.

7. The computer-implemented method of claim 6,
wherein determining the identity of the user further com-
prises receiving and validating an authentication token
signed by the central authentication service.

8. At least one non-transitory processor readable storage
medium storing a computer program of nstructions config-
ured to be readable by at least one processor for mstructing
the at least one processor to execute a computer process for
performing the method as recited in claim 1.

9. An article of manufacture comprising:

at least one non-transitory computer readable storage

medium; and

instructions stored on the at least one medium;

wherein the mstructions are configured to be readable

from the at least one medium by at least one processor

and thereby cause the at least one processor to operate

SO as to:

recetve, from a centralized authorization service,
authorization logic for an application, wherein the
authorization logic comprises executable code;

determine an identity of a user; and

based on the identity of the user, without further
consulting the centralized authorization service,
authorize the use of a particular feature of the
application using the received authorization logic,
wherein the particular feature comprises allowing
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the user to release an email from quarantine, and
wherein 1 the user 1s not authorized for a second

feature, the second feature comprises at least one of

displaying a subject of the email or providing a
hyperlink of a sender address of the email.
10. The article of claim 9,
wherein the authorization logic 1s executable code; and
wherein the use of the particular feature 1s authorized
based on executing the code.
11. The article of claim 10, wherein the code 1s executed
In a secure computing environment.
12. The article of claim 10, wherein the code 1s JavaScript.
13. The article of claim 9, wherein the authorization logic
1s digitally signed by the central authorization service and
validated prior to its use in authorization.
14. The article of claim 9, wherein determining the
identity of the user comprises submitting one or more user
credentials to a central authentication service.

15. The article of claim 14, wherein determining the
identity of the user further comprises receiving and validat-
ing an authentication token signed by the central authenti-
cation service.

16. A system comprising:

one or more processors communicatively coupled to a

network; wherein the one or more processors are con-
figured to:
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recetve, from a centralized authorization service,
authorization logic for an application, wherein the
authorization logic comprises executable code;
determine an identity of a user; and

based on the identity of the user, without further

consulting the centralized authonization service,
authorize the use of a particular feature of the
application using the received authorization logic,
wherein the particular feature comprises allowing
the user to release an email from quarantine, and
wherein 11 the user 1s not authorized for a second
feature, the second feature comprises at least one of
displaying a subject of the email or providing a
hyperlink of a sender address of the email.

17. The system of claim 16,

wherein the authorization logic 1s executable code; and

wherein the use of the particular feature 1s authorized

based on executing the code.

18. The system of claim 17, wherein the code 1s executed
In a secure computing environment.

19. The system of claim 16, wherein the authorization
logic 1s digitally signed by the central authorization service
and validated prior to its use in authorization.

20. The system of claim 16, wherein determining the
identity of the user comprises submitting one or more user
credentials to a central authentication service.
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