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OPTIMIZING USER EXPERIENCES OF WEB
CONFERENCES THAT SEND DATA WITH
SOURCE-SPECIFIC MULTICAST AND
AUTOMATIC MULTICAST TUNNELING

TECHNICAL FIELD

The present disclosure relates to optimizing user experi-
ences with web conferences, and more specifically, to group-
ing user devices with similar hardware and network capa-
bilities on transmission channels that transmit data (video
data, audio data, application data, etc.) of collaboration
$ess10ns.

BACKGROUND

Collaboration sessions hosted by a server often use mul-
ticasting to transmit the data of the collaboration session. As
the number of attendees of collaboration sessions increase,
and as the development of automatic multicast tunneling
(AMT) technology has progressed, servers often use source-
specific multicasts (SSM) with AMT technology to send the
data of the collaboration sessions. The combination of the
AMT technology with SSM reduces the outbound band-
width and the costs for the server and the data center to host
the collaboration sessions. Collaboration servers usually
send data via different SSM channels having a variety of
different bit rates to attendees experiencing different net-
work conditions. However, this often causes attendees to
receive data at a bit rate that 1s much lower than what the
attendee 1s capable of receiving, resulting 1n a degraded user

experience resulting from latency, poor media quality, or
both.

BRIEF DESCRIPTION OF THE

DRAWINGS

FIG. 1 1s a block diagram of an environment for optimiz-
ing users on different transmission channels for a collabo-
ration session, according to an example embodiment.

FI1G. 2 15 a block diagram of a server 1llustrated 1n FIG. 1,
wherein the server 1s configured to transmit data 1n such as
a manner so as to optimize the user experience at user
devices, 1 accordance with an example embodiment.

FIG. 3 1s a flow diagram depicting assignment of a user
device to a source-specific multicast channel, 1n accordance
with an example embodiment.

FIG. 4 15 a flow diagram depicting in more detail opera-
tions performed by the server to assign the user device to a
group and adjust a source-specific channel for the group,
according to an example embodiment.

FIG. 5 1s a flow diagram depicting the server adjusting the
group aiter a user device has left the collaboration session,
in accordance with an example embodiment.

FIG. 6 an example block diagram of the server illustrated
in FIGS. 1 and 2, and configured to perform the methods
presented herein, in accordance with an example embodi-
ment.

DESCRIPTION OF

EXAMPLE EMBODIMENTS

Overview

Techniques are presented herein for a server (referred to
as a multicast server) to group receivers, or user devices,
with other receivers having similar characteristics, so that
the group can be paired with a source-specific multicast
(SSM) channel that 1s optimized specifically for the recerv-
ers of the group. The multicast server 1s in communication
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2

with the user devices and 1s configured to send data to the
user devices over multiple SSM channels. The multicast
server receives information from each of the user devices,
the information indicating hardware information, automatic
multicast tunneling (AMT) relay information, AMT gateway
information, autonomous system information, and/or net-
work address translation information. The multicast server
then groups the user devices according to their information,
where each group contains user devices having similar
hardware and network information. The multicast server
then recerves, at random 1intervals, network reports that are
generated by at least one user device from at least one of the
groups. The network report may include information related
to the network performance experienced by the user device,
such as packet loss ratio, jitter, and/or latency. The server
then adjusts the SSM channel associated with the group of
user devices that 1s represented by the network report based
on the mformation in the network report.

Example Embodiments

Multicast involves communication from one source, such
as a server, to a group of destinations simultaneously, such
as a group of receivers that are designated to receive the
multicast communication. Moreover, many sources use
source-specific multicast (SSM) and automatic multicast
tunneling (AMT) techniques to reach a large number of
destinations/receivers while reducing the demand on the
network. SSM 1s a method for dehvermg the data of the
multicast communication to receivers over SSM channels,
where the SSM channels 1include the pair of a source address
and a recerver address 1n which only the specific source 1n
the source address can send data to the receivers. However,
receivers on a unicast channel are unable to receive data sent
over SSM channels. AMT provides a method to tunnel SSM
data over a unicast channel through the use of AMT relays
and AMT gateways. The use of SSM techniques with AMT
in multimedia applications, such as collaboration (online
web conference) sessions, can reduce the outbound band-
width and the cost of the server at the data center. While
servers send data in different SSM channels with various
different bit rates to satisiy receivers located in different
networks, 1t becomes diflicult to optimize each one of the
SSM channels to a bit rate that satisfies all of the receivers
of an SSM channel. Moreover, the servers are not capable of
sending data over SSM channels for each one of the rece1v-
ers. Thus, many receivers are not able to optimize their
experience because they are not able to connect to an SSM
channel that matches their respective inbound bandwidth
capabilities. The result 1s receivers that are receiving data via
an SSM channel with a bit rate that 1s much lower than the
bit rate the receiver 1s capable of recerving. This results in
longer delays and/or poor quality of media.

An example embodiment of a collaboration optimization
system 10 configured to optimize a plurality of user devices
ol a collaboration session 1to groups for receiving a mul-
ticast 1s depicted in FIG. 1. The collaboration optimization
system 10 1s a system that includes a data center 20, which
further contains a multicast server 30. The multicast server
30 1s configured to send data to a plurality of user devices
40(1)-40(12) via a plurality of channels 50(1)-50(5). The
channels 350(1)-50(5) may be source-specific multicast
(SSM) channels. The data center 20 and the multicast server
30 may be configured to send the data of an online collabo-
ration session over the plurality of SSM channels 50(1)-50
(5). The online collaboration multicast data may be video
data, audio data, etc. FIG. 1 further illustrates a first network
60(1), a second network 60(2), and a third network 60(3).
The user devices 40(1)-40(12) are located throughout the
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networks 60(1)-60(3). The first network 60(1) may contain
four user devices 40(1)-40(4). The second network 60(2)

may contain another set of four user devices 40(5)-40(8).
The third network 60(3) may also contain the last four user
devices 40(9)-40(12). Each of the networks 60(1)-60(3) may
exhibit different network conditions with regard to the user

devices 40(1)-40(12), how the user devices 40(1)-40(12) are
grouped, and how the user devices 40(1)-40(12) receive the
multicast data from the multicast server 30. As 1llustrated,

the four user devices 40(1)-40(4) in the first network 60(1)
may be grouped together mto a first group 70(1). Moreover,
the user devices 40(5)-40(7) in the second network 60(2)

may be grouped together 1n a second group 70(2). The user
device 40(8) 1s part of the second network 60(2), the user

device 40(8) 1s not part of a group. In addition, FIG. 1
illustrates that the user devices 40(10)-40(12) in the third
network 60(3) may be grouped together 1n a third group

70(3), while the user device 40(9) may not be part of a

group.

As further illustrated in 1n FIG. 1, the data center 20
contains a router/ AMT relay device 80 deployed at the edge
of the data center 20. The router/AMT relay device 80 is
capable of receiving AMT requests from AMT gateway
devices and relay the data from one of the SSM channels
50(1)-50(5) to the AMT gateway device via an AMT tunnel.
The router/AMT relay device 80 serves as one end of an
AMT tunnel, while the AMT gateway device serves as the
other end of the AMT tunnel. The communication between
the multicast server 30 and the router/’/AMT relay device 80
1s multicast and utilizes the SSM channels 50(1)-50(5). The
communication between the router/AMT Relay device 80
and the AMT gateway devices 1s unicast and utilizes AMT
tunnels. The communication between the router/ AMT Relay
80 and the AMT gateway devices reduces the outbound
bandwidth of the data center 20 and the inbound bandwidths
of the networks 1 which the AMT gateway devices are
deployed. Further illustrated in FIG. 1, the first network
60(1) may 1include a router/AMT gateway device 90
deployed on the edge of the first network 60(1). The
router/ AMT gateway device 90 1s configured to send data 1t
receives to the four user devices 40(1)-40(4) of the first
network 60(1). Moreover, the four user devices 40(1)-40(4)
may together form the first group 70(1) because they are all
in communication with the same router’ AMT gateway
device 90.

FI1G. 1 further 1llustrates a router/Network Address Trans-
lation (NAT) device 100 deployed 1n the second network
60(2). The user devices 40(5)-40(7) 1llustrated in FIG. 1 are

all in communication with the router/NAT device 100, and
thus user devices 40(5)-40(7) share the same or similar
network conditions. However, the router/NAT device 100 1s
not an AMT gateway device, which results 1n each one of the
user devices 40(5)-40(7) having bwlt-in AMT gateway
functionality. Thus, user devices 40(5)-40(7) may be con-
figured to act as AMT gateway devices, where each of these
user devices 40(5)-40(7) serves as an end of an AMT tunnel.

While the second network 60(2) includes the user device
40(8), the user device 40(8) 1s not configured to communi-
cate with the router/NAT device 100 like that of the user
devices 40(5)-40(7). Thus, the user device 40(8) does not
have the same or similar network conditions as the user
devices 40(5)-40(7) of the second group 70(2) and 1s not a
member of the second group 70(2). However, similar to the
user devices 40(5)-40(7), the user device 40(8) 1s not in
communication with an AMT gateway device. Therelore,
the user device 40(8) may have AMT gateway functionality
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4

built 1n, allowing the user device 40(8) to be configured to
act as an AMT gateway device and serve as one end of an

AMT tunnel.

In addition, FIG. 1 1llustrates that the user devices 40(9)-
40(12) 1n the third network 60(3) are not in communication
with an AMT gateway device like the user devices 40(1)-
40(4) of the first network 60(1). Thus, similar to the user
devices 40(5)-40(8) of the second network 60(2), the user
devices 40(9)-40(12) may have AMT gateway functionality
built-in that allows user devices 40(9)-40(12) to be config-
ured to act as an AMT gateway device and serve as one end
of an AMT tunnel. Moreover, the user devices 40(10)-40(12)

may form the third group 70(3) of user devices because these
three user devices 40(10)-40(12) are in the same general
location within the third network 60(3). Thus, the user
devices 40(10)-40(12) may have similar network conditions
or capabilities with the multicast server 30. The user device
40(9) may be located at a location different from that of the
user devices 40(10)-40(12) such that 1t contains different
network conditions or capabilities with the multicast server
30 than the user devices 40(10)-40(12). Because of these
differences, the user device 40(9) does not form part of the
third group 70(3).

Further 1llustrated 1n FIG. 1 are AMT tunnels 110(1)-110
(8). Each of these AMT tunnels 110(1)-110(9) includes
router/ AMT relay device 80 as one end of the AMT tunnels
110(1)-110(8). The first AMT tunnel 110(1) 1s established
between the router/AMT Relay device 80 and the router/
AMT gateway device 90 of the first network 60(1). The
AMT tunnels 110(2)-110(5) are established between the
router/ AMT relay device 80 and the user devices 40(5)-40
(8), respectively. Finally, the AMT tunnels 110(6)-110(9) are
established between the router/ AMT relay device 80 and the
user devices 40(9)-40(12), respectively. As stated previ-
ously, the user devices 40(5)-40(12) may have AMT gate-
way functions built-in that enable these user devices 40(3)-
40(12) to serve as AMT gateway devices.

Moreover, each of the networks 60(1)-60(3) may be,
without limitation, any one or more of local or wide area
networks, Internet Protocol (IP) networks such as intranet or
internet networks, telephone networks (e.g., public switched
telephone networks), wireless or mobile phone or cellular

networks, and any suitable combinations thereof. The num-
ber of user devices 40(1)-40(12), SSM channels 50(1)-50(5),

networks 60(1)-60(3), groups 70(1)-70(3), and AMT tunnels
110(1)-110(9) depicted 1n FIG. 1 1s for example purposes
only, and it 1s noted that the networks 60(1)-60(3) connect-
ing the user device(s) 40(1)-40(12), SSM channels 50(1)-
50(5), multicast server 30, and AMT tunnels 110(1)-110(9)
can support communications and exchange of data between
any number of user devices, SSM channels, multicast serv-
ers, and AMT tunnels.

Some examples of user devices 40(1)-40(12) include any
type of computing device including, without limitation,
personal computer (PC) devices, such as stationary (e.g.,
desktop) computers, laptop computers, or any other type of
mobile computing device such as cellular (smart) mobile
phones (e.g., cell phones, also referred to as mobile phones),
note pads, tablets, personal data assistant (PDA) devices,
and other portable media devices. The user devices 40(1)-
40(12), the multicast server 30, and other devices of the
collaboration system 10 can utilize any suitable operating
system to transfer of data between the multicast server 30 of
the data center 30 and the user devices 40(1)-40(12). In
addition, the techniques described herein for optimizing the
user devices 40(1)-40(12) of a collaboration session via the
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collaboration optimization system 10 can be integrated with
any suitable type of commercial software products.

[lustrated 1n FIG. 2 1s an example block diagram of the
multicast server 30 that 1s located within the data center 20.
The multicast server 30 may be configured to perform the
techniques presented herein. The multicast server 30
includes a network interface unit 120, a processor(s) 130,
and a memory 140. The network interface unit 120 1is
configured to enable network communications over a net-
work. While conceptually illustrated as a “network interface
unit,” 1t will be appreciated that a physical device may
contain more than one network interface unit or type of
interface to communicate with other devices within a net-
work. For example, network interface unit 120 may include
a wireless network interface unit to facilitate wireless coms-
munication over networks 60(1)-60(3) illustrated in FIG. 1.

The processor(s) 130 may be embodied by one or more
microprocessors or microcontrollers, and executes software
instructions stored in memory 140 for collaboration control
software 150 and user device optimization software 160 1n
accordance with the techniques presented herein 1n connec-
tion with FIGS. 1 and 3-6.

Memory 140 may include one or more computer readable
storage media that may comprise read only memory (ROM),
random access memory (RAM), magnetic disk storage
media devices, optical storage media devices, flash memory
devices, electrical, optical, or other physical/tangible
memory storage devices.

Thus, 1n general, the memory 140 may comprise one or
more tangible (e.g., non-transitory) computer readable stor-
age media (e.g., a memory device) encoded with software
comprising computer executable instructions, and when the
solftware 1s executed by the processor(s) 130, the
processor(s) 130 1s operable to perform the operations
described herein in connection with the collaboration control
software 150 and the user device optimization soitware 160.
In other approaches, collaboration control software 150 and
the user device optimization soiftware 160 are stored
remotely, external to the multicast server 30, but accessible
by the processor(s) 130. The collaboration control software
150 enables the multicast server 30 to send data (e.g., audio
data, video data, etc.) of the collaboration session to a
plurality of user devices. Moreover, as explained in further
detail below, the user device optimization software 160
cnables the multicast server 30 to group together user
devices that share similar hardware and network conditions
and then assign the group to a dedicated SSM channels that
1s configured to the hardware and network conditions of the
user devices of the group. This enables each group of user
devices to have an experience of the collaboration session
that 1s optimized to the capabilities of the user device.

The functions of the processor(s) 130 may be mmple-
mented by logic encoded 1n one or more tangible computer
readable storage media or devices (e.g., storage devices
compact discs, digital video discs, flash memory drives, etc.
and embedded logic such as an ASIC, digital signal proces-
sor istructions, software that 1s executed by a processor,
etc.).

While FIG. 2 shows that the multicast server 30 may be
embodied as a dedicated physical device, it should be
understand that the functions of the multicast server 30 may
be embodied as software running in a data center/cloud
computing system, together with numerous other software
applications.

FIG. 3 illustrates a flow diagram that depicts, from the
perspective of a user device, the user device being assigned
to a group, and ultimately to an SSM channel, by the user
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device optimization soitware 160 of the multicast server 30.
Reference 1s also made to FIGS. 1 and 2 for purposes of the
description of FIG. 3. As previously explained, the user
device optimization software 160 1s configured to determine
the most suitable group and SSM channel for a user device
based on a variety of parameters. At 200, the user device
gathers 1ts own personal information. This information
includes any specific hardware information, such as the
performance capabilities of the central processing unit
(CPU) of the user device, the type and capacity of the
memory of the user device, the network adapter of the user
device, etc. The mformation gathered at 200 may further
include any AMT relay information and any AMT gateway
information. AMT relay information may be gathered 1f the
user device functions as an AMT gateway to receive data
from the AMT relay 80 of the data center 20. For example,
as illustrated 1n FIG. 1, and as previously explained, the user
devices 40(5)-40(12) may have AMT gateway functions
built-in that enable these user devices 40(5)-40(12) to serve
as theirr own AMT gateway devices. These user devices
40(5)-40(12) would each gather information regarding their
AMT gateway functionality. In addition, AMT gateway
information gathered at block 200 may be gathered 1f the
user device receives data from a dedicated AMT gateway
device. For example, as illustrated in FIG. 1, the first
network 60(1) includes a router/AMT gateway device 90
deployed on the edge of the first network 60(1), where the
router/ AMT gateway device 90 1s configured to send data to
the four user devices 40(1)-40(4) of the first network 60(1).
These user devices 40(1)-40(4) would then gather informa-
tion regarding the AMT gateway device 90 with which they
are 1n communication. Additional information gathered by
the user device at 200 may include other network informa-
tion, such as autonomous system information, NAT infor-
mation, location on a network, etc. For example, FIG. 1
illustrates that the user devices 40(5)-40(7) are in commu-
nication with the router/NAT device 100. These user devices
40(5)-40(7) would then further gather information regarding
the router/NAT device 100. In another example, the user
devices 40(10)-40(12), as illustrated 1n FIG. 1, are 1n close
proximity to one another, resulting 1n these user devices
40(10)-40(12) gathering information regarding their loca-
tion 1n the third network 60(3).

At 210, the user device then computes hash values of the
personal information for that user device. Each type of
personal information from the user device receives a sepa-
rate hash value. For example, the AMT relay address may be
hashed to a value, and the AMT gateway address may be
hashed to another value. Thus, the user device computes
multiple hash values for all of 1ts personal information. The
calculated hash values of the personal information of a user
device may be of any bit length, e.g., SHA256 or SHAS12
bits. Hash values should have a significantly large bit value
in order to have a sufliciently lower chance of collision with
hash values of other user devices. This 1s especially 1mpor-
tant for collaboration sessions with a large amount of user
devices. In addition, the hash values protect the privacy of
the user device. At 220, the user device then sends the hash
files to the server 30. Once the server 30 receives the hash
file from a user device, the server 30 runs the user device
optimization software 160 to determine 1f the user device
should be placed 1n a multicast group, where the determi-
nation 1s made based on the personal information of the user
device. This process 1s explained below 1n connection FIG.
4. At 230, the user device 1s notified by the multicast server
30 11 the user device has been placed 1n a group based on the
personal mformation from the user device. As 1llustrated in
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FIG. 1, the user devices 40(1)-40(4) were placed in the first
group 70(1), the user devices 40(5)-40(7) were placed 1n the
second group 70(2), and the user devices 40(10)-40(12)
were placed 1n the third group 70(3). The user devices
40(1)-40(4) may be grouped into the first group 70(1)
because the user devices 40(1)-40(4) are all connected to the
same AMT gateway device 90. In addition, the user devices
40(1)-40(4) may also have similar hardware performance
capabilities and may be located in close proximity to one
another. Furthermore, the user devices 40(5)-40(7) may be
grouped into the second group 70(2) because the user
devices 40(5)-40(7) are all connected to the same router/
NAT device 100. The user devices 40(5)-40(7) may also all
have similar hardware performance capabilities and may be
located 1n close proximity to one another. The user device
40(8) may not be part of a group because the user device
40(8) 1s not connected to the router/NAT device 100 like that
of the user devices 40(5)-40(7). The user device 40(8) may
also have significantly different hardware capabilities than
that of the user devices 40(5)-40(7). Furthermore, the user
devices 40(10)-40(12) may be grouped into the third group
70(3) because the user devices 40(10)-40(12) may all have
similar hardware capabilities and may be located in close
proximity to one another. Conversely, the user device 40(9)
may have significantly different hardware capabilities and/or
may not be located in proximity to the user devices 40(10)-
40(12), and thus the user device 40(9), as 1llustrated in FIG.
1, may not be placed 1n a group.

At block 240, the user device may determine if the user
device 1s part of a qualified group. Each group may have a
certain threshold set for a minimum number of members of
the group, which may be set by the multicast server 30. If the
group meets or exceeds the threshold that 1s set, the group
will be considered a qualified group by the multicast server
30. If the group fails to meet the threshold, the group will not
be considered a qualified group by the multicast server 30.
Additionally, the multicast server 30 may create a dedicated
SSM channel for each qualified group. The threshold set by
the multicast server 30 1s used to control the total number of
SSM channels the multicast server 30 utilizes 1n order to
keep the advantages of the multicast. If the number of SSM
channels exceeds the capabilities of the multicast server 30,
the bandwidth of the multicast server 30 and the data center
20 may be overloaded. If, at 240, the user device 1s a
member of a qualified group, then the user device must
determine 1t the multicast server 30 has selected the user
device as the sample of the qualified group. The process of
the multicast server 30 selecting a user device as a sample
of a qualified group 1s described below 1n connection with
FIG. 4. I1, at 250, the user device 1s selected as the sample
of the qualified group, then at 260, the user devices sends a
network report to the multicast server 30, where the network
report contains information regarding the network condi-
tions the user device 1s experiencing for the multicast from
the multicast server 30. The network report may include
information regarding the inbound bandwidth, packet loss
rat10, jitter, latency, and/or any other information regarding
the network condition. In some embodiments, the network
report may be sent to the multicast server 30 at random
intervals to avoid overloading the multicast server 30 with
information. In other embodiments, the network reports may
be sent to multicast server 30 at predetermined intervals,
where the intervals are set at a frequency that does not
overload the multicast server 30. Furthermore, the network
report may serve as a representation of the network condi-
tions experienced by the group of which the user device 1s
a member.
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After the user device sends to the multicast server 30 the
network report at 260, or 1t 1s determined that the user device
1s not part of a qualified group at 240, or it 1s determined that
the user device has not been chosen as the sample for the
qualified group at 250, the user device decides, at block 270,
whether or not to remain 1n the qualified group to which the
multicast server 30 has assigned the user device. While the
multicast server 30 has the ability, through the user device
optimization software 160, to determine the group best
suited for the user device, the user device ultimately has the
decision whether or not to stay in the assigned group. In
another embodiment, once the multicast server 30 has
decided which group the user device should be a member of,
the multicast server may provide the user device with
information indicating the best suited group for that user
device. The user device may then be able to decide whether
or not to join the group that the multicast server 30 has
selected.

At 270, if the user device determines to remain 1n the
qualified group, then at 280 the user device will continue to
receive the data from the multicast server 30 via the SSM
channel selected for the qualified group of which the user
device 1s a member. However, if, at 270, the user device
determines that it no longer wishes to be a member of the
qualified group 1t 1s currently a member of, then, at 290, the
user device may switch to another SSM channel that the user
devices has determined will provide a better experience for
the collaboration multicast. The process of switching from
one SSM channel to another 1s further described below 1n
connection with FIG. 5.

Turning to FIG. 4, the operation of the user device
optimization soitware 160 running on the multicast server
30 1s now described. Retference 1s also made to FIGS. 1-3 for
purposes of the description of FIG. 4. As explained previ-
ously, the user device optimization soitware 160 1s config-
ured to determine the most suitable group and SSM channel
for a user device based on a variety of parameters. At 300,
the multicast server 30 receives the hash files from the user
device, as explained previously, containing information
regarding the personal information of the user device. At
310, the multicast server 30 then makes a determination as
to whether or not the user device should be placed in an
existing group. In making the determination at 310, the
multicast server 30 takes into consideration the specific
hardware capabilities of the user device, the AMT relay
information of the user device, the AMT gateway informa-
tion ol the user device, and other network information
regarding the user device 1 view of similar information
from other user devices already placed, or in the process of
being placed, 1n a group. If, at 310, the multicast server 30
determines that the user device does not belong in an
existing group, the multicast server 30, at 320, may notily
the user device of the existing SSM channels and existing
groups from which the user device may choose to receive
data according to their network conditions. For example, as
illustrated 1n FIG. 1, the user devices 40(5)-40(7) are part of
the second group 70(2). When the user device 40(8) joins the
multicast and sends 1ts hashed imnformation to the multicast
server 30, the multicast server 30 may determine that the
user device 40(8) may not belong 1n the second group 70(2)
even though the user device 40(8) 1s part of the second
network 60(2) like the user devices 40(5)-40(7).

If, at 310, the multicast server 30 makes the determination
that the user device does belong 1n an existing group, then
the multicast server 30, at block 330, adds the user device to
the existing group. As 1llustrated 1n FIG. 1, 1f the first group
70(1) was already existing with the user devices 40(1)-40(3)
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being part of the first group 70(1), and the user device 40(4)
has just sent the multicast server 30 i1ts hashed information,
the multicast server 30 may determine that the user device
40(4) belongs 1n the first group 70(1) because the user device
40(4) 1s connected to the same AMT gateway device 90 as
the other user devices 40(1)-40(3) of the first group 70(1).

At 340, the multicast server 30 then determines whether
or not the group that user device was added to 1s a qualified
group. As previously explained, each group may have a
certain threshold set for a minimum number of members of
the group, which may be set by the multicast server 30. If the
group meets or exceeds the threshold that 1s set, the group
will be considered a qualified group by the multicast server
30. If the group fails to meet the threshold, the group will not
be considered a qualified group by the multicast server 30.
The multicast server 30 may create a dedicated SSM channel
for each qualified group. If a group 1s not a qualified group,
the group may not receive a dedicated SSM channel. For
example, if the threshold set by the multicast server 30 1s that
the group must contain at least three user devices to be
considered a qualified group, then the groups 70(1)-70(3)
may be considered qualified groups, and the multicast server
30 may create a dedicated SSM channel for each group
70(1)-70(3). The first group 70(1) may receive the first SSM
channel 50(1), which transmits the collaboration session at
1000 kilobytes per second (kbps), because the hardware
information received from the user devices 40(1)-40(4) by
the multicast server 30 may indicate that the user devices
40(1)-40(4) are capable of handling a bit rate of 1000 kbps.

Moreover, the multicast server 30 may have itially
transmitted the collaboration session to the user devices
40(5)-40(8) of the second network 60(2) via the third SSM
channel 50(3) prior to the forming of the second group
70(2). As illustrated 1n FI1G. 1, the third SSM channel 50(3)
may transmit the collaboration session at 650 kbps. Once the
user devices 40(5)-40(7) were placed into the second group
70(2), the multicast server 30 may have created the second
SSM channel 50(2) to transmit the collaboration session to
the second group 70(2) at 800 kbps because the hardware
information of user devices 40(5)-40(7) received by the
multicast server 30 may indicate that the user devices
40(5)-40(7) are capable of handling an increased bit rate of
800 kbps 1nstead of only 650 kbps. The multicast server 30
may continue to transmit the collaboration session data to
the remaining user devices, which in this example 1s only the
user device 40(8), on the second network 60(2) via the third
SSM channel 50(3).

Furthermore, the multicast server 30 may have iitially
transmitted the collaboration session data to the user devices
40(9)- 40(12) of the third network 60(3) via the SSM channel
50(5) prlor to the forming of the third group 70(3). As
illustrated 1 FIG. 1, the SSM channel 50(5) may transmait
the collaboration session data at 300 kbps. Once the user
devices 40(10)-40(12) were placed imto the third group
70(3), the multicast server 30 may have created the SSM
channel 50(4) to transmit the collaboration session to the
third group 70(3) at 500 kbps because the hardware inior-
mation for user devices 40(10)-40(12) received by the
multicast server 30 may indicate that the user devices
40(10)-40(12) are capable of handling a bit rate of 500 kbps
instead of only 300 kbps. The multicast server 30 may
continue to transmit the collaboration session data to the
remaining user devices, which in this example i1s only the
user device 40(9), on the third network 60(3) via the SSM
channel 50(5).

As explained, the user devices 40(5)-40(7), 40(10)-40(12)
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the collaboration session data at a lower incoming band-
width prior to being placed 1n their respective groups 70(2),

70(3). Thus, once the user devices 40(5)-40(7), 40(10)-40
(12) were placed 1n the second and third groups 70(2), 70(3),
respectively, the user devices 40(5)-40(7), 40(10)-40(12)
received the data of the collaboration session at an bit rate

that 1s more optimized for the capabilities of user devices
40(5)-40(7), 40(10)-40(12).

I1 at 340, the multicast server 30 determines that the group
that the user device was just added to 1s a qualified group,
the multicast server 30 then determines, at 350, if the
qualified group has a designated sample. As previously
explained, the sample of the qualified group 1s a member of
a qualified group that sends network reports at random
intervals to the multicast server 30, where the network
reports serve as a representation of the network conditions
experienced by the qualified group. If the multicast server 30
determines that the qualified group does not have a sample,
then at 360, the multicast server 30 selects a user device
from the qualified group as a sample and notifies the user
device that they have been chosen as the sample of the
qualified group. The multicast server 30 selects the user
device of a qualified group that has the characteristics and
capacity that can represent the majority of the other user
devices in the same qualified group. In other words, the
multicast server 30 selects the user device whose hardware
capabilities are most similar to the majority of other user
devices of the same qualified group.

After the sample has been chosen by the multicast server
30, at 360, or, at 350, the qualified group already has a
sample representing the qualified group, the multicast server
30 then, at 370, receives the network reports from the sample
of the qualified group. As previously, explained, the network
reports from the sample of the qualified group include
information that represent the network conditions of the
collaboration multicast transmission for the SSM channel of
the qualified group. The network report may include
inbound bandwidth, packet loss ratio, jitter, latency, etc.

Once the multicast server 30 receives the network report
from the sample of the qualified group the multicast server
then, at 380, determines 1f the SSM channel needs adjust-
ment for the qualified group. The multicast server 30 makes
this determination based on the network reports received
from the sample of the qualified group. The multicast server
30 may decide whether to open or close an SSM channel
based on the network reports recerved from the samples and
the current SSM channels available. If the multicast server
30, at 380, determines that an existing SSM channel 1s not
suflicient for the qualified group, then the multicast server
30, at 390 creates a new SSM channel and notifies all of the
user devices of the collaboration session that the new SSM

channel has been created. For example, as illustrated 1in FIG.
1, 1 the user devices 40(5)-40(8) of the second network

60(2) were all recerving on the SSM channel 50(3), and then
the second group 70(2) was created containing user devices
40(5)-40(7), the multicast server 30 may create the second
SSM channel 50(2) with a higher bit rate for the second
group 70(2) based on the network reports received from the
sample of the second group 70(2). Thus, the second group
70(2) would then receive the collaboration multicast trans-
mission on the second SSM channel 50(2), which 1s opti-
mized for the user devices 40(5)-40(7) of the second group.
In addition, the notification provides the user devices that do
not belong to any qualified group with notice of an addition
SSM channel from which these user devices may choose to
receive the data of the collaboration session.
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Conversely, 11 the multicast server 30, at 380, determines
that an existing SSM channel 1s already sutlicient for the
qualified group, then the multicast server 30, at 400, would
continue sending the collaboration multicast data to the
qualified group via the already established SSM channel.
For example, as illustrated in FIG. 1, the multicast server 30
has designated the first SSM channel 50(1) to the first group
70(1). Once the multicast server 30 receives a new network
report from the sample of the first group 70(1), and deter-
mines that the first SSM channel 50(1) remains suflicient
based on the mnformation in the network report, then the
multicast server 30 will continue to send the collaboration
data to the first group 70(1) via the first SSM channel 50(1).
Furthermore, the multicast server 30 may be able to define
the particular forward error control (FEC) rate for each SSM
channel based on the packet loss ratio reported in the
network report from the sample of a group. The network
reports may further allow the multicast server 30 to define
the particular sending behavior of an SSM channel by
adjusting the bit rate, whether or not to send the data via
burst transmission, etc.

Turning to FIG. 5, the operation of the user device
optimization software 160 when a user device leaves an
SSM channel, 1s now described. Reference 1s also made to
FIGS. 1-4 for purposes of the description of FIG. 5. As
explained previously with reference to FIG. 3, a user device
has the option, or decision, to remain 1n a specific group that
1s assigned by the multicast server 30. In addition, instead of
a user device simply switching from one group to another
group, a user device may also leave the group entirely, which
means, 1f the user device was a member of a group, the user
device has then left that group. In the event that a user device
leaves a group, the multicast server 30, at 410, receives a
notification that the user device has left an SSM channel.
The multicast server 30, at 420, then determines it the user
device belonged to a qualified group. In the event that the
multicast server 30 determines that the user device did not
belong to a qualified group, the multicast server 30, at 430,
continues transmitting the collaboration session via the
existing SSM channels. Conversely, 1 the multicast server
30, at 420, determines that the user device did belong to a
qualified group, the multicast server 30, at 440, must then
determine 11 the qualified group 1s still a qualified group after
the user device has left. For example, as 1llustrated 1n FIG.
1, if the multicast server 30 set the threshold to three
members for a qualified group, and one of the user devices
40(10)-40(12) leaves the third group 70(3), then the third
group 70(3) would no longer be considered a qualified
group. I, at block 440, the multicast server 30 determines
that the qualified group 1s no longer a qualified group after
the user device has left, at 450, the multicast server 30
deletes the SSM channel that was dedicated for the qualified
group and notifies the user devices remaining in the group
that the SSM channel 1s not longer available. However, 1f, at
440, the multicast server 30 determines that the qualified
group 1s still a qualified group after the user device has left,
at 460, the multicast server 30 must then determine 1f the
user device that lett the qualified group served as the sample
device for the qualified group.

At 460, 1f the multicast server 30 determines that the user
device that left the qualified group was the sample device of
the qualified group, the multicast server 30, at 470, selects
a new sample for the qualified group based on the remaining
user devices 1n the group. As previously explained, the
multicast server 30 selects the user device whose hardware
capabilities are most similar to the majority of other user
devices of the same qualified group as the sample of a

10

15

20

25

30

35

40

45

50

55

60

65

12

qualified group. Once the multicast server 30 selects a new
sample for the qualified group, the multicast server 30, at
480, will then continue to send the data of the collaboration
session to the qualified group via the dedicated SSM chan-
nel. In addition, if, at 460, the multicast server 30 determined
that the user device that left the qualified group was not the
sample device for the qualified group, then the multicast
server 30, at 480, continues to send the data of the collabo-
ration session to the qualified group via the dedicated SSM
channel.

An example embodiment of a high-level process 500
performed by the multicast server 30 for optimizing the
experience of user devices for a collaboration session trans-
mitted by the multicast server 30 1s depicted in the flowchart
of FIG. 6. Reference 1s also made to FIGS. 1-5 for purposes
of the description of FIG. 6. At 510, the multicast server,
which 1s 1n communication with a plurality of user devices
and configured to send data of a collaboration session to the
plurality of user devices over multiple multicast channels,
¢.2., SSM channels, receives mformation from each of the
user devices. As previously explained, the user devices may
send their personal information related to their hardware
capacity, AMT relay information, AMT gateway informa-
tion, and other network information. At 520, the multicast
server may then group the plurality of user devices accord-
ing to the information they have sent to the multicast server.
Furthermore, at step 520, the multicast server assigns each
group of user devices to one of the multicast channels. The
multicast server may group the user devices in accordance
with the steps performed by the user device optimization
software 160, as 1llustrated in the example embodiment of
FIG. 4. Upon determining the grouping the user devices and
assignment ol each of the groups to a channel, at 530, the
multicast server receives a network report from one of the
user devices of one of the groups. As previously explained,
the network reports imnclude imnformation regarding the net-
work conditions experienced by a user device which
includes mbound bandwidth, packet loss ratio, jitter, latency,
ctc. At 540, the multicast server adjusts the multicast chan-
nel for each of the groups based on the content and infor-
mation within the network reports recerved by the multicast
SErver.

The techniques presented herein provide a computer-
implemented method of determining how to optimize the
collaboration session experience for user devices by assign-
ing the user devices to groups in which the user devices of
the group contain similar hardware and networking capa-
bilities. By placing user devices of similar capabilities mnto
groups, the multicast server i1s able to dedicate a source-
specific multicast channel to each of these groups, where the
source-speciiic multicast channels are optimized for the user
devices of the group. Without placing user devices into
groups, a multicast server may have a limited number of
source-specific multicast channels for all of the user devices
of a network, and the multicast server will set the bit rate low
enough to enable as many user devices on the network to
subscribe to the source-specific multicast channel. Thus,
user devices that have network and hardware capabilities of
handling bit rates with a larger capacity may have a bad
experience for the collaboration session because of long
delays, bad media quality, or both. Furthermore, the multi-
cast server 1s not able to dedicate a different source-speciiic
multicast channel with specific bit rates for each of the user
devices because the multicast server would then lose the
advantages achieved through multicasting. Grouping user
devices that have similar capabilities reduces the outgoing
bandwidth of the multicast server.
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In another form, an apparatus 1s provided comprising a
network interface unit configured to enable communications
with a plurality of user devices and send data over multiple
multicast channels; a memory; and a processor configured
to: recerve information from each of the user devices, the
information indicating hardware information, automatic
multicast tunneling (AMT) relay information, AMT gateway
information, autonomous system information, or network
address translation information; group the user devices into
one of a plurality of groups according to their information,
cach group being associated with one of the multicast
channels; receive a network report from at least one user
devices of at least one of the groups; and adjust the multicast
channel associated with the group of user devices repre-
sented by the network report.

In still another form, one or more computer readable
storage media are provided for a server 1n communication
with user devices and configured to send data over multiple
multicast channels to the user devices, the computer read-
able storage media being encoded with software comprising
computer executable instructions, and when the software 1s
executed, operable to: receive information from each of the
user devices, the information indicating hardware informa-
tion, automatic multicast tunneling (AMT) relay informa-
tion, AMT gateway information, autonomous system infor-
mation, or network address translation information; group
the user devices 1nto one of a plurality of groups according,
to their information, each group being associated with one of
the multicast channels; receive a network report from at least
one user device of at least one of the groups; and adjust the
multicast channel associated with the group represented by
the network report.

The above description 1s mtended by way of example
only. Various modifications and structural changes may be
made therein without departing from the scope of the
concepts described herein and within the scope and range of
equivalents of the claims.

What 1s claimed 1s:

1. A computer-implemented method comprising:

at a collaboration server in communication with attendee

devices participating in a collaboration session and

configured to send data over multiple multicast chan-

nels:

receiving 1nformation from each of the attendee
devices, the information indicating hardware infor-
mation, automatic multicast tunneling (AMT) relay
information, AMT gateway information, autono-
mous system information, or network address trans-
lation information;

grouping the attendee devices mto one of a plurality of
groups according to the information, each group
being associated with one of the multicast channels;

receiving a network report from at least one attendee
device of at least one of the groups; and

adjusting the multicast channel associated with the
group ol attendee devices represented by the network
report.

2. The method of claim 1, wherein each multicast channel
1s a source-specific multicast (SSM) channel.

3. The method of claim 2, wherein adjusting comprises
opening or closing one or more SSM channels according to
the network report and currently available SSM channels.

4. The method of claiam 2, wherein adjusting includes
adjusting the bit rate of the SSM channel.

5. The method of claim 1, wherein the at least one
attendee devices that sends the network report 1s a sample
device of the group.
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6. The method of claim 1, wherein the network report
includes packet loss ratio, jitter, and/or latency information.
7. The method of claim 1, wherein the network report 1s
received at random time intervals.
8. A collaboration server comprising;
a network interface umt configured to enable communi-
cations with a plurality of attendee devices participat-
ing in a collaboration session and send data over
multiple multicast channels;
a memory; and
a processor configured to:
recerve 1information from each of the attendee devices,
the information indicating hardware information,
automatic multicast tunneling (AMT) relay informa-
tion, AMT gateway information, autonomous system
information, or network address translation informa-
tion;

group the attendee devices into one of a plurality of
groups according to theiwr immformation, each group
being associated with one of the multicast channels;

receive a network report from at least one attendee
device of at least one of the groups; and

adjust the multicast channel associated with the group
of attendee devices represented by the network
report.

9. The collaboration server of claam 8, wherein each
channel 1s a source-specific multicast (SSM) channel.

10. The collaboration server of claim 9, wherein the
processor 1s configured to adjust by opening or closing one
or more SSM channels according to the network report and
currently available SSM channels.

11. The collaboration server of claim 9, wherein the
processor 1s configured to adjust by adjusting the bit rate of
the SSM channel.

12. The collaboration server of claim 8, wherein the at
least one attendee device that sends the network report 1s a
sample device of the group.

13. The collaboration server of claim 8, wherein the
network report includes packet loss ratio, jitter, and/or
latency information.

14. The collaboration server of claim 8, wherein the
network report 1s recerved at random time intervals.

15. One or more non-transitory computer readable storage
media of a collaboration server in communication with
attendee devices participating 1n a collaboration session and
configured to send data over multiple multicast channels to
the attendee devices, the computer readable storage media
being encoded with software comprising computer execut-
able 1nstructions, and when the soitware 1s executed, oper-
able to:

recei1ve information from each of the attendee devices, the
information 1indicating hardware information, auto-
matic multicast tunneling (AMT) relay information,
AMT gateway information, autonomous system infor-
mation, or network address translation information;

group the attendee devices into one of a plurality of
groups according to their information, each group
being associated with one of the multicast channels;

recerve a network report from at least one attendee device
of at least one of the groups; and

adjust the multicast channel associated with the group
represented by the network report.

16. The non-transitory computer readable storage media
of claim 15, wherein each multicast channel 1s a source-
specific multicast (SSM) channel.

17. The non-transitory computer readable storage media
of claim 16, wherein the computer executable instructions
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are operable to adjust by opening or closing one or more
SSM channels according to the network report and currently
available SSM channels.

18. The non-transitory computer readable storage media
of claam 16, wherein the computer executable instructions
are operable to adjust by adjusting the bit rate of the SSM
channel.

19. The non-transitory computer readable storage media
of claim 135, wherein the network report includes packet loss
ratio, jitter, and/or latency information.

20. The non-transitory computer readable storage media
of claam 15, wherein the network report 1s recerved at
random time intervals.
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