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METHOD FOR ESTIMATING USER
INTERESTS

CROSS-REFERENC.

L1l

The present application claims priority to Russian Patent
Application No. 2014136907, filed Sep. 12, 2014, entitled
“METHOD FOR ESTIMATING USER INTERESTS” the

entirety ol which 1s icorporated herein.

FIELD

The present technology relates to computer-implemented
methods for estimating user interests.

BACKGROUND

Various websites and online services analyze the behavior
ol users of their services i order to select relevant content
to be presented either to those same users or to other users.
For example, some search engines keep track of a search
history of their users 1n order to determine which display
advertisements may be of iterest to them, and some online
music services may observe that a first user’s listening
history resembles a second user’s listening history and
therefore suggest to the second user a favorite song of the
first user to which the second user has not yet listened.

In order to estimate which advertisements, webpages,
geographical locations, or other potential user events may be
of interest to a user, online services may collect profile
information about the user and behavioral information
regarding actions performed either by that user or by other
users. The behavioral information may include imnformation
about one or more event types of user actions, such as
selections of buttons or webpage hyperlinks, submissions of
search queries to search engines or other online services, and
dwell times with respect to various network resources (e.g.
how long a webpage 1s estimated to have been viewed). The
information may be stored in a format which facilitates
analysis and extrapolation of estimated user interests and/or
anticipated user behaviors.

Generally, different types of information are stored in a
respective format suitable for representing that type of
information. For example, a web-browsing history of a user
may be represented as a catalog of uniform resource iden-
tifiers (URIs) of various network resources having been
visited by the user, each URI perhaps being accompanied by
a timestamp 1ndicative of a date and time that the network
resource was visited and/or a dwell time indicative of the
amount of time the user presumably spent viewing the
network resource. A geographical history of a user, on the
other hand, may be represented by a series of geographical
coordinates associated with the user, such as position data
collected by the user’s smartphone or “check-ins™ reported
by the user to one or more online services, such as social
networking services.

Because user events of different types are conventionally
represented using different information formats, they can be
difficult 1f not 1mpossible to compare and analyze. More-
over, the sheer number of recorded user can render analysis
of the user events ineflicient 1f not impossible. There 1s
therefore a need for improved methods for estimating user
interests.

SUMMARY

The present technology provides computer-implemented
methods for estimating user interests by way of mapping
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2

user events to vectors 1n a plurality of multidimensional
spaces, thereby enabling analysis of the vectors representa-
tive of the user events to determine a message to be provided
to a user.
These methods may be implemented using a computing
device for carrying out their steps, the computing device
being in communication with an output device suitable for
providing an indication to the user of the one or more
potential events estimated to be of interest. The computing
device may include vector-mapping modules implemented
in hardware, 1n software, or 1n a combination of hardware
and software, each of the vector-mapping modules being
suitable for mapping input vectors from one multidimen-
sional space to output vectors in another multidimensional
space. The multidimensional spaces may each have any
number of dimensions. The multidimensional spaces need
not be defined as such: any set of vectors may be deemed to
belong to a multidimensional space as long as the vectors
cach have a same number of dimensions (equal to that of the
deemed multidimensional space) and a distance between
cach one of the vectors and each other one of the vectors
may be defined and computed (e.g. the Fuclidean distance—
the square root of the dot product with itself of the vector
difference of the two vectors).
The vector-mapping modules are configured to map 1nput
vectors, each corresponding directly or indirectly to one or
more user events, to output vectors in a multidimensional
space. A first vector-mapping module maps first mput vec-
tors determined based on the user events to {first output
vectors 1n a first multidimensional space. A second vector-
mapping module maps second mput vectors determined
based on one or more of the first output vectors to second
output vectors 1 a second multidimensional space.
An analysis of vectors in the first multidimensional space
and/or the second multidimensional space may subsequently
be performed 1n order to determine a message to be provided
to a user. The message may then be provided to the user via
the output device. The message can be any type of infor-
mation deemed to be of interest to the user. Non-limiting
examples include advertisements and hyperlinks to network
resources on the Internet.
Thus, 1 one aspect, various implementations of the
present technology provide a method for estimating user
interests, the method executable by a computing device 1n
communication with an output device, the method compris-
ng:
determining a first imput vector corresponding to a first
user event and a second mput vector corresponding to
a second user event;

mapping the first input vector to a first output vector 1n a
first multidimensional space and the second mnput vec-
tor to a second output vector 1n the first multidimen-
stonal space using a first vector-mapping module;

determiming a third mput vector based at least 1n part on
the first output vector and the second output vector;

mapping the third input vector to a third output vector 1n
a second multidimensional space using a second vec-
tor-mapping module;
determining a message to be provided to a user based at
least 1n part on an analysis of at least one of the first
output vector and the third output vector; and

causing the output device to provide the message to the
user.

In some implementations, the vector-mapping modules
have been configured to map 1nput vectors to output vectors
such that the output vectors are separated by a target distance
from one another, the target distance between any two of the
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output vectors being correlated to a difference between
contexts respectively associated with the two corresponding
iput vectors. In other words, a difference in context
between two user events (or aggregates ol user events)
becomes represented as a distance, in a multidimensional
space, between output vectors having been mapped from
input vectors corresponding to those user events. Thus, 1n
some 1mplementations:
the first vector-mapping module has been configured to
map first configuration mput vectors to first configu-
ration output vectors in the first multidimensional space
such that a respective distance separating each one of
the first configuration output vectors from each other
one of the first configuration output vectors 1s corre-
lated to a diflerence between a context associated with
a respective one of the first configuration 1nput vectors
having been mapped to the one of the first configuration
output vectors and a context associated with a respec-
tive other one of the first configuration mnput vectors
having been mapped to the other one of the first
coniliguration output vectors; and
the second vector-mapping module has been configured to
map second configuration input vectors to second con-
figuration output vectors 1n the second multidimen-
stonal space such that a respective distance separating,
cach one of the second configuration output vectors
from each other one of the second configuration output
vectors 1s correlated to a difference between a context
associated with a respective one of the second configu-
ration input vectors having been mapped to the one of
the second configuration output vectors and a context
associated with a respective other one of the second
conflguration iput vectors having been mapped to the
other one of the second configuration output vectors.
As a non-limiting example, each one of the iput vectors
may be associated with a timestamp representative of the
time of the user event(s) to which it corresponds, and the
context associated with each one of the configuration 1nput
vectors may be determined based on the respective time-
stamp associated with that configuration input vector. Thus,
in some 1mplementations, the difference between the context
associated with the respective one of the first configuration
input vectors having been mapped to the one of the first
configuration output vectors and the context associated with
the respective other one of the first configuration input
vectors having been mapped to the other one of the first
configuration output vectors comprises a time interval
between a time associated with the respective one of the first
configuration input vectors having been mapped to the one
of the first configuration output vectors and a time associated
with the respective other one of the first configuration input
vectors having been mapped to the other one of the first
configuration output vectors; and the difference between the
context associated with the respective one of the second
configuration mput vectors having been mapped to the one
of the second configuration output vectors and the context
associated with the respective other one of the second
configuration mnput vectors having been mapped to the other
one of the second configuration output vectors comprises a
time interval between a time associated with the respective
one ol the second configuration input vectors having been
mapped to the one of the second configuration output
vectors and a time associated with the respective other one
of the second configuration mput vectors having been
mapped to the other one of the second configuration output
vectors.
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In some implementations, the output vectors mapped to
the second multidimensional space represent one or more
user events having occurred during a certain period time,
such as a minute, an hour, a day, a month, a year, a decade,
and so on. Thus, 1n some 1mplementations, the third output
vector represents a plurality of user events having occurred
during a first period of time.

In some implementations, vectors i the second multidi-
mensional space may be further mapped to a third multidi-
mensional space. Thus, 1 some implementations, the
method further comprises:

determining a fourth input vector based at least in part on

the third output vector; and

mapping the fourth input vector to a fourth output vector

in a third multidimensional space using a third vector-
mapping module.

Again, as was the case above in respect of the first
vector-mapping module and the second vector-mapping
module, the third vector-mapping module may have been
configured to map configuration mput vectors to configura-
tion output vectors based at least 1n part on contexts respec-
tively associated with the configuration input vectors. Thus,
in some 1mplementations, the third vector-mapping module
has been configured to map third configuration imput vectors
to third configuration output vectors in the third multidi-
mensional space such that a respective distance separating,
cach one of the third configuration output vectors from each
other one of the third configuration output vectors 1s corre-
lated to a difference between a context associated with a
respective one of the third configuration input vectors hav-
ing been mapped to the one of the third configuration output
vectors and a context associated with a respective other one
of the third configuration mput vectors having been mapped
to the other one of the third configuration output vectors.

In some implementations, the diflerence between the
context associated with the respective one of the third
confliguration input vectors having been mapped to the one
of the third configuration output vectors and the context
associated with the respective other one of the third con-
figuration input vectors having been mapped to the other one
of the third configuration output vectors comprises a time
interval between a time associated with the respective one of
the third configuration input vectors having been mapped to
the one of the third configuration output vectors and a time
associated with the respective other one of the third con-
figuration input vectors having been mapped to the other one
of the third configuration output vectors.

In some 1mplementations, the vectors mapped to the
second multidimensional space represent one or more user
events having occurred during a relatively short period of
time (e.g. a three-minute period), and the vectors mapped to
the second multidimensional space represent one or more
user events having occurred during a relatively long period
of time (e.g. a one-hour period). Thus, 1n some further
implementations, the third output vector represents a plu-
rality of user events having occurred during a first period of
time; and the fourth output vector represents a plurality of
user events having occurred during a second period of time,
the second period of time being longer than the first period
of time and including the first period of time.

In such implementations, vectors in the first multidimen-
sional space are therefore representative of user events
having occurred over a shorter time period and vectors in the
second multidimensional space are representative ol user
events having occurred over a longer time period. As such,
the present technology enables subsequent analysis to be
performed based on vectors representative of user behaviour
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at a shorter timescale, at a longer timescale, or at a combi-
nation of shorter and longer timescales. For example, some
implementations of the present technology may analyze user
behaviour at a short timescale 1n some cases, for example
when determining a ranking of search results to be presented
to a user based on a recent browsing history associated with
the user over the past few minutes, and analyze user behav-
iour at a longer timescale 1n other cases, for example when
selecting an advertisement to be presented to a user, perhaps
based on an estimated demographic profile determined
based on that user’s browsing history over the past several
months or years.

Some i1mplementations of the present technology may
aggregate mformation regarding user events of more than
one event type. This may be achieved by representing the
user events of all of the event types as vectors in a same
multidimensional space. Analysis and comparison of user
events of disparate event types 1s thus facilitated. Thus, 1n
some 1mplementations, the first user event 1s of a {irst user
event type and the second user event 1s of a second user
event type other than the first user event type.

Some 1implementations of the vector-mapping modules of
the present technology may employ neural networks suitable
for mapping mnput vectors to output vectors. Input nodes of
the neural networks may take an input vector as input, and
then propagate consequent values through the nodes of the
network to output nodes which finally express an output
vector corresponding to the mput vector. The neural net-
works may be organized according to any suitable network
structure, whether fully or partially connected, with or
without any number of intermediate nodes between the input
nodes and the output nodes. Thus, 1n some implementations:

mapping the first input vector to the first output vector 1n

the first multidimensional space using the first vector-
mapping module comprises mapping the first input
vector to the first output vector using a first neural
network configured to map 1nput vectors corresponding,
to user events of the first user event type to output
vectors 1n the first multidimensional space;

mapping the second input vector to the second output

vector 1n the first multidimensional space using the first
vector-mapping module comprises mapping the second
input vector to the second output vector using a second
neural network configured to map 1nput vectors corre-
sponding to user events of the second user event type
to output vectors in the first multidimensional space;
and

mapping the third mnput vector to the third output vector

in the second multidimensional space using the second
vector-mapping module comprises mapping the third
input vector to the third output vector in the second
multidimensional space using a third neural network
having been configured to map mmput vectors having
been determined based on at least one vector 1n the first
multidimensional space to output vectors in the second
multidimensional space.

In some implementations, the vector-mapping modules
have been preconfigured, and the computing device merely
performs the mapping of the input vectors to the output
vectors using the preconfigured vector-mapping modules. In
other implementations, a configuration having been deter-
mined may be applied to an unconfigured vector-mapping,
module (e.g. by setting values of parameters of a vector-
mapping module). In yet other implementations, the con-
figuration of the vector-mapping modules itself 1s also
performed by the computing device. Thus, 1n some 1mple-
mentations, the method further comprises:
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6

before mapping the first input vector to the first output
vector using the first vector-mapping module, config-
uring the first vector-mapping module to map the first
configuration nput vectors to the first configuration
output vectors 1n the first multidimensional space such
that the respective distance separating each one of the
first configuration output vectors from each other one
of the first configuration output vectors 1s correlated to
the difference between the context associated with the

respective one of the first configuration input vectors
having been mapped to the one of the first configuration
output vectors and the context associated with the
respective other one of the first configuration input
vectors having been mapped to the other one of the first
configuration output vectors; and

before mapping the third input vector to the third output

vector using the second vector-mapping module, con-
figuring the second vector-mapping module to map the
second configuration mput vectors to the second con-
figuration output vectors in the second multidimen-
stonal space such that the respective distance separating
cach one of the second configuration output vectors
from each other one of the second configuration output
vectors 1s correlated to the difference between the
context associated with the respective one of the second
configuration input vectors having been mapped to the
one of the second configuration output vectors and the
context associated with the respective other one of the
second configuration 1nput vectors having been
mapped to the other one of the second configuration
output vectors.

In 1implementations wherein the diflerence 1n the respec-
tive contexts of the configuration input vectors comprises a
time interval between respective times of user events cor-
responding to those configuration mput vectors, configura-
tion of the vector-mapping modules 1s based at least in part
on those time intervals. Thus, 1n some 1implementations, the
method further comprises:

before mapping the first input vector to the first output

vector using the first vector-mapping module, config-
uring the first vector-mapping module to map the first
configuration mput vectors to the first configuration
output vectors 1n the first multidimensional space such
that the respective distance separating each one of the
first configuration output vectors from each other one
of the first configuration output vectors 1s correlated to
the time interval between the time associated with the
respective one of the first configuration input vectors
being mapped to the one of the first configuration
output vectors and the time associated with the respec-
tive other one of the first configuration mput vectors
being mapped to the other one of the first configuration
output vectors; and

before mapping the third input vector to the third output

vector using the second vector-mapping module, con-
figuring the second vector-mapping module to map the
second configuration mput vectors to the second con-
figuration output vectors 1n the second multidimen-
stonal space such that the respective distance separating
cach one of the second configuration output vectors
from each other one of the second configuration output
vectors 1s correlated to the time interval between the
time associated with the respective one of the second
configuration mput vectors being mapped to the one of
the second configuration output vectors and the time
associated with the respective other one of the second
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configuration input vectors being mapped to the other
one of the second configuration output vectors.

In implementations comprising neural networks, configu-
ration of the vector-mapping modules comprises configura-
tion of the neural networks. Thus, 1n some 1mplementations,
configuring the first vector-mapping module comprises con-
figuring a first neural network and a second neural network,
and configuring the second vector-mapping module com-
prises configuring a third neural network. Configuration may
take place, for example, by training the neural networks
based on a set of training data. The training data may be
hypothetical 1n nature or gathered from actual user events
having occurred.

Because user events may be of more than one event type
in some 1mplementations, neural networks corresponding to
respective event types may be employed. In order to etlec-
tively map the input vectors corresponding to disparate
cvent types to a same multidimensional space, the neural
networks may be tramned while connected i a coupled
Siamese neural network configuration, as described 1n “Mul-
timodal similarity-preserving hashing” by Masci et al.
(“Masc1” heremnafter), published i Cornell University
Library’s “arX1v”” archive for citation as “arXiv:1207.1522”,
the entirety of which 1s hereby incorporated by reference in
jurisdictions so allowing. The neural networks each corre-
sponding to a respective user event type may be trained so
as to minimize cross-modal loss as described therein. Thus,
in some turther implementations, configuring the first neural
network and the second neural network comprises connect-
ing the first neural network and the second neural network
in a coupled Siamese neural network arrangement; and
training the first neural network and the second neural
network to minimize a cross-modal loss between the first
neural network and the second neural network.

There are three diflerent phases associated with 1mple-
mentations of the present technology: (1) configuration of
the vector-mapping modules, (2) mapping of input vectors
corresponding to user events to output vectors in one or
more multidimensional spaces, and (3) determination of a
message to be provided to a user. Each of these may be
performed 1n respect of the same user or of one or more
different users. For example, the vector-mapping modules
may be configured by training one or more of its constituent
neural networks using training data comprising information
about user events associated with a first user (e.g. search
queries submitted by the first user to a first search engine and
geo-location mformation 1n respect of an electronic device
associated with the first user). Using the configured vector-
mapping modules, the computing device may then map
input vectors corresponding to user events associated either
with the first user or a second user to output vectors 1n the
first and second multidimensional spaces. Finally, analysis
of vectors including the output vectors may determine a
message to be provided either to the first user or to the
second user.

Thus, 1n some 1mplementations, the first user event and
the second user event are associated with the user. In other
implementations, at least one of the first user event and the
second user event 1s associated with a second user other than
the user.

In some implementations, the first configuration input
vectors correspond to user events associated with the user. In
other implementations, at least one of the first configuration
input vectors corresponds to a user event associated with a
second user other than the user.

In some 1mplementations, the method further comprises
receiving an indication of the first user event from a user
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8

input device in communication with the computing device.
In some further implementations, the method further com-
prises recerving an indication of the second user event from
the user mput device. In other further implementations, the
method further comprises receiving an indication of the
second user event from a second user input device other than
the user mput device.

Various types of user events are contemplated. In some
implementations, the first user event comprises a use of a
network resource (e.g. a webpage, online service, search
engine, etc.). In some such implementations, the use of the
network resource comprises a displaying of the network
resource on an electronic display. In some such implemen-
tations, the use of the network resource comprises a selec-
tion of a hyperlink to the network resource. In some such
implementations, the network resource 1s an online service,
and the use of the network resource comprises at least one
of a displaying, a selection, and a purchase of at least one of
a good and a service via the online service. In some such
implementations, determining the first mput vector corre-
sponding to the first user event comprises determining the
first input vector based at least 1n part on a uniform resource
identifier of the network resource. In some such implemen-
tations, the network resource 1s a webpage, and determining
the first mput vector corresponding to the first user event
comprises determining the first input vector based at least 1n
part on a property of the webpage. In some such implemen-
tations, the property of the webpage 1s a title of the webpage.

In some implementations, the network resource comprises
a search engine and the use of the network resource com-
prises a submission of a search query. In some such 1mple-
mentations, determining the first input vector corresponding
to the first user event comprises determining the first input
vector based at least 1n part on a search term of the search
query.

In some 1mplementations, the second user event com-
prises an association of a user with a geographical location.
In some such implementations, the association of the user
with the geographical location comprises a presence of the
user within a threshold distance of the geographical location.
In some such implementations, determining the second input
vector corresponding to the second user event comprises
determining the second mput vector based at least 1n part on
a geographical coordinate of the geographical location.

In some implementations, determining the message to be
provided to the user comprises estimating a network
resource to be of interest to the user; and causing the output
device to provide the message to the user comprises causing
the output device to provide an indication of the network
resource to the user. In some such implementations, esti-
mating the network resource to be of interest to the user
comprises determining a ranking of a set of network
resources; and causing the output device to provide the
indication of the network resource to the user comprises
causing the output device to provide to the user at least one
of an indication of a ranked subset of the set of network
resources, an indication of a highest ranked member of the

set of network resources, and an indication of a lowest
ranked member of the set of network resources.

In some implementations, determining the message to be
provided to the user based on the analysis of the at least one
of first output vector and the third output vector comprises:

teeding the at least one of the first output vector and the

third output vector as an mput to an interest 1dentifi-
cation module having been configured to identily user
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interests based on vectors 1n at least one of the first
multidimensional space and the second multidimen-
stonal space; and

determining the message to be provided based on an

interest of the user 1dentified by the interest 1dentifica-
tion module.

In some 1implementations, determiming the message to be
provided to the user based on the analysis of the at least one
of first output vector and the third output vector comprises:

identifying a second user similar to the user based on the

analysis;

identifying an interest of the second user; and

determining the message to be provided to the user based

on the interest of the second user.

In other implementations, determining the message to be
provided to the user based on the analysis of the at least one
of first output vector and the third output vector comprises:

associating the user with a group of users based on the

analysis;

identifying an interest of the group of users; and

determining the message to be provided to the user based

on the interest of the group of users.

Input vectors to the second vector-mapping module are
determined based at least 1n part on output vectors 1n the first
multidimensional space. The determination of these input
vectors may include taking an average of the output vectors,
namely by averaging their values 1n each dimension. Thus,
in some 1implementations, determining the third mnput vector
based at least 1 part on the first output vector and the second
output vector comprises calculating an average of vectors
including the first output vector and the second output
vector. Other techniques for determining the input vectors
based on the output vectors are contemplated, either instead
of or 1n combination with taking the average of the vectors.
For example, statistics regarding the user event types of the
user events to which the output vectors correspond may be
calculated and included in the mput vector.

In other aspects, various implementations of the present
technology provide a non-transitory computer-readable
medium storing program instructions for estimating user
interests, the program instructions being executable by one
Oor more processors of one or more computing devices to
carry out one or more of the above-recited methods. Thus,
various implementations provide a non-transitory computer-
readable medium storing program instructions for estimat-
ing user 1nterests, the program instructions being executable
by a computing device 1n communication with an output
device to eflect:

determination of a first mput vector corresponding to a

first user event and a second iput vector corresponding
to a second user event;
mapping of the first input vector to a first output vector 1n
a first multidimensional space and the second input
vector to a second output vector in the first multidi-
mensional space using a first vector-mapping module;

determination of a third input vector based at least 1n part
on the first output vector and the second output vector;

mapping of the third input vector to a third output vector
in a second multidimensional space using a second
vector-mapping module;
determination of a message to be provided to a user based
at least 1n part on an analysis of at least one of the first
output vector and the third output vector; and

causing the output device to provide the message to the
user.

In the context of the present specification, unless
expressly provided otherwise, a “computing device” 1s any
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hardware and/or software appropriate to the relevant task at
hand. Thus, some non-limiting examples of electronic
devices include computer processors, computer systems
(one or more servers, desktops, laptops, netbooks, etc.),
smartphones, and tablets, as well as network equipment such
as routers, switches, and gateways.

In the context of the present specification, unless
expressly provided otherwise, an “output device” 1s any
hardware suitable for providing information to a user,
whether 1 visual, auditory, or other sensory form. Non-
limiting examples include screens, head-mounted displays,
projectors, and audio interfaces coupled to speakers or
carphones.

In the context of the present specification, unless
expressly provided otherwise, an “input device” 1s any
hardware suitable for obtaining information from a user,
whether originating 1n visual, auditory, tactile, or any other
sensory form. Non-limiting examples include keyboards,
mice, microphones, touchscreens, touchpads, cameras, and
antennas.

In the context of the present specification, unless
expressly provided otherwise, a first device should be under-
stood to be “1n communication with” a second device if each
of the devices 1s capable of sending information to and
receiving information from the other device, across any
physical medium or combinations of physical media, at any
distance, and at any speed. As a non-limiting example, two
digital electronic device(s) may communicate over a com-
puter network such as the Internet. As another non-limiting
example, the devices may run on the same digital electronic
hardware, 1n which case communication may occur by any
means available on such digital electronic hardware, such as
inter-process communication.

In the context of the present specification, unless
expressly provided otherwise, the expression “computer-
readable medium™ 1s intended to include media of any nature
and kind whatsoever, non-limiting examples of which
include RAM, ROM, disks (CD-ROMs, DVDs, floppy
disks, hard disk drives, etc.), USB keys, tlash memory cards,
solid state-drives, and tape drives.

In the context of the present specification, unless
expressly provided otherwise, a “search query” 1s informa-
tion that a search engine takes 1nto account in respect of a
search to be carried out 1n order to provide the user with the
information that the user 1s seecking to obtain through the
search. Each piece of information 1s an “element” of the
search query. Search queries may include a vaniety of
clements, including, but not limited to, one or more “search
terms” (e.g. words, letters, numbers, characters, etc.), the IP
address of the client device, the geographic location of the
client device, the (presumed) language of the search term(s),
a search account associated with the (presumed) user of the
client device, and the application that the user 1s using on the
client device 1n respect of the search. Although the user may
or may not be aware of the various elements included within
their search query, the inclusion of various elements helps to
provide the user with the information that they are seeking
to obtain through the search. In the present context no
particular number or type of elements 1s generally required,
although typically, the more elements provided to the search
engine, the better the search results.

In the context of the present specification, unless
expressly provided otherwise, an “indication” of an infor-
mation element may be the information element 1itself or a
pointer, relference, link, or other indirect mechanism
enabling the recipient of the indication to locate a network,
memory, database, or other computer-readable medium




US 9,740,782 B2

11

location from which the information element may be
retrieved. For example, an idication of a file could include

the file itself (1.e. 1ts contents), or 1t could be a unique {ile
descriptor 1dentifying the file with respect to a particular
filesystem, or some other means of directing the recipient of
the indication to a network location, memory address, data-
base table, or other location where the file may be accessed.
As one skilled i1n the art would recognize, the degree of
precision required in such an indication depends on the
extent of any prior understanding about the interpretation to
be given to information being exchanged as between the
sender and the recipient of the indication. For example, 11 it
1s understood prior to a communication between a sender
and a recipient that an indication of an information element
will take the form of a database key for an entry i a
particular table of a predetermined database containing the
information element, then the sending of the database key 1s
all that 1s required to eflectively convey the information
clement to the recipient, even though the imnformation ele-
ment 1tself was not transmitted as between the sender and the
recipient of the indication.

In the context of the present specification, unless
expressly provided otherwise, the words “first”, “second”,
“third”, etc. have been used as adjectives only for the
purpose ol allowing for distinction between the nouns that
they modily from one another, and not for the purpose of
describing any particular relationship between those nouns.
Thus, for example, it should be understood that, the use of
the terms “first server” and “third server” 1s not intended to
imply any particular order, event type, chronology, hierarchy
or ranking (for example) of/between the server, nor 1s their
use (by 1tsell) intended 1imply that any “second server” must
necessarily exist in any given situation. Further, as 1s dis-
cussed herein 1n other contexts, reference to a “first” element
and a “second” element does not preclude the two elements
from being the same actual real-world element. Thus, for
example, 1n some 1stances, a “first” server and a *“second”
server may be the same software and/or hardware, 1n other
cases they may be different software and/or hardware.

In the context of the present specification, “configuration
input vectors” and “configuration output vectors” refer to
input vectors and output vectors being used to configure a
vector-mapping module during a configuration phase.

Implementations of the present technology each have at
least one of the above-mentioned object and/or aspects, but
do not necessarily have all of them. It should be understood
that some aspects of the present technology that have
resulted from attempting to attain the above-mentioned
object may not satisty this object and/or may satisty other
objects not specifically recited herein.

Additional and/or alternative features, aspects and advan-
tages of implementations of the present technology will
become apparent from the following description, the accom-
panying drawings and the appended claims.

BRIEF DESCRIPTION OF THE DRAWINGS

For a better understanding of the present technology, as
well as other aspects and further features thereof, reference
1s made to the following description which 1s to be used 1n
conjunction with the accompanying drawings, where:

FIG. 1 1s a diagram of a networked computing environ-
ment suitable for configuring an exemplary implementation
of the present technology;

FIGS. 2 to 4 are diagrams representing various user events
used for configuring an exemplary implementation of the
present technology;
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FIGS. 5 and 6 are diagrams representing determination of
first configuration input vectors corresponding to user events
assoclated with a user;

FIG. 7 1s a diagram representing mapping of first con-
figuration 1nput vectors to first configuration output vectors
in a first multidimensional space using a first vector-map-
ping module being configured;

FIG. 8 1s a block diagram of a first vector-mapping
module comprising two neural networks being configured;

FIG. 9 15 a diagram of a first multidimensional space
including first configuration output vectors;

FIG. 10 1s a diagram representing determination of second
configuration input vectors based on {first configuration
output vectors and mapping of second configuration nput
vectors to second configuration output vectors 1 a second
multidimensional space using a second vector-mapping
module being configured;

FIG. 11 1s a block diagram of a second vector-mapping
module comprising a neural network being configured;

FIG. 12 1s a diagram of a second multidimensional space
including second configuration output vectors;

FIG. 13 1s a diagram representing determination of third
configuration mput vectors based on second configuration
output vectors and mapping of third configuration nput
vectors to third configuration output vectors i a third
multidimensional space using a third vector-mapping mod-
ule being configured;

FIG. 14 1s a diagram of a third multidimensional space
including third configuration output vectors;

FIG. 15 1s a diagram of a networked computing environ-
ment suitable for use of an exemplary implementation of the
present technology;

FIGS. 16 and 17 are diagrams representing determination
of first input vectors corresponding to user events associated
with a user:;

FIG. 18 1s a diagram representing mapping of first input
vectors to first output vectors in a first multidimensional
space using a first vector-mapping module having been
configured, determination of a second 1nput vector based on
first output vectors, and mapping of a second input vector to
a second output vector 1n a second multidimensional space
using a second vector-mapping module having been config-
ured;

FIG. 19 1s a diagram representing 1dentification of user
interests based on an output vector in the second multidi-
mensional space;

FIG. 20 1s an exemplary screenshot of a selection by a
user ol one of three hyperlinks to news stories being
displayed via a web browser;

FIGS. 21 and 22 are diagrams representing determination
of first input vectors corresponding to user events associated
with a user:

FIG. 23 1s a diagram representing mapping of first input
vectors to first output vectors in a first multidimensional
space using a first vector-mapping module having been
configured, determination of a second 1nput vector based on
first output vectors, and mapping of a second input vector to
a second output vector 1n a second multidimensional space
using a second vector-mapping module having been config-
ured;

FIG. 24 1s a diagram of a second multidimensional space
including the second output vectors having been mapped
with reference to FIGS. 18 and 23:

FIG. 25 1s an exemplary screenshot of a web browser
displaying hyperlinks to news stories in a modified order
relative to that shown in FIG. 20; and
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FIG. 26 1s a flowchart illustrating the steps of a method
implementation of the present technology.

It should also be noted that, unless otherwise explicitly
specified, the drawings are not to scale.

DETAILED DESCRIPTION

The examples and conditional language recited herein are
principally intended to aid the reader in understanding the
principles of the present technology and not to limait its scope
to such specifically recited examples and conditions. It waill
be appreciated that those skilled in the art may devise
various arrangements which, although not explicitly
described or shown herein, nonetheless embody the prin-
ciples of the present technology and are included within 1ts
spirit and scope.

Furthermore, as an aid to understanding, the following
description may describe relatively simplified implementa-
tions of the present technology. As persons skilled in the art
would understand, various implementations of the present
technology may be of a greater complexity.

In some cases, what are believed to be helpiul examples
of modifications to the present technology may also be set
forth. This 1s done merely as an aid to understanding, and,
again, not to define the scope or set forth the bounds of the
present technology. These modifications are not an exhaus-
tive list, and a person skilled 1n the art may make other
modifications while nonetheless remaining within the scope
of the present technology. Further, where no examples of
modifications have been set forth, it should not be inter-
preted that no modifications are possible and/or that what 1s
described i1s the sole manner of implementing that element
of the present technology.

Moreover, all statements herein reciting principles,
aspects, and implementations of the technology, as well as
specific examples thereof, are mtended to encompass both
structural and functional equivalents thereof, whether they
are currently known or developed in the future. Thus, for
example, 1t will be appreciated by those skilled 1n the art that
any block diagrams herein represent conceptual views of
illustrative circuitry embodying the principles of the present
technology. Similarly, it will be appreciated that any tlow-
charts, tlow diagrams, state transition diagrams, pseudo-
code, and the like represent various processes which may be
substantially represented 1n computer-readable media and so
executed by a computer or processor, whether or not such
computer or processor 1s explicitly shown.

The functions of the various elements shown in the
figures, including any functional block labeled as a “pro-
cessor’, may be provided through the use of dedicated
hardware as well as hardware capable of executing software
in association with appropriate software. When provided by
a processor, the functions may be provided by a single
dedicated processor, by a single shared processor, or by a
plurality of individual processors, some of which may be
shared. Moreover, explicit use of the term “processor” or
“controller” should not be construed to refer exclusively to
hardware capable of executing software, and may implicitly
include, without limitation, digital signal processor (DSP)
hardware, network processor, application specific integrated
circuit (ASIC), field programmable gate array (FPGA),
read-only memory (ROM) for storing software, random
access memory (RAM), and non-volatile storage. Other
hardware, conventional and/or custom, may also be
included.

Software modules, or stmply modules which are implied
to be soltware, may be represented herein as any combina-
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tion of flowchart elements or other elements indicating
performance of process steps and/or textual description.
Such modules may be executed by hardware that 1s
expressly or implicitly shown.

With these fundamentals 1n place, we will now consider
some non-limiting examples to illustrate various implemen-
tations of aspects of the present technology.

There are two phases related to the present technology
illustrated 1n the following figures. FIGS. 1 to 14 refer to a
configuration phase wherein various vector-mapping mod-
ules of an exemplary implementation of the present tech-
nology are configured to map configuration mput vectors
corresponding to user events to configuration output vectors
in various multidimensional spaces, such that a distance
separating the output vectors from one another 1s correlated
to a time 1nterval between the input vectors to which they
correspond. FIGS. 15 to 26 then refer to an application
phase, wherein the configured vector-mapping modules of
the exemplary implementation of the present technology are
used to determine content of a web page, as just one example
ol potential applications of the present technology.

Beginning with FIG. 1, there i1s shown a networked
computing environment 100 suitable for configuration of
some 1mplementations of the present technology, the net-
worked computing environment 100 comprising a smart-
phone 112 (e.g. an Apple 1Phone™ or a Samsung Galaxy
S4™) with a touchscreen 114 for displaying information to
a user 110 and receiving touchscreen commands from the
user 110, a smartphone 122 with a touchscreen 124 for
displaying information to a user 120 and recerving touch-
screen commands from the user 120, a server 130 1n
communication with the smartphones 112 and 122 via a
communications network 101 (e.g. the Internet), and a GPS
satellite 140 transmitting GPS signals 116 and 126 to
smartphone 112 and 122, respectively.

Though not depicted, it will be clear to those of skill 1n the
art that smartphones 112 and 122 each comprise various
hardware modules, including, along with their respective
touchscreens 114 and 124, one or more single or multi-core
processors, a random access memory, one or more network
interfaces for communicating with the server 130 via the
communications network 101, and a GPS receiver. It will
also be understood that other implementations of the present
technology may employ a geographical positioning technol-
ogy other than GPS. Smartphones 112 and 122 are each
running an operating system (e.g. Apple 10S, Google
Android) which includes an intelligent personal assistant
service (e.g. Apple Sir1, Google Now).

While server 130 1s depicted as a single physical com-
puter (which by mmplication comprises hardware modules
including one or more processors, memory, and a network
interface), 1t will also be understood that server 130 may be
implemented using a plurality of networked computers, or as
one or more virtual servers running on one or more physical
computers (e.g. 1n the cloud).

FIG. 2 depicts two user events associated with user 110.
The first user event 211 comprises the user 110 asking the
question “How tall 1s the Eiffel Tower?” at a first time 221
(July 17 at 1:43 pm) to the intelligent personal assistant
service running on her smartphone 112. The second user
event 212 comprises the user 110 being located near the
Eiffel Tower according to the GPS signal 116 of GPS
satellite 140, at a second time 222 (not depicted in FIG. 2)
shortly after the first time 221.

FIG. 3 depicts two further user events associated with user
110, namely a third user event 213 and a fourth user event
214. The third user event 213 comprises the user 110 being
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located near the famous Parisian cafe “Les Deux Magots™
according to the GPS signal 116 of GPS satellite 140 at a

third time 223 (July 17, 9:24 pm). The fourth user event 214
comprises the user 110 asking the question “What 1s a
profiterole?” to the intelligent personal assistant service
running on her smartphone 112 at a fourth time 224 (not
depicted 1n FIG. 3) shortly after the third time 223.

FIG. 4 depicts two further user events, this time associ-
ated with another user 120, namely a fifth user event 215 and
a sixth user event 216. The fifth user event 2135 comprises the
user 120 asking the question “How late 1s the MoMA open
tonight?” to the intelligent personal assistant service running,
on her smartphone 122 at a fifth time 225 (August 10, 7:13
pm). The sixth user event 216 comprises the user 120 being,
located in New York according to the GPS signal 126 of GPS
satellite 140 at a sixth time 226 (not depicted in FIG. 4)
shortly after the fifth time 225. It will be noted that, while the
user events 215 and 216 are associated with user 120 1n the
exemplary 1mplementation described herein, in another
implementation the user events 211 to 216 based on which
the vector-mapping modules are configured could all be
associated with the same user 110, or with one or more other
users (not depicted).

FIG. 5 conceptually depicts the determination by the
server 130 (of FIG. 1) of a first input vector 231 correspond-
ing to the first user event 211 having occurred at a first time
221 (July 17, 1:43 pm). A first hash function 131 executed
by the server 130 1s used to generate the first mput vector
231 based on the first user event 211, the resulting first input
vector 231 consisting of a tuple of hash values 1 five
dimensions (denoted ‘a’ through ‘e’). While the first hash
function 131 generates five-dimensional input vectors 1n the
implementation shown, 1n other implementations the num-
ber of dimensions may be greater or lesser.

The first hash function 131 may be specialized to generate
input vectors corresponding to user events of a particular
user event type, such as the intelligent personal assistant
query “How tall 1s the Eiffel Tower?” of first user event 211,
as shown, or 1t may be a hash function of general nature
which can be employed to generate hash values 1n respect of
user events of more than on user event type. Generation of
hash values based on arbitrary-length data such as intelligent
personal assistant queries 1s well-known 1n the art, and any
suitable implementation of the first hash function 131 may
be employed in concert with the present technology. Once
the first mnput vector 231 has been determined, 1t may be
assoclated with the first time 221 of the first user event 211,
for reasons which will soon become clear.

FIG. 6 conceptually depicts the determination by the
server 130 of a second mput vector 232 corresponding to the
second user event 212 having occurred at a second time 222
(July 17, 1:44 pm) shortly after the first time 221. A second
hash function 132 executed by the server 130 1s used to
generated the second mput vector 232 based on the second
user event 212, the resulting second input vector 232 con-
s1sting of a tuple of hash values 1n three dimensions (denoted
‘" through ‘h”).

Once again, the number of dimensions may be greater or
lesser 1n other implementations. Also, as above, the second
hash function 132 may be used to generate mput vectors
corresponding to user events ol a particular user event
type—in this case, the geographical coordinates (e.g. lati-
tude, longitude) of a geographical location (e.g.
48°51'28.7"N, 2°17'30.6"E) associated with the second user
event 212. Once the second mput vector 232 has been
determined, 1t may be associated with the second time 222
of the second user event 212.
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FIG. 7 depicts the conceptual process of mapping input
vectors 231 to 236, which correspond to the user events 211
to 216 (shown at their respective times 221 to 226 along a
timeline 220), to respective output vectors 241 to 246 1n a
first multidimensional space 240. In the exemplary imple-
mentation presented herein, the first multidimensional space
240 has three dimensions (‘x,’, ‘y,’, and ‘z,’), but the first
multidimensional space 240 could have a greater or lesser
number of dimensions 1n other implementations. The map-
ping 1s performed by a first vector-mapping module 133 of
the server 130, which may comprise one or more neural
networks, such as the first neural network 133A and the
second neural network 133B shown 1n FIG. 8.

The neural networks 133A and 133B may each be con-
figured to map mput vectors corresponding to user events of
a particular user event type. For example, as shown 1n FIG.
8, the first neural network 133A may map input vectors
corresponding to intelligent personal assistant queries, such
as input vector 231, while the second neural network 133B
may map input vectors corresponding to geolocation events,
such as input vector 232. In this way, output vectors (e.g.
241 and 242) corresponding to user events of disparate user
cvent types may be mapped to a same multidimensional
space (e.g. the first multidimensional space 240), thereby
facilitating comparison and analysis of user events of those
disparate user event types.

The neural networks 133A and 133B each comprise an
mput layer with a number of input nodes equal to the
dimensionality of the iput vectors they are configured to
map, and an output layer with a number of nodes equal to the
dimensionality of the first multidimensional space 240. In
addition, each of the neural networks 133 A and 133B may
further include one or more hidden layers of any dimen-
sionality, such as the single hidden layer of two nodes
(unlabelled) of the second neural network 133B shown 1n
FIG. 8. Moreover, any suitable neural network topology may
be employed, whether partially-connected as in the case of
the first neural network 133 A or fully-connected 1n the case
of the second neural network 133B.

In the configuration phase of the present technology, the
first vector-mapping module 133 1s to be configured such
that the output vectors 241 to 246—to which the input
vectors 231 to 236 are mapped—are separated from one
another by a distance correlated to a difference between
contexts respectively associated with the user events 211 to
216. In other words, user events associated with similar
contexts should result 1n output vectors close together 1n the
first multidimensional space 240, and user events associated
with dissimilar contexts should result 1n output vectors
distant from each other in the first multidimensional space
240. In various implementations of the present technology,
the “context” with which each of the user events 1s associ-
ated may be determined based on a variety of factors, and the
present technology 1s not limited to any one such factor. For
the sake of 1illustration, the exemplary implementation
described herein uses the time of each one of the user events
as a proxy for the context of that user event, such that user
events having occurred close together 1n time are deemed to
belong to similar contexts, and user events having occurred
far apart 1n time are deemed to belong to dissimilar contexts.

For example, as shown 1n FIG. 9, the first output vector
241 and the second output vector 242 are separated by a
short distance 241242 1n the first multidimensional space
240, owing to the fact that the time interval 221222 (shown
in FIG. 7) between the first time 221 and the second time 222
1s also short. The same 1s true with regard to the distance

243244, which is correlated to the time interval 223224, and
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the distance 245246, which 1s correlated to the time interval
225226. Conversely, output vectors 244 and 245 are sepa-
rated by a relatively large distance 244245, owing to the long
time interval 224245 between the fourth time 224 of the
fourth user event 214 and the fifth time 225 of the fifth user
event 225 (as shown 1n FIG. 7).

The manner 1n which the first vector-mapping module 133
1s configured to cause mput vectors corresponding to user
events distant from one another in time to be mapped to
output vectors distant from one another 1n the first multidi-
mensional space 240 1s implementation dependent. In 1imple-
mentations of the first vector-mapping module 133 which
comprise neural networks (e.g. neural networks 133A and
133B as shown 1 FIG. 8), configuration of the first vector-
mapping module 133 comprises training/adjusting threshold
values of the nodes of the neural networks 133A and 133B
so as to achieve the desired correlation of distances between
the output vectors 241 to 246 to the time intervals between
the user events 211 to 216.

Furthermore, in implementations of the first vector-map-
ping module 133 which include more than one neural
network (e.g. 133A and 133B) so as to enable input vectors
corresponding to user events of diflerent types to be mapped
to a same multidimensional space (e.g. the first multidimen-
sional space 240, as described above with reference to FIG.
7), configuration of the multiple networks (133A, 133B,
ctc.) may comprise calibration of those neural networks with
respect to one another. For example, this may be achieved by
training the neural networks (133A, 133B, etc.) while they
are connected 1n a coupled Siamese neural network arrange-
ment, as described 1 Masci, and adjusting the respective
parameters of the neural networks (133A, 133B, etc.) so as
to minimize the cross-modal loss between them, wherein the
“user event types” of the present technology may be equated
to the “modalities” of Masci, with each constituent neural
network (133A, 133B, ectc.) of the first vector-mapping
module 130 being configured to map input vectors corre-
sponding to user events of one user event type to output
vectors 1n the same multidimensional space (the first mul-
tidimensional space 240).

As depicted 1n FIG. 10, once the first output vectors 241
to 246 have been mapped to the first multidimensional space
240, second 1put vectors 251 to 253 may be determined
based on those first output vectors 241 to 246, for example
using a first vector-aggregation module 134 of server 130.
As the name mmplies, the first vector-aggregation module
134 aggregates one or more vectors selected from among the
first output vectors 241 to 246 1n the first multidimensional
space 240, and generates second input vectors based
thereon.

For example, 1n some implementations, the first vector-
aggregation module 134 may select a subset of the first
output vectors 241 to 246 having resulted from user events
211 to 216 which occurred within a particular period of time
(1.e. by checking a timestamp associated to see whether it
lies within a particular range of values). Depending on the
implementation, the period of time chosen could be of any
duration (e.g. one minute, ten minutes, one hour, one day,
three weeks, two years, efc.).

In FIG. 10, the mput vector 251 corresponds to user
events 211 and 212 having both occurred during the same
one-hour period (1.e. on July 17 between 1:00 pm and 2:00
pm), the imput vector 252 corresponds to user events 213 and
214 having both occurred during another one-hour period
(1.e. on July 17 between 9:00 pm and 10:00 pm), and the
input vector 233 corresponds to user events 215 and 216
having occurred during another one-hour period (i.e. on
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August 10 between 7:00 pm and 8:00 pm). Of course, for the
sake of comparison across time zones, the time periods 1n
questions may be normalized to a universal time such as
Greenwich Mean Time (GMT). Moreover, 1t will be under-
stood that even though there are only six first output vectors
241 to 246 1n the exemplary implementation shown in FIG.
10, a far greater number of user events and corresponding
first output vectors may be aggregated in other contexts.

Aggregation of vectors selected by the first vector-aggre-
gation module 134 may comprise concatenating the vectors
(1.e. combining them together in parallel, such that the
dimensionality of the aggregate vector 1s equal to the
dimensionality of the vectors aggregated multiplied by the
number of vectors aggregated). Alternatively, or in combi-
nation with concatenation, the aggregation of the vectors
may comprise averaging the vectors (1.e. taking the average
of the selected vectors 1n each dimension of the first mul-
tidimensional space 240). Aggregation may also comprise
compiling statistics about the selected output vectors, such
as a count of the number of output vectors having resulted
from user events ol each user event type. As a result, for
example 1 averaging 1s employed, the second mput vectors
251 to 253 generated by the first vector-aggregation 251 may
have one dimension for each dimension of the first multi-
dimensional space 240, plus one additional dimension for
cach type of user event based on which the first output
vectors 241 to 246 were generated.

For example, input vector 251 would have five dimen-
s10ons: a first dimension corresponding to the “x1”” dimension
of the first multidimensional space 240 and having a value
equal to the average of the values of the first output vectors
241 and 242 1n the “x1” dimension, a second dimension
corresponding to the “y1” dimension of the first multidi-
mensional space 240 and having a value equal to the average
of the values of the first output vectors 241 and 242 1n the
“v1”” dimension, a third dimension corresponding to the “z1”
dimension of the first multidimensional space 240 and
having a value equal to the average of the values of the first
output vectors 241 and 242 in the “z1” dimension, a fourth
dimension corresponding to the intelligent personal assistant
query user event type and having a value of “1” (the number
of first output vectors 241 and 242 having resulted from a
user event of that type), and a fifth and final dimension
corresponding to the geolocation user event type and also
having a value of *“1” (the number of first output vectors 241
and 242 having resulted from a user event of that type).

Once the first output vectors 241 to 246 have been
aggregated mto second input vectors 251 to 233 by the first
vector-aggregation module 134, they are mapped to respec-
tive second output vectors 261 to 263 1n a second multidi-
mensional space 260 using a second vector-mapping module
135 of the server 130. In the exemplary implementation
presented herein, the second multidimensional space 260
has three dimensions (*x,’, ‘y,’, and ‘z,’), but the second
multidimensional space 260 could have a greater or lesser
number of dimensions 1n other implementations.

Mapping of the second input vectors 251 to 253 to the
second output vectors 261 to 263 may be performed by the
second vector-mapping module 135 in a similar way as the
mapping of the first mput vectors 231 to 236 to the first
output vectors 241 to 246 performed by the first vector-
mapping module 133. As depicted 1n FIG. 11, the second
vector-mapping module 135 may comprise a third neural
network 135A, with a number of input nodes equal to the
dimensionality of the second input vectors 2351 to 253
generated by the first vector-aggregation module 134 and a
number of output nodes equal to the dimensionality of the
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second multidimensional space 260. As was the case with
the first neural network 133A and second neural network

133B of the first vector-mapping component 133, the third
neural network 135A of the second vector-mapping compo-

nent 135 may comprise any number of hidden layers of 5

nodes (no hidden layer i1s included 1n the implementation
depicted 1n FIG. 11) and the third neural network 135A may
be arranged in any suitable network topology, such as the
tully-connected topology depicted in FIG. 11.

FIG. 12 shows the second multidimensional space in
greater detail. In particular, the reader’s attention 1s drawn to
the distances between the second output vectors 261 to 263.
During this configuration phase, the second vector-mapping
module 135 1s configured such that the second output
vectors 261 to 263 are separated from one another by a
distance correlated to the length of a time interval between
times associated with the corresponding second mput vec-
tors 251 to 253 mapped thereto.

For example, as described above, the mput vector 251
may correspond to the one-hour period of 1:00 pm to 2:00
pm on July 17, the input vector 252 may correspond to the
one-hour period of 9:00 pm and 10:00 pm on July 17, and
the iput vector 253 may correspond to the one-hour period
of 7:00 pm and 8:00 pm on August 10. As such, eight hours
separate the time associated with the mput vector 251 and
the time associated with the input vector 252, and 574 hours
separate the time associated with the mput vector 252 and
the time associated with the mput vector 253. As such, the
second vector-mapping module would be configured such
that the ratio of the distance 262263 (which separates the
second output vector 263 from the second output vector 262)
to the distance 261262 (which separates the second output
vector 262 from the second output vector 261) 1s approxi-
mately 574/8=71.73.

The exact ratio need not be achieved for the present
technology to be eflective. In implementations wherein the
second vector-mapping module 135 1s implemented using a
third neural network 135A as depicted 1n FIG. 11, configu-
ration of the second vector-mapping module 135 comprises
training/adjusting the threshold values of the nodes of the
third neural network 135 A such that the distances separating,
the second output vectors 261 to 263 from one another are
correlated to the time intervals between the times associated
with the corresponding second input vectors 251 to 253.

In some implementations, the aggregation of output vec-
tors 1n one multidimensional space to generate input vectors
and mapping of those generated mput vectors to another
multidimensional space may be repeated one or more addi-
tional times. FIG. 13 shows such a further extension of the
present technology, with the second output vectors 261 to
263 being aggregated by a second vector-aggregation mod-
ule 136 of the server 130 into third mput vectors 271 and
2772, the third mput vector 271 being based on those of the
second output vectors 261 to 263 which resulted from user
events having occurred in the month of July (i.e. second
output vectors 261 and 262) and the third input vector 272
being based on those of the second output vectors 261 to 263
which resulted from user events having occurred in the
month of August (1.e. second output vector 263).

Again, aggregation may comprise concatenating selected
ones of the second output vectors 261 to 263 and/or taking
the average of the selected ones of the second output vectors
261 to 263 and compilation of statistics related to the types
of user events from which the second output vectors 261 to
263 are derived. A third vector-mapping module 137 of the
server 130 1s then configured to map the third iput vectors
271 and 272 to third output vectors 281 and 282 1n a third
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multidimensional space 280, again such that the distance
281282 separating the third output vectors 281 and 282
(shown 1n FIG. 14) correlates to the time interval between
the mput vectors 271 and 272.

Once configuration of the first vector-mapping module
133 and the second-vector mapping module 135 (as well as
the third-vector mapping module 137 and any further vector-
mapping modules 1 implementations which include them)
1s complete, the configured vector-mapping modules may
then be applied 1n an application phase to map input vectors
corresponding to other user events to output vectors 1n the
first, second, and other multidimensional spaces, as the case
may be. In some implementations, the server 130 may itself
employ the configured vector-mapping modules 133, 135,
137 1n this application phase.

In other implementations, a configuration of the vector-
mapping modules 133, 135, 137 may be stored 1n a non-
transitory computer-readable memory of the server 130
and/or transmitted to another one or more computers (physi-
cal or virtual) 1n communication with the server 130 (e.g. via
a communications network such as the Internet), such as the
server 330 1n the networked computing environment 300 of
FIG. 15. The server 330 may then configure 1ts own {first
vector-mapping module 333 and second vector-mapping
module 335 (shown 1n FIG. 18) based on the configuration
information received from the server 130. As further shown
in FIG. 15, the server 330 1s 1n communication, via a
communications network 301 (e.g. the Internet), with a
smartphone 312 (e.g. an Apple 1Phone™ or a Samsung
Galaxy S4™) with a touchscreen 314 for displaying infor-
mation to a user 310 and receiving touchscreen commands
from the user 310, and a smartphone 322 with a touchscreen
324 for displaying information to a user 320 and receiving
touchscreen commands from the user 320.

The users 310 may be the same as the users 110, 120
associated with the configuration phase, or they may be
different users than the users 110, 120. Likewise, the smart-
phones 312, 322 may be the same devices as the smart-
phones 112, 122 or they may be diflerent devices. A GPS
satellite 340 transmits GPS signals 316, 326 to the smart-
phones 312, 322. The GPS satellite 340 may be the same as
the GPS satellite 140 of the configuration phase, or 1t may
be a different GPS satellite.

Though not depicted, 1t will be clear to those of skill in the
art that smartphones 312 and 322 cach comprise various
hardware modules, including, along with their respective
touchscreens 314 and 324, one or more single or multi-core
processors, a random access memory, one or more network
interfaces for communicating with the server 330 via the
communications network 301, and a GPS recerver. It will
also be understood that other implementations of the present
technology may employ a geographical positioning technol-
ogy other than GPS. Smartphones 312 and 322 are each
running an operating system (e.g. Apple 10S, Google
Android) which includes an intelligent personal assistant
service (e.g. Apple Siri, Google Now). While server 330 1s
depicted as a single physical computer (which by 1mplica-
tion comprises hardware modules including one or more
processors, memory, and a network interface), 1t will also be
understood that server 330 may be implemented using a
plurality of networked computers, or as one or more virtual

servers running on one or more physical computers (e.g. 1n
the cloud).

Turning now to FIG. 16, a user event 411 associated with
user 310 1s shown. More specifically, at time 421 (6:31 pm
on September 2), user 310 asks the question “What’s the
new Jennifer Lopez movie?” to the intelligent personal
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assistant running on his smartphone 312. A first hash func-
tion 331 1s executed by the server 330 to determine an input
vector 431 corresponding to the user event 411.

In FIG. 17, another user event 412 associate with the user
310 1s shown. More specifically, at time 422 (10:06 pm on
September 8), the smartphone 312 of user 310 1s located at
the Super Star Chinese restaurant, geographical coordinates
of which are obtained according to the GPS signal 316 of
GPS satellite 340 and transmitted to the server 330. The
server 330 then executes a second hash function 332 to
determine an input vector 432 corresponding to the user
event 412.

FIG. 18 depicts the conceptual process, performed by the
server 330, of mapping the mput vectors 431 and 432 to
respective output vectors 441 and 442 1n a first multidimen-
sional space 440 (not explicitly depicted) using a first neural
network 333 A and a second neural network 333B of the first
vector-mapping module 333 of the server 330; then aggre-
gating the output vectors 441 and 442 to generate an 1nput
vector 451 using a vector-aggregation module 334 of the
server 330 (in like manner to the aggregation of vectors
described hereinabove during the configuration phase); and
finally mapping the input vector 451 to an output vector 461
of a second multidimensional space 460 (depicted in FIG.
24) using a third neural network 335A of a second vector-
mapping module 335 of the server 330. The output vector
461 thus generated therefore represents the behaviour of
user 310, including submission of a Jennifer Lopez-related
query and presence at Super Star Chinese restaurant.

In FIG. 19, the output vector 461 1s analyzed by an
interest 1dentification module 338 of the server 330. The
interest 1dentification module 338 may include functions
having been learned (using various machine learning tech-
niques known 1n the art) to identily interests of a user such
as user 310 based on an analysis of one or more output
vectors 1n the first multidimensional space 440 and/or the
second multidimensional space 460, those output vectors
having been mapped from input vectors corresponding to
user events by the vector-mapping modules 333, 335 of the
server 330. As shown 1n FIG. 19, the result of the analysis
performed by the interest identification module 338 may be
a listing of estimated interests 490 of the user 310.

In FIG. 20, user 310 navigates to a webpage 500 of the
BBC news. As part of serving the webpage 500, the BBC
web server rendering the webpage 500 may obtain an
identifier of the user 310 and communicate it to the server
330. The server 330 may then provide to the BBC web
server the listing of estimated interests 490 of the user 310.
Based on the estimated interests 490 of the user 310, the
BBC web server may select news stories 511, 512, and 513
as the three most relevant news stories for user 310. The
BBC web server may further determine that hyperlinks to
the news stories should be presented 1n the order shown 1n
FIG. 20, with the hyperlink to news story 511 appearing
betfore the hyperlink to news story 512, and the hyperlink to
news story 512 appearing before the hyperlink to news story
513. The past behaviour of user 310 as represented by the
output vector 461 and interpreted by the interest identifica-
tion module 338 has thus influenced the content and order-
ing of the BBC news webpage 500. As shown 1n FIG. 20, the

user 310 ultimately selects the hyperlink to news story 513.

FI1G. 21 shows a user event 413 associated with a user 320
other than the user 310, wherein the user 320 asks the
question “How old 1s Jenmifer Lopez?” to the intelligent
personal assistant running on his smartphone 322 at time

423 (3:12 pm on September 7). The first hash function 331
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1s executed by the server 330 1n order to determine the input
vector 433 corresponding to the user event 413.

FIG. 22 shows another user event 414 associated with the
user 320, wherein the smartphone 322 of user 320 1s located
at the Super Star Chinese restaurant at time 424 (7:15 pm on
September 12) according to the GPS signal 326 received
from GPS satellite 340. The server 330 then executes the
second hash function 332 to determine an 1mput vector 434
corresponding to the user event 414.

FIG. 23 depicts the conceptual process, performed by the
server 330, of mapping the mput vectors 433 and 434 to
respective output vectors 443 and 444 1n a first multidimen-
sional space 440 (not explicitly depicted) using the first
neural network 333 A and the second neural network 333B of
the first vector-mapping module 333; then aggregating the
output vectors 443 and 444 to generate an input vector 452
using a vector-aggregation module 334; and finally mapping
the mput vector 452 to an output vector 462 of a second
multidimensional space 460 (depicted in FIG. 24) using a
third neural network 335A of the second vector-mapping
module 335. The output vector 462 thus generated therefore
represents the behaviour of user 320, including submission
of a Jennifer Lopez-related query and presence at Super Star
Chinese restaurant.

Because the behaviours of user 310 and the user 320 are
similar—both asked questions related to Jennifer Lopez, and
both were located at the Super Star Chinese restaurant, it 1s
the resulting output vectors 461 and 462 generated by the
vector-mapping modules 333 and 335 may be located near
to one another 1n the second multidimensional space 460, for
example as shown in FIG. 24. Also shown in the second
multidimensional space 460 are several other output vectors
which may have been mapped to the second multidimen-
sional space 460, but which are not based on user events
very similar to the user events 411 to 414 having resulted in
the output vectors 461 and 462, and are therefore not located
near the output vectors 461 and 462 in the second multidi-
mensional space 460.

Because the output vector 461 representative of the user
behaviour of user 310 1s near the output vector 462 repre-
sentative of the user behaviour of user 320, the server 330
may associate the user 320 to the user 310. This association
of user 320 to user 310 may then be exploited to target a
message to user 320 which 1s known to appeal to user 310.
For example, given that user 310 selected the hyperlink to
news story 513 when presented with hyperlinks to various
news stories 511 to 513, when user 320 later wvisits the
webpage 500 of the BBC news, the link to news story 513
may be presented ahead of the links to news stories 311 and
512. In this manner, the similarity of the output vectors
representative of the respective user behaviours of user 310
and user 320 may result in an association of those users, such
that a known 1nterest of one user may be imputed as an
estimated interest of the other user. Moreover, 1n other
implementations (not depicted), a user may be associated
not with a single other user, but with a group of users, and
a known interest of that group of users (e.g. a demographic
group, such as professionals aged 25-34) may be imputed to
the user so as to determine a message to be provided to him
or her.

FIG. 26 1s a flowchart of a method implementation 600 of
the present technology, as may be executed by the server 330
of FIG. 15 (as described above) or by any other suitable
computing device able to collect information about user
events associated with one or more users. At step 610, a first
input vector (e.g. mput vector 431) corresponding to a first
user event (e.g. user event 411) and a second 1nput vector
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(e.g. mput vector 432) corresponding to a second user event
(c.g. user event 412) are determined. At step 620, the first
iput vector 431 1s mapped to a first output vector 441 1n a
first multidimensional space 440 and the second 1input vector
432 1s mapped to a second output vector 442 1n the {first
multidimensional space 440 using a first vector-mapping
module 333 having been configured to map first input
vectors (e.g. 231 to 236) to first output vectors (e.g. 241 to
246) 1n the first multidimensional space such that a respec-
tive distance separating each one of the first output vectors
from each other one of the first output vectors 1s correlated
to a time 1nterval between a time associated with a respective
one of the first input vectors having been mapped to the one
of the first output vectors and a time associated with a
respective other one of the first mput vectors having been
mapped to the other one of the first output vectors. At step
630, a third 1mnput vector (e.g. imnput vector 451) 1s determined
based at least 1n part on the first output vector 441 and the
second output vector 442. At step 640, the third input vector
451 1s mapped to a third output vector 4671 1n a second
multidimensional space 460 using a second vector-mapping,
module 3335 having been configured to map second input
vectors (e.g. 251 to 2353) to second output vectors (261 to
263) 1 the second multidimensional space such that a
respective distance separating each one of the second output
vectors from each other one of the second output vectors 1s
correlated to a time interval between a time associated with
a respective one of the second iput vectors having been
mapped to the one of the second output vectors and a time
associated with a respective other one of the second 1nput
vectors having been mapped to the other one of the second
output vectors. At step 650, a message to be provided to a
user 1s determined based at least 1n part on an analysis of at
least one of the first output vector and the third output vector.
At step 660, the output device (e.g. a display showing the
webpage 500 of the BBC news) 1s made to provide the
message (the webpage content including a ranking of hyper-
links to news stories) to the user.

It should be noted that the hashing operation(s) described
herein 1s meant to 1illustrate one type of transformation.
However, 1t should not be construed to mean as the only
possible implementation of such transformation. One skilled
in the art should appreciate that other types of data trans-
formation can be used 1n alternative embodiments of the
present technology. Other non-limiting examples of other
such possible transformation functions can include, but are
not limited to: format change (specifically applicable to the
geo-information, time, and the like), transformation of only
a portion of data and the like. Furthermore, 1t should be
understood that the hashing function itself 1s not limited to
any particular implementation thereof. As such, various
embodiments of the present technology, can involve a hash-
ing function based on division, hashing of various length
strings, multiplication based hashing, perfect hashing, uni-
versal hashing and the like.

Modifications and improvements to the above-described
implementations of the present technology may become
apparent to those skilled in the art. The foregoing description
1s intended to be exemplary rather than limiting. The scope
of the present technology 1s therefore intended to be limited
solely by the scope of the appended claims.

The invention claimed 1s:

1. A computer-implemented method for estimating user
interests, the method executable by a computing device 1n
communication with an output device, the method compris-
ng:
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determiming, by the computing device, a first input vector
corresponding to a first user event and a second input
vector corresponding to a separate second user event;
configuring a first vector-mapping module to map given
iput vectors to output vectors 1n a first multidimen-
stonal space such that a respective distance separating
the output vectors from each other 1s correlated to a
difference between a user event context associated with
the first input vector having been mapped to 1ts output
vector and a user event context associated with the
second mput vector having been mapped to 1ts output
vector, the configuring the first vector-mapping module
including configuring a first neural network and a
second neural network by:
connecting the first neural network and the second
neural network 1n a coupled Siamese neural network
arrangement, and
training the first and second neural networks to mini-
mize a cross-modal loss between the first neural
network and the second neural network;
mapping, using the first vector-mapping module of the
computing device, the first input vector to a first output
vector 1 the first multidimensional space and the
separate second 1nput vector to a second output vector
in the first multidimensional space,
the first vector-mapping module being enabled to map
both the first output vector and the second output vector
to the first multidimensional space even 1f the first user
event and the second user event are of different types;
determining, by the computing device, a third input vector
based at least in part on the first output vector and the
separate second output vector;
configuring a second vector-mapping module to map
iput vectors to output vectors 1n a second multidimen-
stonal space such that a respective distance separating
the output vectors from each other 1s correlated to a
difference between a user event context associated with
one mput vector, the one input vector being a respective
output vector of the first vector-mapping module and a
user event context associated with another input, the
other mput vector being another respective output
vector of the first vector-mapping module, the config-
uring the second vector-mapping module including
configuring a third neural network;
mapping, using the second vector-mapping module of the
computing device, the third mput vector to a third
output vector in the second multidimensional space;
determining, by the computing device, a message to be
provided to a user based at least 1n part on an analysis
of at least one of the first output vector and the third
output vector; and
causing, by the computing device, the output device to
provide the message to the user.
2. The method of claim 1, wherein:
the first vector-mapping module has been configured to
map first configuration input vectors to first configu-
ration output vectors 1n the first multidimensional space
such that a respective distance separating each one of
the first configuration output vectors from each other
one of the first configuration output vectors 1s corre-
lated to a difference between a context associated with
a respective one of the first configuration mput vectors
having been mapped to the one of the first configuration
output vectors and a context associated with a respec-
tive other one of the first configuration mput vectors
having been mapped to the other one of the first
configuration output vectors; and
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the second vector-mapping module has been configured to

map second configuration input vectors to second con-
figuration output vectors 1n the second multidimen-
stonal space such that a respective distance separating,

vectors having been mapped to the other one of the
second configuration output vectors.

26

from each other one of the second configuration output
vectors 1s correlated to a difference between a context
associated with a respective one of the second configu-
ration input vectors having been mapped to the one of

each one of the second configuration output vectors s the second configuration output vectors and a context
E;I:; f:‘il 2;?;1222 (‘i t:edisfe:_‘;?;fczoéljﬁr ;?‘:lnczllll?;ﬁ associated with a respective other one of the second

_ _ S confliguration input vectors having been mapped to the
associated with a respective one of the second configu- : .
ration input vectors Eaving been mapped to the onegof z;lzler one of the second configuration output vectors:
the second configuration output vectors and a context 10 the th; :

. . . ¢ third vector-mapping module has been configured to
associated with a respective other one of the second hird confieuration inout vectors fo third confiou.
configuration input vectors having been mapped to the tHep TS COMTSUIAHOL T T VELTOLS 10 I COLLEY
other one of the second configuration output vectors. ration output vectors 1in ‘the j[hlrd mult1d1mensmnql

3. The method of claim 2, wherein: space such that a respective distance separating each

the difference between the context associated with the 15 one of the third conﬁguratlon qu?m vectors from cacil
respective one of the first configuration input vectors other one of the‘ third configuration output vectors 18
having been mapped to the one of the first configuration correlated to a difference between a context associated
output vectors and the context associated with the with a respective one ot the third configuration 1nput
respective other one of the first configuration input vectors having been mapped to the one of the third
vectors having been mapped to the other one of the first 20 configuration output vectors and a context associated
configuration output vectors comprises a time interval with a respective other one of the third configuration
between a time associated with the respective one of iput vectors having been mapped to the other one of
the first configuration input vectors having been the third configuration output vectors.
mapped to the one of the first configuration output 6. The method of claim 5, wherein:
vectors and a time associated with the respective other 25 the difference between the context associated with the
one of the first configuration mnput vectors having been respective one of the first configuration input vectors
maIEPEd to tcllle other one of the first configuration output having been mapped to the one of the first configuration
VeLlors, di _ | output vectors and the context associated with the

the di erence between the context assqcm"[ed with the respective other one of the first configuration input
respective one of the second configuration input vectors 30 vectors having been mapped to the other one of the first
?;?;I;gozien mapped to the one of the seconfl conﬁgu- configuration output vectors comprises a time interval

put vectors and the context associated with bt . . od with th ; ;

the respective other one of the second configuration CIWERIL A IS aRSORIAIEE W © TESpELHTE OhE ©
. . the first configuration input vectors having been
iput vectors having been mapped to the other one of _
the second configuration output vectors comprises a 35 mapped (o the: one of Fhe ﬁrsj[ conﬁguratlop output
time interval between a time associated with the respec- vectors and a time assocniited' with the respectlive other
tive one of the second configuration input vectors one of the first configuration mput vectors ha:vmg been
having been mapped to the one of the second configu- mapped to the other one of the first configuration output
ration output vectors and a time associated with the vectors;
respective other one of the second configuration input 40  the difference between the context associated with the

respective one of the second configuration input vectors
having been mapped to the one of the second configu-

4. The method of claim 1, further comprising:

determining a fourth input vector based at least 1n part on
the third output vector; and 45

mapping the fourth mput vector to a fourth output vector

ration output vectors and the context associated with
the respective other one of the second configuration
iput vectors having been mapped to the other one of
the second configuration output vectors comprises a

in a third multidimensional space using a third vector-
mapping module.

5. The method of claim 4, wherein:

time interval between a time associated with the respec-
tive one of the second configuration input vectors
having been mapped to the one of the second configu-

the first vector-mapping module has been configured to 50 ration output vectors and a time associated with the
map first configuration mput vectors to first configu- respective other one of the second configuration input
ration output vectors in the first multidimensional space vectors having been mapped to the other one of the
such that a respective distance separating each one of second configuration output vectors; and
the first configuration output vectors from each other the difference between the context associated with the
one of the first configuration output vectors 1s corre- 55 respective one of the third configuration mput vectors
lated to a difference between a context associated with having been mapped to the one of the third configura-
a respective one of the first configuration 1mput vectors tion output vectors and the context associated with the
having been mapped to the one of the first configuration respective other one of the third configuration input
output vectors and a context associated with a respec- vectors having been mapped to the other one of the
tive other one of the first configuration mput vectors 60 third configuration output vectors comprises a time
having been mapped to the other one of the first interval between a time associated with the respective
confliguration output vectors; one of the third configuration input vectors having been

the second vector-mapping module has been configured to mapped to the one of the third configuration output
map second configuration input vectors to second con- vectors and a time associated with the respective other
figuration output vectors 1n the second multidimen- 65 one of the third configuration input vectors having been

stonal space such that a respective distance separating
cach one of the second configuration output vectors

mapped to the other one of the third configuration
output vectors.
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7. The method of claim 4, wherein:
the third output vector represents a plurality of user events
having occurred during a first period of time; and
the fourth output vector represents a plurality of user
events having occurred during a second period of time,
the second period of time being longer than the first
period of time and including the first period of time.
8. The method of claim 1, wherein the first user event 1s
of a first user event type and the second user event 1s of a
second user event type other than the first user event type;
and
wherein:
mapping the first input vector to the first output vector 1n
the first multidimensional space using the first vector-
mapping module comprises mapping the first 1nput
vector to the first output vector using a first neural
network configured to map 1nput vectors corresponding
to user events of the first user event type to output
vectors 1n the first multidimensional space;
mapping the second mput vector to the second output
vector 1n the first multidimensional space using the first
vector-mapping module comprises mapping the second
input vector to the second output vector using a second
neural network configured to map 1mput vectors corre-
sponding to user events of the second user event type
to output vectors in the first multidimensional space;
and
mapping the third mput vector to the third output vector
in the second multidimensional space using the second
vector-mapping module comprises mapping the third
input vector to the third output vector in the second
multidimensional space using a third neural network
having been configured to map mput vectors having
been determined based on at least one vector in the first
multidimensional space to output vectors 1n the second
multidimensional space.
9. The method of claim 3, further comprising;:
before mapping the first mput vector to the first output
vector using the first vector-mapping module, config-
uring the first vector-mapping module to map the first
configuration input vectors to the first configuration
output vectors in the first multidimensional space such
that the respective distance separating each one of the
first configuration output vectors from each other one
of the first configuration output vectors 1s correlated to
the time interval between the time associated with the
respective one of the first configuration input vectors
being mapped to the one of the first configuration
output vectors and the time associated with the respec-
tive other one of the first configuration mput vectors
being mapped to the other one of the first configuration
output vectors; and
betore mapping the third mput vector to the third output
vector using the second vector-mapping module, con-
figuring the second vector-mapping module to map the
second configuration mput vectors to the second con-
figuration output vectors in the second multidimen-
stonal space such that the respective distance separating,
cach one of the second configuration output vectors
from each other one of the second configuration output
vectors 1s correlated to the time interval between the
time associated with the respective one of the second
configuration 1mput vectors being mapped to the one of
the second configuration output vectors and the time
associated with the respective other one of the second
configuration mmput vectors being mapped to the other
one of the second configuration output vectors.
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10. The method of claim 1, wherein the first user event
and the second user event are associated with the user.

11. The method of claim 1, wherein at least one of the first
user event and the second user event 1s associated with a
second user other than the user.

12. The method of claim 10, wherein the first configura-
tion input vectors correspond to user events associated with
the user.

13. The method of claim 11, wherein at least one of the
first configuration input vectors corresponds to a user event
associated with a second user other than the user.

14. The method of claim 1, further comprising receiving
an indication of the first user event from a user input device
in communication with the computing device.

15. The method of claim 14, further comprising receiving
at least one of:

an indication of the second user event from the user input

device; and

an 1indication of the second user event from a second user

input device other than the user input device.

16. The method of claim 1, wherein the first user event
comprises a use of a network resource.

17. The method of claim 16, wherein the network resource
comprises a search engine and the use of the network
resource comprises a submission of a search query.

18. The method of claim 17, wherein determining the first
input vector corresponding to the first user event comprises
determining the first input vector based at least in part on a
search term of the search query.

19. The method of claim 1, wherein the second user event
comprises an association ol a user with a geographical
location.

20. The method of claim 1, wherein:

determining the message to be provided to the user

comprises estimating a network resource to be of
interest to the user; and

causing the output device to provide the message to the

user comprises causing the output device to provide an
indication of the network resource to the user.

21. The method of claim 1, whereimn determining the
message to be provided to the user based on the analysis of
the at least one of first output vector and the third output
vector comprises:

feeding the at least one of the first output vector and the

third output vector as an mput to an interest 1dentifi-
cation module having been configured to identily user
interests based on vectors in at least one of the first
multidimensional space and the second multidimen-
stonal space; and

determining the message to be provided based on an

interest of the user 1dentified by the interest 1dentifica-
tion module.

22. The method of claim 1, wherein determining the
message to be provided to the user based on the analysis of
the at least one of first output vector and the third output
vector comprises:

identifying a second user similar to the user based on the

analysis;

identifying an interest of the second user; and

determining the message to be provided to the user based

on the interest of the second user.

23. The method of claim 1, wherein determining the
message to be provided to the user based on the analysis of
the at least one of first output vector and the third output
vector comprises:

associating the user with a group of users based on the

analysis;
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identifying an interest of the group of users; and

determining the message to be provided to the user based

on the iterest of the group of users.

24. The method of claim 1, wherein determining the third
input vector based at least 1n part on the first output vector
and the second output vector comprises calculating an
average ol vectors including the first output vector and the
second output vector.

25. A non-transitory computer-readable medium storing
program 1instructions for estimating user interests, the pro-
gram 1nstructions being executable by a computing device 1n
communication with an output device to eflect:

determination, by the computing device, of a first input

vector corresponding to a first user event and a second

input vector corresponding to a separate second user
cvent,
configuring a first vector-mapping module to map given
iput vectors to output vectors 1n a first multidimen-
stonal space such that a respective distance separating
the output vectors from each other 1s correlated to a
difference between a user event context associated with
the first input vector having been mapped to 1ts output
vector and a user event context associated with the
second 1nput vector having been mapped to 1ts output
vector, the configuring the first vector-mapping module
including configuring a first neural network and a
second neural network by:
connecting the first neural network and the second
neural network 1n a coupled Siamese neural network
arrangement, and
training the first and second neural networks to mini-
mize a cross-modal loss between the first neural
network and the second neural network:
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mapping, using a first vector-mapping module of the
computing device, of the first mput vector to a {first
output vector 1n a first multidimensional space and the
separate second 1nput vector to a second output vector
in the first multidimensional space,

the first vector-mapping module being enabled to map
both the first output vector and the second output vector
to the first multidimensional space even 1f the first user

event and the second user event are of diflerent types;

determination, by the computing device, of a third input
vector based at least 1n part on the first output vector
and the separate second output vector;

configuring a second vector-mapping module to map
input vectors to output vectors 1n a second multidimen-

stonal space such that a respective distance separating,
the output vectors from each other 1s correlated to a
difference between a user event context associated with
one mput vector, the one input vector being a respective
output vector of the first vector-mapping module and a
user event context associated with another mnput, the
other iput vector being another respective output
vector of the first vector-mapping module, the config-
uring the second vector-mapping module including
configuring a third neural network;

mapping, using the second vector-mapping module of the
computing device, of the third mput vector to a third
output vector in the second multidimensional space;

determination, by the computing device, of a message to
be provided to a user based at least in part on an
analysis of at least one of the first output vector and the
third output vector; and

causing, by the computing device, the output device to
provide the message to the user.
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