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VOICE CONTROL TO DIAGNOSE
INADVERTENT ACTIVATION OF
ACCESSIBILITY FEATURES

CROSS-REFERENCE TO RELATED 5
APPLICATIONS

This application claims the benefit of U.S. Provisional

Application No. 61/785,833, filed on Mar. 14, 2013, entitled
VOICE CONTROL TO DIAGNOSE INADVERTENT

ACTIVATION OF ACCESSIBILITY FEATURES, which 1s 1
hereby incorporated by reference 1n 1its entity for all pur-
poses.
TECHNICAL FIELD
15

The disclosed implementations relate generally to digital
assistants, and more specifically to a method and system for
diagnosing an inadvertent activation of a user interface
setting and restoring a prior user interface setting.

20
BACKGROUND

Accessibility features provide solutions that allow the
clderly, young children, or people with disabilities to operate
clectronic devices. For example, voice-over technology pro-
vides advanced screen-reading technology allowing visually
impaired mndividuals to hear a spoken description of what’s
onscreen and control their electronic device using only the
keyboard. Screen magnification features also assist visually
impaired individuals to operate electronic devices by mag-
nitying the display or portions of the display up to or beyond
20-times normal resolution. Slow key technology assists
individuals having physical or motor-skill challenges with
typing by adding a delay between when a key 1s pressed and
when the action 1s accepted, reducing the chance of mistake.
Sticky key technology also assists individuals having physi- 35
cal or motor-skill challenges by allowing key combinations
(e.g., chords) to be entered sequentially, rather than simul-
taneously.

While these features are important for users who know
how to use them, they can be disorienting for users who do 40
not know how to operate them properly. Often, these acces-
sibility features completely change the normal modes of
interaction familiar to users of the electronic device. For
example, screen reading technology changes the function of
the keyboard such that individual keys control a screen 45
reader, rather than cause the input of text. Other features
change the normal output of the device. For example, screen
magnification technologies magnify portions or the entirety
ol a user mterface display 1in Fashions that may be unintel-
ligible to a user not accustomed to the function. 50

Inadvertent activation often leaves users with few options
other than to call customer service, as they do not know how
to deactivate these features. Conventionally, there are no
alternative modes of interacting with the electronic device
that the user can use 1n all circumstances (e.g., independent 355
of the status of user interface settings such as accessibility
features) to turn ofl accidentally invoked accessibility fea-
tures. Thus, it would be beneficial to provide methods and
systems that can identily when a user 1s having dithculty
operating an electronic device, caused by a change 1n a user 60
interface setting, e.g., activation of an accessibility feature,
and allow the user to restore changed user interface settings.

25

30

SUMMARY
63
Many electronic devices allow a user to customize a user
interface to match their individual needs and preferences.

2

For example, accessibility features are available that allow
people with disabilities to use electronic devices such as
digital music players, smart phones, tablet computers, lap-
tops, and desktop computers. These accessibility features
change the way 1n which the user interacts with the device,
for example, by magmiying the display of a graphical user
interface, 1nactivating certain input elements, or providing
audible feedback rather than, or in addition to, visual feed-
back. However, because these features alter the way that the
user interacts with the electronic device, disabling these
features may require user mputs that are not intuitive and/or
very different from the way a user typically interacts with the
device. Furthermore, users who inadvertently activate these
features may not be familiar with how to interact with the
device after activation, and may encounter difliculty per-
forming otherwise routine tasks afterwards.

Accordingly, there 1s a need for electronic devices with
faster and more intuitive methods for diagnosing inadvertent
activation of a user 1nterface setting, such as an accessibility
feature, and for restoring a prior user interface setting. Such
methods may complement or replace conventional methods
for diagnosing inadvertent activation of a user interface
setting and restoring a prior user interface setting. Such
methods and systems reduce the cognitive burden on a user
and produce a more eflicient human-machine interface.

To satisty these and other needs, methods and systems are
provided here that utilize voice-based assistants as an alter-
native mode of interacting with an electronic device, regard-
less of active user interface settings. Recently, voice-based
digital assistants, such as APPLE’s SIRI, have been intro-
duced 1nto the marketplace to handle various tasks such as
web searching and navigation. One advantage of such voice-
based digital assistants 1s that users can interact with a
device 1 a hands-free manner without handling or even
looking at the device. Hands-Free operation can be particu-
larly beneficial when a person cannot, or should not, physi-
cally handle a device, such as when they are driving.

Here, voice-based digital assistants are used as a reliable
method for interacting with an electronic device, regardless
of the active user interface settings. Using the methods and
systems provided herein, these voice-based digital assistants
allow a user to ask what 1s wrong with their electronic device
through spoken words. For example, a user can ask the
volce-based assistant questions such as: “Why 1s my screen
zoomed-1n?’ “Why 1s my computer talking to me?” “Why
doesn’t my keyboard work?” The digital assistant then
checks the status of user interface settings, such as acces-
s1ibility features, that may be disrupting the normal operation
of the electronic device, and restores a prior user interiace
environment that 1s more familiar to the user. Alternatively
or additionally, the voice-based digital assistant can educate
the user as to why their electronic device 1s functioning 1n a
particular manner; how to avoid activating these features in
the future; and how to disable these features when they are
activated. Thus, even when user interface settings which
completely change the normal modes of user-device inter-
action are active (e.g., accessibility features), users will have
a familiar and reliable means for restoring familiar user
interface settings.

The mmplementations described below provide systems
and methods for diagnosing inadvertent activation of a user
interface setting and restoring a prior user interface setting.

Some 1mplementations provide a method performed at an
clectronic device for diagnosing mnadvertent activation of a
user interface setting on the electronic device. The method
includes receiving a user input indicating that the user is
having difliculty operating the electronic device and deter-
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miming whether a setting was changed on the device within
a predetermined time period prior to recerving the user input.
The method also includes, upon a determination that a first
setting was changed within the predetermined time period
prior to receiving the user input, restoring the changed
setting to a prior setting.

Some 1mplementations provide an electronic device that
includes a processing unit configured to detect a user input
indicative that the user i1s having difliculty operating the
clectronic device. The processing unit 1s also configured to
determine whether a setting was changed on the device
within a predetermined time period prior to the detection of
the user mput. The processor 1s further configured to, upon
a determination that a first setting was changed within the
predetermined time period prior to detection of the user
input, restore the changed setting to a prior setting.

In accordance with some implementations, a computer-
readable storage medium (e.g., a non-transitory computer
readable storage medium) 1s provided, the computer-read-
able storage medium storing one or more programs for
execution by one or more processors of an electronic device,
the one or more programs including instructions for per-
forming any of the methods described herein,

In accordance with some 1mplementations, an electronic
device (e.g., a mobile electronic device) 1s provided that

comprises means lfor performing any ol the methods
described herein.

In accordance with some 1mplementations, an electronic
device (e.g., a portable electronic device) 1s provided that
comprises a processing unit configured to perform any of the
methods described herein.

In accordance with some 1mplementations, an electronic
device (e.g., a portable electronic device) 1s provided that
comprises one or more processors and memory storing one
or more programs for execution by the one or more proces-
sors, the one or more programs including instructions for
performing any of the methods described herein.

In accordance with some implementations, an information
processing apparatus for use i1n an electronic device 1s
provided, the mformation processing apparatus comprising,
means for performing any of the methods described herein.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram illustrating an environment in
which a digital assistant operates in accordance with some
implementations.

FIG. 2 1s a block diagram illustrating a digital assistant
client system 1n accordance with some implementations.

FIG. 3A 1s a block diagram illustrating a standalone
digital assistant system or a digital assistant server system 1n
accordance with some implementations.

FIG. 3B i1s a block diagram illustrating functions of the
digital assistant shown 1n FIG. 3A 1 accordance with some
implementations.

FIG. 3C 1s a network diagram 1llustrating a portion of an
ontology 1n accordance with some implementations.

FIG. 4 1s a block diagram of an electronic device in
accordance with some 1implementations.

FIGS. 5A-5B are flow diagrams illustrating a method of
diagnosing 1nadvertent activation of a user interface setting
and restoring a prior user interface setting in accordance
with some 1mplementations.

FIG. 6 1s a tlow chart illustrating exemplary processing,
steps for facilitating diagnosis of inadvertent activation of a
user 1nterface setting and restoring a prior user interface
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setting, when 1nitiated by a user, where x and y are prede-
termined thresholds, 1n accordance with some implementa-

tions.

FIG. 7 1s a flow chart illustrating exemplary processing,
steps for facilitating diagnosis of inadvertent activation of a
user 1nterface setting and restoring a prior user interface
setting, when 1nitiated by an electronic device, where x and
y are predetermined thresholds, in accordance with some
implementations.

FIG. 8 1s a screen-shot illustrating exemplary user-device
interactions facilitating diagnosis of inadvertent activation
of a user interface setting and restoring a prior user interface
setting, when 1nitiated by a user, 1n accordance with some
implementations.

FIG. 9 1s a screen-shot 1llustrating exemplary user-device
interactions facilitating diagnosis of madvertent activation
ol a user interface setting and restoring a prior user interface
setting, when 1mitiated by an electronic device, 1n accordance
with some 1implementations.

FIG. 10 1s a screen-shot illustrating exemplary user-
device interactions facilitating diagnosis of imnadvertent acti-
vation of a user interface setting and restoring a prior user
interface setting, when iitiated by an electronic device, 1n
accordance with some implementations.

Like reference numerals refer to corresponding parts
throughout the drawings.

DESCRIPTION OF IMPLEMENTATIONS

FIG. 1 1s a block diagram of an operating environment
100 of a digital assistant according to some implementa-
tions. The terms “digital assistant,” ““virtual assistant,”
“intelligent automated assistant,” “voice-based digital assis-
tant,” or “automatic digital assistant,” refer to any informa-
tion processing system that interprets natural language input
in spoken and/or textual Form to infer user intent (e.g.,
identify a task type that corresponds to the natural language
input), and performs actions based on the inferred user intent
(e.g., perform a task corresponding to the identified task
type). For example, to act on a inferred user intent, the
system can perform one or more of the Following: identi-
tying a task flow with steps and parameters designed to infer
user intent (e.g., 1dentifying a task type), iputting specific
requirements from the inferred user intent into the task tlow,
executing the task flow by mvoking programs, methods,
services, APIs, or the like (e.g., sending a request to a service
provider); and generating output responses to the user 1n an
audible (e.g., speech) and/or visual form.

Specifically, once mitiated, a digital assistant system 1s
capable of accepting a user request at least partially in the
form of a natural language command, request, statement,
narrative, and/or mquiry. Typically, the user request seeks
either an informational answer or performance of a task by
the digital assistant system. A satisfactory response to the
user request 1s generally either provision of the requested
informational answer, performance of the requested task, or
a combination of the two. For example, a user may ask the
digital assistant system a question, such as “Where am 1
right now?” Based on the user’s current location, the digital
assistant may answer, “You are 1n Central Park near the west
gate.” The user may also request the performance of a task,
for example, by stating “Please mvite my Iriends to my
girliriend’s birthday party next week.” In response, the
digital assistant may acknowledge the request by generating
a voice output, “Yes, right away,” and then send a suitable
calendar mvite from the user’s email address to each of the
user’ Iriends listed in the user’s electronic address book or
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contact list. There are numerous other ways of interacting
with a digital assistant to request information or perfor-
mance ol various tasks. In addition to providing verbal
responses and taking programmed actions, the digital assis-
tant can also provide responses 1n other visual or audio
forms (e.g., as text, alerts, music, videos, animations, etc.).

As shown i1n FIG. 1, 1n some implementations, a digital
assistant system 1s implemented according to a client-server
model. The digital assistant system includes a client-side
portion (e.g., 102a and 1025b) (hereafter “digital assistant
(DA) client 102”") executed on a user device (e.g., 104a and
104H), and a server-side portion 106 (hereafter “digital
assistant (DA) server 106”") executed on a server system 108,
The DA client 102 communicates with the DA server 106
through one or more networks 110. The DA client 102
provides client-side functionalities such as user-facing input
and output processing and communications with the DA
server 106. The DA server 106 provides server-side func-
tionalities for any number of DA clients 102 each residing on
a respective user device 104 (also called a client device or
clectronic device).

In some implementations, the DA server 106 includes a
client-facing I/O interface 112, one or more processing
modules 114, data and models 116, an UO interface to
external services 118, and, optionally, a settings history
module 140. The client-facing 1I/O interface facilitates the
client-facing mput and output processing for the digital
assistant server 106. The one or more processing modules
114 utilize the data and models 116 to determine the user’s
intent based on natural language input and perform task
execution based on the inferred user intent. Settings history
module 140 creates tags 1n accordance with a user interface
setting change on user device 104, and stores tags in
association with a user interface setting change on user
device 104.

In some 1implementations, the DA server 106 communi-
cates with external services 120 (e.g., navigation service(s)
122-1, messaging service(s) 122-2, information service(s)
122-3, calendar service 122-4, telephony service 122-5,
restoration service(s) 122-6, etc.) through the network(s) 110
for task completion or information acquisition. The I1/0
interface to the external services 118 facilitates such com-
munications.

Examples of the user device 104 include, but are not
limited to, a handheld computer, a personal digital assistant
(PDA), a tablet computer, a laptop computer, a desktop
computer, a cellular telephone, a smartphone, an enhanced
general packet radio service (EGPRS) mobile phone, a
media player, a navigation device, a game console, a tele-
vision, a remote control, or a combination of any two or
more of these data processing devices or any other suitable
data processing devices. More details on the user device 104
are provided in reference to an exemplary user device 104
shown 1n FIG. 2.

Examples of the communication network(s) 110 include
local area networks (LAN) and wide area networks (WAN),
¢.g., the Internet. The communication network(s) 110 may
be implemented using any known network protocol, includ-
ing various wired or wireless protocols, such as Ethernet,
Universal Serial Bus (USB), FIREWIRE, Global System for
Mobile Communications (GSM), Enhanced Data GSM
Environment (EDGE), code division multiple access
(CDMA), time division multiple access (TDMA), Blu-
ctooth, Wi-F1, voice over Internet Protocol (VoIP), Wi-
MAX, or any other suitable communication protocol.

The server system 108 can be implemented on at least one
data processing apparatus and/or a distributed network of
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computers. In some implementations, the server system 108
also employs various virtual devices and/or services of
third-party service providers (e.g., third-party cloud service
providers) to provide the underlying computing resources
and/or iirastructure resources of the server system 108.

Although the digital assistant system shown in FIG. 1
includes both a client side portion (e.g., the DA client 102)
and a server-side portion (e.g., the DA server 106), 1n some
implementations, a digital assistant system refers only to the
server-side portion (e.g., the DA server 106). In some
implementations, the functions of a digital assistant can be
implemented as a standalone application 1nstalled on a user
device. In addition, the divisions of functionalities between
the client and server portions of the digital assistant can vary
in different implementations. For example, in some 1mple-
mentations, the DA client 102 1s a thin-client that provides
only user-facing input and output processing functions, and
delegates all other functionalities of the digital assistant to
the DA server 106. In some other implementations, the DA
client 102 1s configured to perform or assist one or more
functions of the DA server 106.

FIG. 2 1s a block diagram of a user device 104 1n
accordance with some implementations. The user device
104 includes a memory interface 202, one or more proces-
sors 204. and a peripherals interface 206. The various
components 1n the user device 104 are coupled by one or
more communication buses or signal lines. The user device
104 includes various sensors. subsystems, and peripheral
devices that are coupled to the peripherals imtertace 206. The
sensors, subsystems, and peripheral devices gather informa-
tion and/or facilitate various functionalities of the user
device 104.

For example, in some implementations, a motion sensor
210 (e.g., an accelerometer), a light sensor 212, a GPS
receiver 213, a temperature sensor, and a proximity sensor
214 are coupled to the peripherals interface 206 to facilitate
orientation, light, and proximity sensing functions. In some
implementations, other sensors 216, such as a biometric
sensor, barometer, and the like, are connected to the periph-
erals interface 206, to facilitate related functionalities.

In some 1implementations, the user device 104 includes a
camera subsystem 220 coupled to the peripherals interface
206. In some 1implementations, an optical sensor 222 of the
camera subsystem 220 Facilitates camera functions, such as
taking photographs and recording video clips. In some
implementations, the user device 104 includes one or more
wired and/or wireless communication subsystems 224 pro-
vide communication functions. The communication subsys-
tems 224 typically includes various communication ports,
radio frequency receivers and transmitters, and/or optical
(e.g., infrared) receivers and transmitters. In some 1mple-
mentations, the user device 104 includes an audio subsystem
226 coupled to one or more speakers 228 and one or more
microphones 230 to facilitate voice-enabled functions, such
as voice recognition, voice replication, digital recording, and
telephony functions.

In some implementations, an I/O subsystem 240 1s also
coupled to the peripheral interfaces 206. In some implemen-
tations, the user device 104 includes a touch screen 246, and
the I/0 subsystem 240 includes a touch screen controller 242
coupled to the touch screen 246. When the user device 104
includes the touch screen 246 and the touch screen controller
242, the touch screen 246 and the touch screen controller
242 are typically configured to, for example, detect contact
and movement or break thereof using any of a plurality of
touch sensitivity technologies, such as capacitive, resistive,
inirared, surface acoustic wave technologies, proximity sen-
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sor arrays, and the like. In some 1implementations, the user
device 104 includes a display that does not include a
touch-sensitive surface. In some implementations, the user
device 104 includes a separate touch-sensitive surface. In
some 1mplementations, the user device 104 includes other
input controller(s) 244. When the user device 104 includes
the other input controller(s) 244, the other input controller(s)
244 are typically coupled to other input/control devices 248,
such as one or more buttons (e.g., home button 810), rocker
switches, thumb-wheel, infrared port, USB port, and/or a
pointer device such as a stylus.

The memory interface 202 1s coupled to memory 250. In
some 1mplementations, memory 250 includes a non-transi-
tory computer readable medium, such as high-speed random
access memory and/or non-volatile memory (e.g., one or
more magnetic disk storage devices, one or more tlash
memory devices, one or more optical storage devices, and/or
other non-volatile solid-state memory devices).

In some 1mplementations, memory 2350 stores an operat-
ing system 252, a communications module 254, a graphical
user mterface module 256, a sensor processing module 2358,
a phone module 260, and applications 262, and a subset or
superset thereof. The operating system 252 includes instruc-
tions for handling basic system services and for performing,
hardware dependent tasks. The communications module 254
facilitates communicating with one or more additional
devices, one or more computers and/or one or more Servers.
The graphical user interface module 256 facilitates graphic
user interface processing. The sensor processing module 258
tacilitates sensor-related processing and functions (e.g., pro-
cessing voice mput received with the one or more micro-
phones 230). The phone module 260 facilitates phone-
related processes and functions. The applications 262
tacilitates various functionalities of user applications, such
as electronic-messaging, web browsing, media processing,
navigation, imaging and/or other processes and functions. In
some 1mplementations, the user device 104 stores 1n
memory 250 one or more software applications 270-1 and
270-2 each associated with at least one of the external
service providers.

As described above, 1n some 1mplementations, memory
250 also stores client side digital assistant instructions (e.g.,
in a digital assistant client module 264) and various user data
266 (e.g., user-specific vocabulary data, preference data,
and/or other data such as the user’s electronic address book
or contact list, to-do lists, shopping lists, etc.) to provide the
client-side functionalities of the digital assistant.

In various implementations, the digital assistant client
module 264 1s capable of accepting voice input, text iput,
touch input, and/or gestural mmput through various user
interfaces (e.g., the I/O subsystem 240) of the user device
104. The digital assistant client module 264 1s also capable
of providing output 1n audio, visual, and/or tactile forms. For
example, output can be provided as voice, sound, alerts, text
messages, menus, graphics, videos, animations, vibrations,
and/or combinations of two or more of the above. During
operation, the digital assistant client module 264 communi-
cates with the digital assistant server (e.g., the digital assis-
tant server 106, FIG. 1) using the communication subsys-
tems 224.

In some 1mplementations, the digital assistant mint mod-
ule 264 utilizes various sensors, subsystems and peripheral
devices to gather additional information from the surround-
ing environment of the user device 104 to establish a context
associated with a user input. In some implementations, the
digital assistant client module 264 provides the context
information or a subset thereof with the user iput to the
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digital assistant server (e.g., the digital assistant server 106,
FIG. 1) to help infer the user’s intent.

In some implementations, the context information that
can accompany the user mput includes sensor information,
¢.g., lighting, ambient noise, ambient temperature, 1mages or
videos of the surrounding environment, etc. In some 1mple-
mentations, the context information also includes the physi-
cal state of the device, e.g., device orientation, device
location, device temperature, power level, speed, accelera-
tion, motion patterns, cellular signals strength, etc. In some
implementations, information related to the software state of
the user device 106, ¢.g., running processes, mstalled pro-
grams, past and present network activities, background
services, error logs, resources usage, etc., of the user device
104 1s also provided to the digital assistant server (e.g., the
digital assistant server 106, FIG. 1) as context information
associated with a user mput.

In some implementations, the DA client module 264
selectively provides information (e.g., at least a portion of
the user data 266) stored on the user device 104 1n response
to requests from the digital assistant server. In some 1mple-
mentations, the digital assistant client module 264 also

clicits additional input from the user via a natural language
dialogue or other user interfaces upon request by the digital
assistant server 106 (FIG. 1). The digital assistant client
module 264 passes the additional input to the digital assis-
tant server 106 to help the digital assistant server 106 in
intent deduction and/or fulfillment of the user’s intent
expressed 1n the user request.

In some 1implementations, memory 250 may include addi-
tional 1nstructions or fewer instructions. Furthermore, vari-
ous functions of the user device 104 may be implemented 1n
hardware and/or 1n firmware, including in one or more signal
processing and/or application specific integrated circuits,
and the user device 104, thus, need not include all modules
and applications 1illustrated 1n FIG. 2.

FIG. 3A 1s a block diagram of an exemplary digital
assistant system 300 (also referred to as the digital assistant)
in accordance with some implementations. In some 1mple-
mentations, the digital assistant system 300 1s implemented
on a standalone computer system. In some implementations,
the digital assistant system 300 1s distributed across multiple
computers. In some 1implementations, some of the modules
and Tunctions of the digital assistant are divided 1nto a server
portion and a client portion, where the client portion resides
on a user device (e.g., the user device 104) and communi-
cates with the server portion (e.g., the server system 108)
through one or more networks, e.g., as shown 1 FIG. 1. In
some 1implementations, the digital assistant system 300 1s an
implementation of the server system 108 (and/or the digital
assistant server 106) shown in FIG. 1. In some implemen-
tations, the digital assistant system 300 1s implemented in a
user device (e.g., the user device 104, FIG. 1), thereby
climinating the need for a client-server system. It should be
noted that the digital assistant system 300 i1s only one
example of a digital assistant system, and that the digital
assistant system 300 may have more or fewer components
than shown, may combine two or more components, or may
have a different configuration or arrangement of the com-
ponents. The various components shown 1n FIG. 3A may be
implemented 1n hardware, software, firmware, including one
or more signal processing and/or application specific inte-
grated circuits, or a combination of thereof.

The digital assistant system 300 includes memory 302,
one or more processors 304, an input/output (I/0) interface
306, and a network communications interface 308. These
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components communicate with one another over one or
more communication buses or signal lines 310.

In some 1mplementations, memory 302 includes a non-
transitory computer readable medium, such as high-speed
random access memory and/or a non-volatile computer
readable storage medium (e.g., one or more magnetic disk
storage devices, one or more flash memory devices, one or
more optical storage devices, and/or other non-volatile
solid-state memory devices).

The I/O interface 306 couples input/output devices 316 of
the digital assistant system 300, such as displays, a key-
boards, touch screens, and microphones, to the user interface
module 322. The I/O ntertace 306, in conjunction with the
user interface module 322, receives user inputs (e.g., voice
input, keyboard inputs, touch inputs, etc.) and processes
them accordingly. In some implementations, when the digi-
tal assistant 1s implemented on a standalone user device, the
digital assistant system 300 includes any of the components
and I/O and communication interfaces described with
respect to the user device 104 1 FIG. 2 (e.g., one or more
microphones 230). In some implementations, the digital
assistant system 300 represents the server portion of a digital
assistant implementation, and interacts with the user through
a client-side portion residing on a user device (e.g., the user
device 104 shown i FIG. 2).

In some implementations, the network communications
interface 30K includes wired communication port(s) 312
and/or wireless transmission and reception circuitry 314.
The wired communication port(s) recerve and send commu-
nication signals via one or more wired interfaces, e.g.,
Ethernet, Universal Serial Bus (USB), FIREWIRE, etc. The
wireless circuitry 314 typically receives and sends RF
signals and/or optical signals from/to communications net-
works and other communications devices. The wireless
communications may use any of a plurality of communica-
tions standards, protocols and technologies, such as GSM,
EDGE, CDMA, TDMA, Bluetooth, Wi-F1, VoIP, Wi-MAX,
or any other suitable communication protocol. The network
communications interface 30K enables communication
between the digital assistant system 300 with networks, such
as the Internet, an intranet and/or a wireless network, such
as a cellular telephone network, a wireless local area net-
work (LAN) and/or a metropolitan area network (MAN),
and other devices.

In some implementations, the non-transitory computer
readable storage medium of memory 302 stores programs,
modules, 1nstructions, and data structures including all or a
subset of: an operating system 318, a communications
module 320, a user interface module 322, one or more
applications 324, a digital assistant module 326, and settings
370. The one or more processors 304 execute these pro-
grams, modules, and 1nstructions, and reads/writes from/to
the data structures.

The operating system 318 (e.g., Darwin, RTXC, LINUX,
UNIX, OS X, 10S, WINDOWS, or an embedded operating
system such as VxWorks) includes various software com-
ponents and/or drivers for controlling and managing general
system tasks (e.g., memory management, storage device
control, power management, etc.) and facilitates communi-
cations between various hardware, firmware, and software
components.

The communications module 320 facilitates communica-
tions between the digital assistant system 300 with other
devices over the network communications interface 308. For
example, the commumnication module 320 may communicate
with the communications module 254 of the device 104
shown in FIG. 2. The communications module 320 also
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includes various software components for handling, data
received by the wireless circuitry 314 and/or wired commu-
nications port 312.

In some implementations, the user interface module 322
receives commands and/or inputs from a user via the /O
interface 306 (e.g., from a keyboard, touch screen, and/or
microphone), and provides user interface objects on a dis-
play.

The applications 324 include programs and/or modules
that are configured to be executed by the one or more
processors 304. For example, 1f the digital assistant system
1s implemented on a standalone user device, the applications
324 may include user applications, such as games, a calen-
dar application, a navigation application, or an email appli-
cation. If the digital assistant system 300 1s implemented on
a server Farm, the applications 324 may include resource
management applications, diagnostic applications, or sched-
uling applications, for example.

Memory 302 also stores the digital assistant module (or
the server portion of a digital assistant) 326. In some
implementations, the digital assistant module 326 includes
the following sub-modules, or a subset or superset thereof:
an input/output processing module 328, a speech-to-text
(STT) processing module 330, a natural language processing,
module 332, a dialogue flow processing module 334, a task
flow processing module 336, a service processing module
338, and a diagnostic module 366. Each of these processing
modules has access to one or more of the following data and
models of the digital assistant 326, or a subset or superset
thereol: ontology 360, vocabulary index 344, user data 348,
categorization module 349, disambiguation module 350,
task flow models 354, service models 356, user interface
integration module 340, and settings integration module
368.

In some 1mplementations, using the processing modules
(e.g., the mput/output processing module 328, the STT
processing module 330, the natural language processing
module 332, the dialogue flow processing module 334, the
task tlow processing module 336, the service processing
module 338, and/or the user interface integration module
340), data, and models implemented in the digital assistant
module 326, the digital assistant system 300 performs at
least some of the following: i1dentifying a user’s intent
expressed 1n a natural language iput recerved from the user,
actively eliciting and obtaining information needed to Fully
infer the user’s intent (e.g., by disambiguating words,
names, intentions, etc.); determining the task flow for ful-
filling the nferred intent; and executing the task flow to
fulfill the inferred intent. In some i1mplementations, the
digital assistant also takes appropriate actions when a sat-
1sfactory response was not or could not be provided to the
user for various reasons.

In some implementations, as discussed below, the digital
assistant system 300 identifies, From a natural language
input, a user’s itent to restore a user interface setting (e.g.,
to turn ofl an accessibility feature), and processes the natural
language 1mput so as to restore an appropriate user interface
setting (e.g., turn ofl an appropriate accessibility feature).

The settings 370 facilitate user customization of methods
executed by processor 304, including methods that rely on
global settings (e.g., system-wide volume, execution of
sounds associated with common inputs, functionality of
iput receivers, display brightness, default language, or
accessibility feature) and methods specific to an application
(e.g., 1n-application volume, external content associated
with an application, language associated with an application,
or allowed functionalities of an application). In some 1mple-
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mentations, the settings 370 include the following sub-
modules, or a subset or superset thereol: application specific
settings module 372, general user interface settings module
374, and restoration module 390. Each of these settings
modules has access to one or more of the Following data and
models of the settings 370, or a subset or superset thereot:
accessibility 376, language 378, volume 380, display 382,
clock module 392, and settings history 394.

As shown 1n FIG. 3B, in some implementations, the 1/0
processing module 328 interacts with the user through the
I/0 devices 316 1n FI1G. 3A or with a user del, 1ce (e.g., a user
device 104 in FIG. 1) through the network communications
interface 308 1n FIG. 3A to obtain user input (e.g., a speech
input) and to provide responses to the user input. The 1/0
processing module 328 optionally obtains context informa-
tion associated with the user input from the user device,
along with or shortly after the receipt of the user input. The
context information 1cludes user-specific data, vocabulary,
and/or preferences relevant to the user mput. In some
implementations, the context information also includes sofit-
ware and hardware states (e.g., active settings) of the device
(e.g., the user device 104 1 FIG. 1) at the time the user
request 1s received, and/or information related to the sur-
rounding environment of the user at the time that the user
request was received. In some implementations, the I/O
processing module 328 also sends follow-up questions to,
and receives answers from, the user regarding the user
request. In some 1mplementations, when a user request 1s
received by the I/0O processing module 328 and the user
request contains a speech input, the I/O processing module
328 forwards the speech iput to the speech-to-text (STT)
processing module 330 for speech-to-text conversions.

In some 1mplementations, the speech-to-text processing
module 330 receives speech input (e.g., a user utterance
captured 1n a voice recording) through the I/O processing
module 328. In some implementations, the speech-to-text
processing module 330 uses various acoustic and language
models to recognize the speech input as a sequence of
phonemes, and ultimately, a sequence of words or tokens
written 1n one or more languages. The speech-to-text pro-
cessing module 330 1s implemented using any suitable
speech recognition techniques, acoustic models, and lan-
guage models, such as Hidden Markov Models, Dynamic
Time Warping (D'TW)-based speech recognition, and other
statistical and/or analytical techniques. In some 1mplemen-
tations, the speech-to-text processing can be performed at
least partially by a third party service or on the user’s device.
Once the speech-to-text processing module 330 obtains the
result of the speech-to-text processing (e.g., a sequence of
words or tokens), 1t passes the result to the natural language
processing module 332 for intent deduction.

The natural language processing module 332 (“natural
language processor”) of the digital assistant 326 takes the
sequence of words or tokens (“token sequence”) generated
by the speech-to-text processing module 330, and attempts
to associate the token sequence with one or more “actionable
intents” recognized by the digital assistant. As used herein,
an “actionable intent” represents a task that can be per-
formed by the digital assistant 326 and/or the digital assis-
tant system 300 (FIG. 3A), and has an associated task flow
implemented in the task flow models 354. The associated
task flow 1s a series of programmed actions and steps that the
digital assistant system 300 takes in order to perform the
task. The scope of a digital assistant system’s capabilities 1s
dependent on the number and variety of task flows that have
been implemented and stored in the task tlow models 354,
or in other words, on the number and variety of “actionable
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intents” that the digital assistant system 300 recognizes. The
cllectiveness of the digital assistant system 300, however, 1s
also dependent on the digital assistant system’s ability to
infer the correct “actionable intent(s)” from the user request
expressed 1n natural language.

In some implementations, 1 addition to the sequence of
words or tokens obtained from the speech-to-text processing
module 330, the natural language processor 332 also
receives context information associated with the user request
(e.g., from the I/O processing module 328). The natural
language processor 332 optionally uses the context infor-
mation to clarily, supplement, and/or further define the
information contained 1n the token sequence received from
the speech-to-text processing module 330. The context
information includes, for example, user preferences, hard-
ware and/or software states of the user device (e.g., active
settings), sensor mformation collected before, during, or
shortly after the user request, prior interactions (e.g., dia-
logue) between the digital assistant and the user, and the
like.

In some implementations, the natural language processing,
1s based on an ontology 360. The ontology 360 1s a hierar-
chical structure containing a plurality of nodes, each node
representing either an “actionable intent” or a “property”
relevant to one or more of the “actionable intents” or other
“properties.” As noted above, an “actionable intent” repre-
sents a task that the digital assistant system 300 1s capable
of performing (e.g., a task that 1s “actionable” or can be
acted on). A “property” represents a parameter associated
with an actionable 1intent or a sub-aspect of another property.
A linkage between an actionable intent node and a property
node 1n the ontology 360 defines how a parameter repre-
sented by the property node pertains to the task represented
by the actionable 1ntent node.

In some implementations, the ontology 360 1s made up of
actionable intent nodes and property nodes. Within the
ontology 360, ecach actionable intent node 1s linked to one or
more property nodes either directly or through one or more
intermediate property nodes. Similarly, each property node
1s linked to one or more actionable intent nodes either
directly or through one or more intermediate property nodes.
For example, the ontology 360 shown 1n FIG. 3C includes
a “restaurant reservation” node, which 1s an actionable intent
node. Property nodes “‘restaurant,” “date/time™ (for the res-
ervation), and “party size” are each directly linked to the
“restaurant reservation” node (i1.e., the actionable intent
node). In addition, property nodes “cuisine,” “price range,”
“phone number,” and “location” are sub-nodes of the prop-
erty node “restaurant,” and are each linked to the “restaurant
reservation” node (i.e., the actionable intent node) through
the intermediate property node “restaurant.” For another
example, the ontology 360 shown in FIG. 3C also includes
a “set reminder’ node, which 1s another actionable intent
node. Property nodes “date/time” (for the setting the
reminder) and “subject” (for the reminder) are each linked to
the “set reminder” node. Since the property “date/time” 1s
relevant to both the task of making a restaurant reservation
and the task of setting a reminder, the property node “date/
time” 1s linked to both the “restaurant reservation” node and
the “set reminder” node 1n the ontology 360.

An actionable itent node, along with 1ts linked concept
nodes, may be described as a “domain.” In the present
discussion, each domain 1s associated with a respective
actionable intent, and refers to the group of nodes (and the
relationships there between) associated with the particular
actionable intent. For example, the ontology 360 shown 1n
FIG. 3C' includes an example of a restaurant reservation
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domain 362 and an example of a reminder domain 364
within the ontology 360. The restaurant reservation domain
includes the actionable 1intent node “restaurant reservation,”
property nodes “restaurant,” “date/time,” and “party size,”
and sub-property nodes “cuisine,” “price range,” “phone
number,” and “location.” The reminder domain 364 includes
the actionable intent node “set reminder,” and property
nodes “subject” and “date/time.” In some implementations,
the ontology 360 1s made up of many domains. Each domain
may share one or more property nodes with one or more
other domains. For example, the “date/time” property node
may be associated with many other domains (e.g., a sched-
uling domain, a travel reservation domain, a movie ticket
domain, etc.), in addition to the restaurant reservation
domain 362 and the reminder domain 364.

While FIG. 3C illustrates two exemplary domains within
the ontology 360, the ontology 360 may include other
domains (or actionable intents), such as “initiate a phone
call,” “find directions,” “schedule a meeting,” “send a mes-
sage,” “provide an answer to a question,” “restore a user
interface setting,” and so on. For example, a “send a
message” domain 1s associated with a “send a message”
actionable intent node, and may Further include property
nodes such as “recipient(s),” “message type,” and “message
body.” The property node “recipient” may be Iurther
defined, for example, by the sub-property nodes such as
“recipient name” and “message address.”

In some 1mplementations, the ontology 360 includes all
the domains (and hence actionable intents) that the digital
assistant 1s capable of understanding and acting upon. In
some 1mplementations, the ontology 360 may be modified,
such as by adding or-removing domains or nodes, or by
moditying relationships between the nodes within the ontol-
ogy 360.

In some 1implementations, nodes associated with multiple
related actionable intents may be clustered under a “super
domain” in the ontology 360. For example, a “travel”
super-domain may include a cluster of property nodes and
actionable intent nodes related to travels. The actionable
intent nodes related to travels may include “airline reserva-
tion,” “hotel reservation,” “car rental,” “get directions,”
“find points of interest,” and so on. The actionable intent
nodes under the same super domain (e.g., the “travels” super
domain) may have many property nodes in common. For
example, the actionable intent nodes for “airline reserva-
tion,” “hotel reservation,” “car rental,” “get directions,”
“find points of interest” may share one or more of the
property nodes “start location,” “destination,” “departure
date/time,” “arrival date/time,” and “party size.”

In some 1mplementations, each node in the ontology 360
1s associated with a set of words and/or phrases that are
relevant to the property or actionable 1ntent represented by
the node. The respective set of words and/or phrases asso-
ciated with each node 1s the so-called “vocabulary™ associ-
ated with the node. The respective set of words and/or
phrases associated with each node can be stored in the
vocabulary index 344 (FIG. 3B) in association with the
property or actionable intent represented by the node. For
example, returning to FIG. 3B, the vocabulary associated
with the node for the property of restaurant” may include
words such as “food,” “drinks,” “cuisine,” “hungry,” “cat,”
“pizza,” “fast food,” “meal,” and so on. For another
example, the vocabulary associated with the node for the
actionable intent of “initiate a phone call” may include
words and phrases such as “call,” “phone,” “dial,” “ring,”
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“call this number,” “make a call to,” and so on. The
vocabulary index 344 optionally includes words and phrases
in different languages.

In some implementations, the natural language processor
332 shown 1n FIG. 3B receives the token sequence (e.g., a
text string) from the speech-to-text processing module 330,
and determines what nodes are implicated by the words 1n
the token sequence. In some implementations, 1f a word or
phrase 1n the token sequence 1s Found to be associated with
one or more nodes 1n the ontology 360 (via the vocabulary
index 344), the word or phrase will “trigger” or “activate”
those nodes. When multiple nodes are “triggered,” based on
the quantity and/or relative importance of the activated
nodes, the natural language processor 332 will select one of
the actionable intents as the task (or task type) that the user
intended the digital assistant to perform. In some implemen-
tations, the domain that has the most “triggered” nodes 1s
selected. In some 1implementations, the domain having the
highest confidence value (e.g., based on the relative impor-
tance of 1ts various triggered nodes) 1s selected. In some
implementations, the domain 1s selected based on a combi-
nation of the number and the importance of the triggered
nodes. In some implementations, additional factors are con-
sidered 1n selecting the node as well, such as whether the
digital assistant system 300 has previously correctly inter-
preted a similar request from a user.

In some implementations, the digital assistant system 300
also stores names of specific entities in the vocabulary index
344, so that when one of these names 1s detected 1n the user
request, the natural language processor 332 will be able to
recognize that the name refers to a specific nstance of a
property or sub-property in the ontology. In some i1mple-
mentations, the names of specific entities are names of
businesses, restaurants, people, movies, and the like. In
some 1mplementations, the digital assistant system 300 can
search and identily specific entity names from other data
sources, such as the user’s address book or contact list, a
movies database, a musicians database, and/or a restaurant
database. In some implementations, when the natural lan-
guage processor 332 identifies that a word in the token
sequence 1s a name of a specific entity (such as a name in the
user’s address book or contact list), that word 1s given
additional significance 1n selecting the actionable intent
within the ontology for the user request.

For example, when the words “Mr. Santo™ are recognized
from the user request, and the last name “Santo” 1s found 1n
the vocabulary index 344 as one of the contacts in the user’s
contact list, then 1t 1s likely that the user request corresponds
to a “send a message” or “initiate a phone call” domain. For
another example, when the words “ABC' Cafe” are found in
the user request, and the term “ABC Café” is Found in the
vocabulary index 344 as the name of a particular restaurant
in the user’s city, then it 1s likely that the user request
corresponds to a “restaurant reservation” domain.

User data 348 includes user-specific information, such as
user-specific vocabulary, user preferences, user address,
user’s default and secondary languages, user’s contact list,
and other short-term or long-term information for each user.
The natural language processor 332 can use the user-specific
information to supplement the information contained 1n the
user input to further define the user intent. For example, for
a user request-invite my Iriends to my birthday party,” the
natural language processor 332 1s able to access user data
348 to determine who the “friends™ are and when and where
the “birthday party” would be held, rather than requiring the
user to provide such information explicitly 1n his/her
request.
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In some 1implementations, natural language processor 332
includes categorization module 349. In some 1implementa-
tions, the categorization module 349 determines whether
cach of the one or more terms in a text string (e.g.,
corresponding to a speech mnput associated with a digital
photograph) 1s one of an entity, an activity, or a location, as
discussed 1n greater detail below. In some 1implementations,
the categorization module 349 classifies each term of the one
or more terms as one ol an entity, an activity, or a location.

Once the natural language processor 332 identifies an
actionable intent (or domain) based on the user request, the
natural language processor 332 generates a structured query
to represent the 1dentified actionable intent. In some 1mple-
mentations, the structured query includes parameters for one
or more nodes within the domain for the actionable intent,
and at least some of the parameters are populated with the
specific imnformation and requirements specified in the user
request. For example, the user may say “Make me a dinner
reservation at a sushi place at 7.” In this case, the natural
language processor 332 may be able to correctly 1dentity the
actionable 1ntent to be “restaurant reservation” based on the
user mput. According to the ontology, a structured query for
a “restaurant reservation” domain may include parameters
such as {Cuisine}, {Time}, {Date}, {Party Size}, and the
like. Based on the information contamned in the user’s
utterance, the natural language processor 332 may generate
a partial structured query for the restaurant reservation
domain, where the partial structured query includes the
parameters {Cuisine="Sushi”} and {Time="7 pm”}. How-
ever, 1n this example, the user’s utterance contains msuili-
cient information to complete the structured query associ-
ated with the domain. Therefore, other necessary parameters
such as {Party Size} and {Date} are not specified in the
structured query based on the information currently avail-
able. In some 1mplementations, the natural language pro-
cessor 332 populates some parameters of the structured
query with received context information. For example, 11 the
user requested a sushi restaurant “near me,” the natural
language processor 332 may populate a {location} param-
cter 1n the structured query with CPS coordinates from the
user device 104.

In some implementations, the natural language processor
332 passes the structured query (including any completed
parameters) to the task tlow processing module 336 (“task
flow processor”). The task flow processor 336 1s configured
to perform one or more of: receiving the structured query
from the natural language processor 332, completing the
structured query, and performing the actions required to
“complete” the user’s ultimate request. In some 1implemen-
tations, the various procedures necessary to complete these
tasks are provided 1n task flow models 354. In some 1mple-
mentations, the task flow models 354 include procedures for
obtaining additional information from the user, and task
flows for performing actions associated with the actionable
intent.

As described above, 1n order to complete a structured
query, the task tlow processor 336 may need to 1mitiate
additional dialogue with the user 1n order to obtain addi-
tional information, and/or disambiguate potentially ambigu-
ous utterances. When such interactions are necessary, the
task tlow processor 336 invokes the dialogue processing
module 334 (“dialogue processor”) to engage in a dialogue
with the user. In some 1mplementations, the dialogue pro-
cessing module 334 determines how (and/or when) to ask
the user for the additional information, and receives and
processes the user responses. In some implementations, the
questions are provided to and answers are received From the

10

15

20

25

30

35

40

45

50

55

60

65

16

users through the I/0 processing module 328. For example,
the dialogue processing module 334 presents dialogue out-
put to the user via audio and/or visual output, and receives
input from the user via spoken or physical (e.g., touch
gesture) responses. Continuing with the example above,
when the task flow processor 336 invokes the dialogue
processor 334 to determine the “party size” and “date”
information for the structured query associated with the
domain “restaurant reservation,” the dialogue processor 334
generates questions such as “For how many people?” and
“On which day?” to pass to the user. Once answers are
received From the user, the dialogue processing module 334

populates the structured query with the missing information,
or passes the mformation to the task flow processor 336 to
complete the missing information from the structured query.

In some cases, the task tlow processor 336 may receive a
structured query that has one or more ambiguous properties.
For example, a structured query for the “send a message”
domain may indicate that the intended recipient 1s “Bob,”
and the user may have multiple contacts named “Bob.” The
task flow processor 336 will request that the dialogue
processor 334 disambiguate this property of the structured
query. In turn, the dialogue processor 334 may ask the user
“Which Bob?”, and display (or read) a list of contacts named
“Bob” from which the user may choose.

In some implementations, dialogue processor 334
includes disambiguation module 350. In some implementa-
tions, disambiguation module 350 disambiguates one or
more ambiguous terms (€.g., one or more ambiguous terms
in a text string corresponding to a speech input associated
with a user interface setting), In some i1mplementations,
disambiguation module 350 1dentifies that a first term of the
one or more terms has multiple candidate meanings,
prompts a user for additional information about the first
term, recerves the additional information from the user in
response to the prompt and identifies the entity, activity,
location, or user interface setting associated with the first
term 1n accordance with the additional information.

In some 1mplementations, disambiguation module 350
disambiguates pronouns. In such implementations, disam-
biguation module 350 1dentifies one of the one or more terms
as a pronoun and determines a noun to which the pronoun
refers. In some 1mplementations, disambiguation module
350 determines a noun to which the pronoun refers by using
a contact list associated with a user of the electronic device.
Alternatively, or m addition, disambiguation module 3350
determines a noun to which the pronoun refers as a name of
an enfity, an activity, or a location identified 1n a previous
speech 1mput associated with a previously tagged media file,
(e.g., a digital photograph).

In some mmplementations, disambiguation module 350
accesses system history information (e.g., settings history
394) of an electronic device (e.g., user device 104) for
determining a meaning of one or more terms. In some
implementations, disambiguation module 350 identifies a
term associated with user dithculty (e.g., “why,” “help,”
“trouble,” “difliculty,” “can’t,” or “how”) or user frustration
(e.g., “darn” or other words indicating frustration) and
accesses settings history 394 to determine 11 a user interface
setting has been changed recently, which may be causing the
user dificulty. In some implementations, when more than
one user interface setting has been changed, disambiguation
module 350 prompts a user for additional information about
their apparent difliculty. Disambiguation module 350 then
uses the user’s response to the prompt to determine which,
if any, of the setting changes are causing the difliculty.
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In some mmplementations, disambiguation module 350
accesses information obtained from one or more sensors
(e.g., proximity sensor 214, light sensor 212, GPS receiver
213, temperature sensor 215, and motion sensor 210) of a
handheld electronic device (e.g., user device 104) for deter-
mimng a meanmng of one or more of the terms. In some
implementations, disambiguation module 350 identifies two
terms each associated with one of an entity, an activity, or a
location. For example, a first of the two terms refers to a
person, and a second of the two terms refers to a location. In
some 1mplementations, disambiguation module 350 1denti-
fies three terms each associated with one of an entity, an
activity, or a location.

Once the task flow processor 336 has completed the
structured query for an actionable intent, the task flow
processor 336 proceeds to perform the ultimate task asso-
ciated with the actionable 1ntent. Accordingly, the task tlow
processor 336 executes the steps and instructions 1n the task
flow model according to the specific parameters contained 1n
the structured query. For example, the task flow model for
the actionable intent of-restaurant reservation” may include
steps and instructions for contacting a restaurant and actu-
ally requesting a reservation for a particular party size at a
particular time. For example, using a structured query such
as: (restaurant reservation, restaurant=ABC Cafe, date=Mar.
12, 2012, time=7 pm, party size=5}, the task flow processor
336 may perform the steps of: (1) logging onto a server of
the ABC Cafe or a restaurant reservation system that 1s
configured to accept reservations for multiple restaurants,
such as the ABC Cafte, (2) entering the date, time, and party
s1ze information in a form on the website, (3) submitting the
form, and (4) making a calendar entry for the reservation 1n
the user’s calendar. In another example, described 1n greater
detail below, the task flow processor 336 executes steps and
instructions associated with restoring a user interface setting
(e.g., turning ofl an accessibility feature), for example 1n
conjunction with settings history module 140.

In some implementations, the task flow processor 336
employs the assistance of a service processing module 338
(“service processor’) to complete a task requested in the
user input or to provide an informational answer requested
in the user input. For example, the service processor 338 can
act on behalf of the task flow processor 336 to make a phone
call, set a calendar entry, invoke a map search, invoke or
interact with other user applications installed on the user
device, invoke or interact with third party services (e.g. a
restaurant reservation portal, a social networking website or
service, or a banking portal), or change a User interface
setting (e.g., restore a user interface setting and/or turn ofl an
accessibility feature). In some 1implementations, the proto-
cols and application programming interfaces (API) required
by each service can be specified by a respective service
model among the service models 356. The service processor
338 accesses the appropriate service model for a service and
generates requests for the service in accordance with the
protocols and APIs required by the service according to the
service model.

For example, 11 a restaurant has enabled an online reser-
vation service, the restaurant can submit a service model
specilying the necessary parameters for making a reserva-
tion and the APIs for communicating the values of the
necessary parameters to the online reservation service.
When requested by the task tflow processor 336, the service
processor 338 can establish a network connection with the
online reservation service using the web address stored 1n
the service models 356, and send the necessary parameters
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of the reservation (e.g., time, date, party size) to the online
reservation interface 1n a format according to the API of the
online reservation service.

In some implementations, the natural language processor
332, dialogue processor 334, and task flow processor 336 are
used collectively and iteratively to infer and define the user’s
intent, obtain mformation to further clarify and refine the
user intent, and finally generate a response (e.g., provide an
output to the user or complete a task) to fulfill the user’s
intent.

In some implementations, aiter all of the tasks needed to
fulfill the user’s request have been performed, the digital
assistant 326 formulates a confirmation response, and sends
the response back to the user through the I/O processing
module 328. If the user request seeks an informational
answer, the confirmation response presents the requested
information to the user. In some 1implementations, the digital
assistant also requests the user to indicate whether the user
1s satisfied with the response produced by the digital assis-
tant 326. In some 1mplementations, where the user was
experiencing dithculty, the digital assistant also educates the
user on how to perform a task (e.g., change a user interface
setting or disable an accessibility feature) when Faced with
a similar or the same situation.

In some implementations, the digital assistant 326
includes a diagnostics module 366. In some 1mplementa-
tions, the diagnostics module acts in conjunction with the
task tflow processing module 336 to search for recent user
interface setting changes (e.g., 1 setting history 394) 1n
response to a user mput (e.g., a request for help or abnormal
pattern of user nputs).

In some implementations, the diagnostics module 366
includes a settings integration module 368 that acts 1n
conjunction with the device settings 370 (e.g., accessibility
376, language 378, volume 380, or display 382 settings) to
diagnose an madvertent activation of a user interface setting
causing user difliculty, as explained in further detail with
respect to Method 400 (FIGS. 4A-4B) below. For example,
in some 1mplementations, the diagnostics module 366
receives a natural language text string corresponding to a
user’s input, where the intent has been inferred that the user
1s having difliculties with the device. The diagnostics mod-
ule 366 consults the restoration module 390 (e.g., settings
history 394) to determine 1f a setting change has been made
within a predetermined period of time (e.g., as tagged by a
clock module 392). The diagnostics module 366 1dentifies a
setting change in the setting history 394 associated with the
user’s difliculty and acts 1n conjunction with the restoration
module 390 to restore a prior user-interface setting (e.g., a
user 1nterface setting immediately preceding the i1dentified
setting change or a default user interface setting).

In accordance with some implementations, FIG. 4 shows
a Functional block diagram of an electromic device 400
configured 1n accordance with the principles of the various
described implementations. The functional blocks of the
device are, optionally, implemented by hardware, software,
or a combination of hardware and software to carry out the
principles of the various described implementations. It 1s
understood by persons of skill in the art that the functional
blocks described in FIG. 4 are, optionally, combined or
separated into sub-blocks to implement the principles of the
various described implementations. Therefore, the descrip-
tion herein optionally supports any possible combination or
separation or further definition of the functional blocks
described herein.

As shown 1n FIG. 4, an electronic device 400 includes a
sound receirving unit configured to receive user utterances,
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optionally, an input pattern recerving unit 404 configured to
receive patterns of inputs from a user, a voice prompting unit
406 configured to prompt the user for additional informa-
tion, and a processing unit 408 coupled to the sound receiv-
ing unit 402, optional 1nput pattern receiving unit 404, and
voice prompting unit 406. In some implementations, the
processing unit 408 includes a determining unit 410 and a
setting restoring umt 412.

The electronic device 400 1s configured to receive a user

input (e.g., with the sound receiving unit 402 or input pattern
receiving unit 404) imdicating that the user 1s having difli-
culty operating the electronic device 400. The processing
unit 1s configured to determine whether a setting was
changed on the device within a predetermined time period
prior to receiving the user mput (e.g., with the determining
unit 410). The processing unit 408 1s further configured to,
upon a determination that a first setting was changed within
the predetermined time period prior to receiving the user
input, restore the changed setting to a prior setting (e.g., with
the setting restoring umt 412).

In some 1mplementations, the user input 1s a user voice
iput (e.g., that 1s received by the sound recerving unit 402
of electronic device 400). In some 1implementations, the user
input 1s an abnormal pattern of user inputs (e.g., that 1s
received by the input pattern receiving unit 404).

In some 1mplementations, the predetermined time 1s a
number of minutes. In some 1mplementations, the predeter-
mined time 1s a number of previous user sessions.

In some mmplementations, the prior setting 1s a default
setting, In some 1mplementations, the prior setting 1s a
setting that immediately preceded a setting change.

In some implementations, the electronic device 400 1s
coniigured to, prior to restoring the changed setting, prompt
the user with an indication that the first setting has been
changed (e.g., with the voice prompting unit).

In some implementations, the electronic device 400 1s
turther configured to, prior to restoring the changed setting,
prompt the user to confirm that they are having difliculty
operating the device (e.g., with the voice prompting unit
406), and the processing unit 408 1s further configured to, 1n
response to receiving confirmation that the user 1s having
difficulty operating the device, restore the changed setting to
a prior setting (e.g., with the setting restoring unit 412).

In some implementations, the electronic device 400 1s
turther configured to, prior to restoring the changed setting,
prompt the user to confirm that the first setting 1s causing the
user dithiculty (e.g., with the voice prompting unit 406), and
the processing unit 1s further configured to, in response to
receiving coniirmation that the first setting i1s causing the
user difliculty, restore the changed setting to a prior setting,
(e.g., using the setting restoring unit 412).

In some 1mplementations, the processing umt 408 1s
turther configured to, 1n response to receiving a user nput
indicating that the first setting 1s not causing the user
difficulty, determine if a second setting was changed on the
device within a predetermined time period prior to receiving
the first user mnput (e.g., with the determining unit 410).

In some implementations, the electronic device 400 1s
turther configured to, prior to restoring the changed setting,
prompt the user to confirm that they want to restore the
changed setting to a prior setting (e.g., with the voice
prompting unit 406), and the processing unit 408 1s further
configured to, 1n response to recerving confirmation that the
user wants to restore the changed setting, restore the
changed setting to a prior setting (e.g., with the setting
restoring unit 412).

10

15

20

25

30

35

40

45

50

55

60

65

20

In some implementations, the voice prompting unit 406
includes the use of a text-to-speech function.

In some implementations, the processing unit 408 1s
further configured to explain to the user how the display
feature was enabled (e.g., with the voice prompting unit
406).

In some implementations, the processing unit 408 1s
turther configured to explain to the user how to restore the
changed setting to a prior setting (e.g., with the voice
prompting unit 406).

The operations 1n the information processing methods
described above are, optionally implemented by running one
or more functional modules 1n information processing appa-
ratus such as general purpose processors (e.g., as described
above with respect to FIG. 3A) or application specific chips.

FIGS. SA-5B are tlow diagrams illustrating a method 500
of diagnosing the inadvertent activation of a user interface
setting and restoring a prior user interface setting when the
user 1s having difliculty operating an electronic device, in
accordance with some implementations. The method 500 1s
performed at an electronic device (e.g., electronic device
104, FIGS. 1 and 2) with a digital assistant 326 and settings
370. Some operations of method 500 are, optionally, com-
bined and/or the order of some operations 1s, optionally,
changed. As described below, the method 500 provides an
intuitive way to diagnose the imnadvertent activation of a user
interface setting and restore a prior user interface setting
when a user 1s having difliculty operating an electronic
device. The method reduces the cognitive burden on a user
diagnosing the inadvertent activation of a user interface
setting and restoring a prior user interface setting, thereby
creating a more eflicient human-machine interface.

In some 1mplementations, an electronic device (e.g., elec-
tronic device 104) recerves (502) a user input indicating that
the user 1s having difliculty operating the electronic device
(e.g., user help request 602 1n FIG. 6 or the detection of user
difficulty 700 1n FIG. 7). For example, the user tells a digital
assistant (e.g., digital assistant 326 in FIG. 3A) that they are
having difficulty operating the electronic device, or the

clectronic device detects an irregular pattern of user inputs
that 1s not productive.

In some 1mplementations, the user input indicating the
user 1s having difficulty 1s an intentional mput (e.g., request
for help) made by the user. In some implementation, the user
mput 1s (504) a user voice mput (e.g., user help request 602
in FI1G. 6 or user query 802 1n FIG. 8). For example, the user:
asks a digital assistant (e.g., digital assistant 326 1n FIG. 3A)
for help; asks a digital assistant a question related to the
operation or user interface of the electronic device: and/or
expresses their frustration to a digital assistant. For example,
the user asks the digital assistant a question related to their
operational difficulty e.g.: “Why can’t I see the entire
graphical user interface display?”; “Why doesn’t the note-
pad application launch when I contact the associated launch
icon?”’; or “Why are the colors displayed on my screen
inverted’?” However, 1n some instances, the user does not
use precise terms or syntax when asking the digital assistant
for assistance, thus causing an ambiguous query, €.g.: “Why
1s everything so big on the screen?” (query 802 in FIG. 8):
“Why doesn’t my notepad work?”; or “Why are the colors
so Funky’?” In some implementations, disambiguation mod-
ule 350 i1dentifies a term associated with user difliculty (e.g.,
“why.,” “help,” “trouble,” “difliculty,” “can’t,” or “how”) or
user frustration (e.g., “darn” or other words indicating
frustration) as an indication that the user 1s experiencing
difficulty operating the electronic device.
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In some implementations, the user mput indicating the
user 1s having difliculty 1s an unintentional input made by the
user, for example out of frustration or because they do not
know what else to try.

In some implementations, the user mput 1s (506) an
abnormal pattern of user mputs. For example, the user turns
the electronic device off and on more than a predetermined
number of times over a given period of time (e.g., the user
turns the device ofl and on more than three times in the span
of 15 minutes) or turns the device on and off with an
uncharacteristic user frequency (e.g., a user who usually
turns the electronic device off once a day turns the device ofl
and on four times 1n a single day). Or, for example, the user
repeatedly makes an unproductive user mput (e.g., a contact
or gesture that 1s associated with the performance of a
particular action on an electronic device operating under a
first user interface setting, when the electronic device 1s
operating under a second user interface setting in which the
user mput 1s not associated with the particular action), For
example, a user repeatedly attempts to switch to a different
application launch screen using a single-finger swipe gesture
alter a voice-over accessibility feature has been activated,
requiring a three-finger swipe gesture to switch between
application launch screens.

The electronic device (e.g., electronic device 104) deter-
mines (508) whether a setting was changed on the device
within a predetermined time period prior to receiving the
user mput. For example, after detecting a qualifying user
input indicating the user 1s having operational difliculties,
the electronic device queries a data store (e.g., stored in
internal memory 302 in FIG. 3A and/or external restoration
service(s) 122-6 1n FIG. 1) including records of user inter-
face setting changes made on the device (e.g., settings
history 394) against a predetermined time prior to detection
of the user mput (e.g., within the past hour, day, week).

As used herein, the term “predefined time” refers to either
or both of a predetermined linear period of time (e.g., a
number of minutes, hours, days, weeks, months, years) and
a predetermined number of user sessions.

As used herein, the term “user session” refers to a
continuous period of time over which a user interacts with
an electronic device without interruption for more than a
short period of time. For example, 1n some implementations,
a user session 1s a period of time over which the user
interacts (e.g., provides inputs, receives feedback, observes
displayed content, etc.) with an electronic device without an
interruption of at least 15 minutes. This, of course, 1s merely
illustrative of an exemplary implementation and 1s 1n no way
meant to be limiting. For example, in some 1mplementa-
tions, an interruption lasting as short as 30 seconds may end
a user session, while 1 other implementations, an 1nterrup-
tion lasting as long as a day may not end a user session.

In some implementations, the predetermined time 1s (510)
a number of minutes (e.g., 5, 10, 15, 30, 60, 120, 240, 1440).
In some implementations, the predetermined time 1s any
linear measure of time, for example, minutes, days, weeks,
months, or years.

In some implementations, the predetermined time 1s (512)
a number of user sessions (e.g., 1, 2, 3, 4, 5, 10, 25, 30, or
more user sessions).

In some i1mplementations, the predetermined time 1s a
combination of a number of minutes and a number of user
sessions. For example, 1n some implementations, the pre-
determined time 1s the longer of a predetermined number of
minutes and a predetermined number of user sessions (e.g.,
the timeframe for a qualifying change 1n a user setting 1s the
past three days only i1 the user has completed at least three
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user sessions or vice versa). In some implementations, the
predetermined time 1s the shorter of a predetermined number
of minutes and a predetermined number of user sessions
(e.g., the timeframe for a qualifying change 1n a user setting
1s the past three days unless a user has completed at least ten
user-sessions in less than three days).

In some implementations, the device prompts (514) the
user with an indication that a first setting has been changed.
For example, the device audibly and/or visibly tells the user
that a setting (e.g., a display setting such as the size of
objects displayed on an associated display, the color scheme
of objects displayed on an associated display or the language
used on an associated display, an audio setting such as the
master volume of the system or the volume associated with
a particular audio content; or a setting that defines an action
performed 1n response to a particular user input) has recently
been changed (e.g., the a digital assistant, such as digital
assistant 326, audibly says “Accessibility features were
recently enabled.”)

In some implementations, the device prompts (516) the
user to confirm that they are having difliculty operating the
device (e.g., prompt “Are you having trouble?” 902 from
device 104 in FIG. 9). For example, a digital assistant (e.g.,
digital assistant 326) audibly and/or visually asks the user 1f
they need assistance.

In some implementations, 1n response to receirving con-
firmation that the user i1s having difhiculty operating the
device (e.g., user response “Yes” 904 to prompt “Are you
having trouble” 902 1n FI1G. 9), the device restores (518) the
changed setting to a prior setting. For example, user device
104 disables a voice-over accessibility feature in FIG. 9
(e.g., as idicated by prompt “OK, I have disabled the
voice-over feature.” 906) after the user confirms they are
having difficulty (e.g., by response “Yes” 904).

In some implementations, where the device does not
receive a confirmation that the user 1s having difliculty (e.g.,
the user responds that they are not having difliculty or the
user does not respond at all), the device foregoes restoring
the changed setting to a prior setting (e.g., “End” step 718
in FIG. 7).

In some 1mplementations, the device prompts (520) the
user to confirm that the first setting 1s causing the user
difficulty (e.g., prompt “Are you trying to use the notepad
application?” 1006 in FIG. 10). For example, a digital
assistant (e.g., digital assistant 326) audibly and/or visually
asks the user i a user interface setting determined to have
been changed within a predefined time 1s causing the user
difficulty.

In some 1implementations, in response to receiving con-
firmation (e.g., confirmation “Yes” 1008 in FIG. 10) that the
first setting (e.g., locking of a notepad application i FIG.
10) 1s causing the user difliculty, the device restores (522)
the changed setting to a prior setting (e.g., device 104
restores an unlocked setting for the notepad application in
FIG. 10, as indicated by prompt “OK, I have unlocked the
notepad application.”)

In some 1implementations, 1n response to receiving a user
input indicating that the first setting 1s not causing the user
difficulty, the device determines (524) 1f a second setting
was changed on the device within a predetermined time
period prior to recerving the first user mput. For example,
alter the device detects that the user 1s having difliculty (e.g.,
steps 602 and 702 i FIGS. 6 and 7, respectively), and
identifies a first setting change occurred within a predeter-
mined time period prior to the detection of user dificulty
(e.g., steps 604 and 708 in FIGS. 6 and 7, respectively), and
the user does not confirm that the identified setting change
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1s causing difficulty (e.g., “No” at steps 608 and 712 1in
FIGS. 6 and 7, respectively), after optionally prompting the
user for additional data (e.g., at steps 614 and 720 1n FIGS.
6 and 7, respectively), the device determines 11 a second user
interface setting change occurred with the predetermined
time prior to detection of the user difliculty (e.g., at steps 604
and 708; n=2).

In some implementations, where more than one user
interface setting has been changed within the predetermined
time, loops of steps 604-606-608-614 and steps 708-710
—1712-720 assist the device (e.g., operating disambiguation
module 350) in determining which setting changes are
responsible for the user difliculty 1n an iterative fashion (e.g.,
through a process of elimination 1n which the qualified user
interface setting changes are queried to the user one by one,
for example, starting with a user interface setting change that
occurred most recently). In some 1mplementations, where
the device does not receive confirmation that the first setting
change 1s causing user difliculty, when the device determines
if a second user interface setting was changed with a
predetermined time before detection of the user difliculty,
the predetermined time 1s a second predetermined time
longer than a first predetermined time (e.g., the device looks
tarther back 1n settings history 394 to find a second change).

In some implementations, the device prompts (526) the
user to confirm that they want to restore the changed setting,
to a prior setting (e.g., prompt “Would you like to restore the
default display settings?” 804 1n FIG. 8). For example, after
the device detects user difliculty and 1dentifies a user inter-
face setting that was changed within the predetermined time
prior to detection of the user difliculty, the device (e.g., using
digital assistant 326) audibly or visually asks the user 11 they
want to change the setting, rather than automatically restor-
ing a prior user iterface setting, as in some implementations
described herein.

In some 1mplementations, 1n response to receirving con-
firmation that the user wants to restore the changed setting
(e.g., confirmation “Yes please” 806 in FIG. 8), the device
restores (528) the changed setting to a prior setting (e.g.,
device 104 restores default settings in FIG. 8 after confir-
mation 806, as indicated by prompt “OK, the settings have
been restored” 808).

Upon a determination that a first setting was changed
within the predetermined time period prior to receiving the
user mput, the device restores (530) the changed setting to
a prior setting (e.g., device 104: restores default display
settings 1n FIG. 8, as indicated by prompt 808: disables a
voice-over feature 1 FIG. 9, as indicated by prompt 906:
and unlocks a notepad application 1n FIG. 10, as indicated by
prompt 1010).

In some implementations, the prior setting (e.g., the user
interface setting being restored by the device when corre-
sponding criteria are met) 1s a default setting (532). For
example, the user 1nterface setting 1s returned to, a “factory
setting”” or a default setting previously determined by the
user (e.g., when first setting-up the electronic device or
otherwise specifically configuring, a default user interface
setting that may or may not override and/or replace a factory
setting).

In some implementations, the prior setting 1s a setting that
immediately preceded the setting change (534). In some
implementations, rather than restoring a Factory or default
user interface setting, as 1 accordance with some 1mple-
mentations described herein, the device (e.g., with diagnos-
tics module 366, restoration module 390, or diagnostics
module 366 1n conjunction with restoration module 390)
queries a data store (e.g., settings history 394) to determine
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the setting that immediately proceeded the 1dentified setting
change and restores (e.g., using restoration module 390) the
prior setting. For example, where a factory Font display
setting 1s 10 Pt, a user customizes the user display by
increasing the Font display setting to 14 pt at a first time. At
a later time, the user madvertently changes the font display
setting to 48 pt, rendering the user display diflicult to
navigate. Upon detection that the user 1s experiencing dif-
ficulty with the increased font size, the device restores the
font display setting to 14 pt.

In some 1implementations, the device explains (536) to the
user how the setting was changed. For example, the device
audibly or visually explains to user which steps were taken,
or would be taken, to change the user interface setting that
caused user difficulty, enabling the user to avoid 1nadver-
tently changing the setting again (e.g., so that the user
doesn’t accidentally activate an undesired accessibility fea-
ture).

In some 1implementations, the device explains (538) to the
user how to restore the changes setting to a prior setting
(e.g., the device audibly or visually explains to the user how
to disable an activated accessibility feature). For example, a
digital assistant (e.g., digital assistant 326) audibly and/or
visually walks the user through the steps necessary to restore
a prior user interface setting under the changed user inter-
face environment that caused the user difficulty. In some
implementations, the device (e.g., using digital assistant
326) explains how to restore a prior user interface setting
before restoring (530) the prior setting. In some 1mplemen-
tations, the device (e.g., using digital assistant 326) explains
how to restore a prior user interface setting while restoring
(530) the prior setting (e.g., in a tutorial). In some 1mple-
mentations, the device (e.g., using digital assistant 326)
explains how to restore a prior user interface setting after
restoring (530) the prior setting.

In some implementations of the methods, systems, and
devices described above, prompting the user includes (540)
the use of a text-to-speech function. In some 1implementa-
tions, prompting the user also mcludes the use of visually
prompting the user.

In some 1implementations, one or more of the methods and
systems described above for diagnosing an inadvertent acti-
vation of a user interface setting and restoring a prior user
interface setting can be disabled by a user, e.g., through an
application specific setting 1n application specific settings
module 372. For example, 1t may be desirable to disable
implementations where the device mitiates the method upon
receiving a user input indicating the user 1s having difliculty
operating the device (e.g., method 700), when the device 1s
operated by an elderly person, young child, or person with
a disability who may appear to be having dithiculty with an
accessibility feature, but are actually not able to operate the
device well 1n any setting.

It should be understood that the particular order in which
the operations in FIGS. 5A-5B have been described 1s
merely exemplary and 1s not mtended to indicate that the
described order 1s the only order in which the operations
could be performed. One of ordinary skill in the art would
recognize various ways to reorder the operations described
herein.

Exemplary Methods

Now that an overview of the methods and systems for
diagnosing madvertent activation of a user interface setting,
such as an accessibility feature, and for restoring a prior user
interface setting have been presented, exemplary methods
will be presented 1n conjunction with FIGS. 6-10. FIGS.
8-10 illustrate an exemplary electronic devices (e.g., user
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device 104) displaying graphical user interfaces (GUIs) 800,
900, and 1000, respectively, on touch screen 112. GUIs 800,
900, and 1000 include a dialog between the user (e.g., as
indicated by text bubbles originating from the right side of
touch screen 112) and a voice-based digital assistant (e.g., as
indicated by text bubbles originating from the left side of
touch screen 112).

FIGS. 6 and 8 illustrate exemplary method 600 for
diagnosing 1nadvertent activation of a user interface setting
(e.g., an accessibility feature) and for restoring a prior user
interface setting, in accordance with some implementations,
where the user imitiates the method.

In step 602, the user provides a request For help operating,
an electronic device (e.g., electronic device 104) to a voice-
based digital assistant (e.g., digital assistant 326) associated
with the electronic device. In some implementations, the
request for help need not necessarily include the word
“help” or any synonym thereof, any indication that the user
1s experiencing difliculty operating the device and that the
dificulty may relate to a user-interface setting (e.g., a
display, audio, or operational user interface setting) 1s sui-
ficient to activate execution of method 600. For example,
user input “Why 1s everything so big on the screen?” 802 1s
suflicient at least because it indicates the user i1s having
difficulty operating the device (e.g., the user has to ask
“why?”), and 1t indicates that the difliculty may relate to a
user iterface setting (e.g., the font and/or 1con display size).

In some implementations, the voice-based digital assistant
1s accessible to the user through a default mechanism that
cannot be disabled by a change to any user interface setting,
including without limitation, accessibility Features, display
settings, operational settings, volume settings, etc. In some
implementations, the voice-based digital assistant 1s acti-
vated by a tactile mput on the electronic device, e.g., by a
double tap 1mnput on home button 810 of user device 104 1n
FIG. 8. In some implementations, the voice-based digital
assistant 1s activated by a voice mput or signal, e.g., by use
of a phrase recognized by the voice-based digital assistant
such as “Hi1 Sir1.”

In step 604, the electronic device determines whether a
user interface setting was recently changed on the device
(e.g., within a predetermined time prior to recerving the user
input 1 step 602). In some 1mplementations, the device
queries a data store (e.g., settings history 394 stored locally
in memory 302 of the device or stored externally such as by
a restoration service 122-6) to determine 11 a user interface
setting change was made within a predetermined time period
(e.g., within a number of minutes and/or user sessions prior
to the detection of the user dithiculty).

In some implementations where the outcome of step 604
1s “No,” the device prompts the user for additional infor-
mation on theiwr operational difliculty. Additional data
received from the user 1n response 1s used by the device
(e.g., using disambiguation module 350) to 1dentily whether
a second user interface setting was changed within a pre-
determined time of receiving the user mput in step 602, 1n
a second iteration of step 604. In some 1mplementations,
where the number of iterations (n) of step 604 1s less than a
threshold number (x), additional inputs from the user indi-
cating that an i1denfified user interface setting change 1s not
causing user difliculty 1n step 604 cause the device to prompt
the user for additional immformation regarding their opera-
tional difficulty in an additional iteration of step 614. In
some 1implementations, where the number of iterations (n) 1s
equal to a threshold number (x), the device prompts the user
to contact a customer service (e.g., by phone, email, text
message, or SMS) 1n step 616, providing the user with an
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opportunity for additional technological support and avoid-
ing an infinite loop. In some 1mplementations, where the
user responds atlirmatively to the prompt provided 1n step
616, the device mitiates contacting a customer service (e€.g.,
by placing a phone call, sending an email, or sending a text
message or SMS) 1 step 618. In some 1implementations,
where the user responds negatively to the prompt provided
in step 616, the device ends method 600 1n step 620.

In some implementations, where the outcome of step 604
1s “Yes,” an 1dentified user interface setting was recently
changed, the device asks the user to confirm that the
identified user interface setting change 1s causing the user
difficulty 1n step 606. In some implementations, asking for
user confirmation includes asking 1f the user wants to restore
a previous user interface setting. For example, prompt
“Would you like to restore the default display settings?”” 804.
In some 1mplementations, asking the user to confirm 1f an
identified user interface setting 1s causing difliculty and
asking the user to confirm if they wish to restore a prior user
interface setting are performed 1n separate steps (e.g., they
require separate confirmations from the user). In some
implementations, only one of asking the user to confirm 11 an
identified user interface setting 1s causing difliculty and
asking the user to confirm if they wish to restore a prior user
interface setting 1s performed.

In some implementations, the device receives confirma-
tion that the identified user interface setting change 1s
causing the user difliculty, and/or, in some 1implementations,
confirmation to restore a prior user interface setting in step
608. For example, confirmation “Yes please” 806 from the
user. In response, the device restores a prior user interface
setting 1n step 610 (e.g., disables an accessibility feature).
For example, user device 104 restores a default display
setting 1n response to user response 806, as indicated by
prompt “OK, the settings have been restored” 808, 1n FIG.
8.

In some implementations, steps 606 and 608 are not
performed, and 1n response to a determination that a first
setting was changed within the predetermined time period
prior to receiving the user input in step, the device restores
a prior user interface setting 1n step 610 (e.g., disables an
accessibility feature).

In some 1implementations, before, during, or after restor-
ing a prior user interface setting in step 610, the device
educates the user on how to avoid changing the i1dentified
user interface setting again (e.g., by educating the user on
how the user interface setting was changed) in step 612. In
some 1mplementations, before, during, or after restoring a
prior user interface setting in step 610, the device addition-
ally or alternatively educates the user on how to restore a
prior user interface setting (e.g., how to disable an accessi-
bility feature).

In some implementations, where the outcome of step 608
1s “No,” the device prompts the user for additional infor-
mation on their operational difficulty. Additional data
received from the user in response 1s used by the device
(e.g., using disambiguation module 350) to 1identily whether
a second user interface setting was changed within a pre-
determined time of receiving the user mput 1n step 602, 1n
a second 1teration of step 604. In some 1mplementations,
where the number of 1terations (n) of step 608 1s less than a
threshold number (y), additional iputs from the user indi-
cating that an i1dentified user interface setting change 1s not
causing user difliculty 1n step 604 cause the device to prompt
the user for additional immformation regarding their opera-
tional difliculty 1n an additional iteration of step 614. In
some 1implementations, where the number of iterations (n) 1s
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equal to a threshold number (y), the device prompts the user
to contact a customer service (e.g., by phone, email, text
message, or SMS) 1n step 616, providing the user with an
opportunity for additional technological support and avoid-
ing an infinite loop. In some implementations, where the
user responds athirmatively to the prompt provided 1n step
616, the device mitiates contacting a customer service (e.g.,
by placing a phone call, sending an email, or sending a text
message or SMS) 1 step 618. In some 1implementations,
where the user responds negatively to the prompt provided
in step 616, the device ends method 600 1n step 620.

FIGS. 7, 9, and 10 1llustrate exemplary method 700 for
diagnosing 1madvertent activation of a user interface setting
(e.g., an accessibility feature) and for restoring a prior user
interface setting, 1n accordance with some implementations,
where the electronic device 1nitiates the method.

In step 702, an electronic device (e.g., electronic device
104) detects a pattern of user inputs indicating that a user 1s
experiencing difliculty operating the electronic device. For
example, 1n some 1mplementations, the device detects an
abnormal pattern of user inputs (e.g., corresponding to the
user: repeatedly turning the device ofl and on: repeatedly
logging off and on to a workspace; repeatedly executing a
touch or gesture not associated with an operation under a
particular user iterface environment; etc.) indicating the
user 1s experiencing difficulty.

In some implementations, in response to the detection of
an apparent user dificulty, the device asks the user 1f they
are experiencing difliculty (e.g., using a voice-based digital
assistant such as digital assistant 326) operating the elec-
tronic device in step 704. For example, user device provides
audible and/or visible prompts “Are you having trouble?”
902 and 1002 1n FIGS. 9 and 10, respectively (e.g., using
voice-based digital assistant 326).

In some implementations, the device detects a user
response indicating that they are experiencing difliculty
operating the device (e.g., user responses “Yes” 904 and
1004 1n FIGS. 9 and 10, respectively). In some implemen-
tations, where the device does not recerve a user response
confirming the operational difliculty 1n step 706, the device
ends method 700 1n step 718.

In step 708, the electronic device determines whether a
user interface setting was recently changed on the device
(e.g., within a predetermined time prior to recerving the user
mput 1n step 702). In some implementations, the device
queries a data store (e.g., settings history 394 stored locally
in memory 302 of the device or stored externally such as by
a restoration service 122-6) to determine 1f a user interface
setting change was made within a predetermined time period
(e.g., within a number of minutes and/or user sessions prior
to the detection of the user dithiculty).

In some implementations where the outcome of step 708
1s “No,” the device prompts the user For additional infor-
mation on their operational difficulty. Additional data
received from the user in response 1s used by the device
(e.g., using disambiguation module 350) to 1dentily whether
a second user interface setting was changed within a pre-
determined time of receiving the user mput in step 702, 1n
a second 1teration of step 708. In some implementations,
where the number of 1terations (n) of step 708 1s less than a
threshold number (x), additional inputs from the user indi-
cating that an i1denfified user interface setting change 1s not
causing user difliculty 1n step 708 cause the device to prompt
the user for additional immformation regarding their opera-
tional difficulty in an additional iteration of step 720. In
some 1implementations, where the number of iterations (n) 1s
equal to a threshold number (x), the device prompts the user
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to contact a customer service (e.g., by phone, email, text
message, or SMS) 1n step 722, providing the user with an
opportunity for additional technological support and avoid-
ing an infinite loop. In some implementations, where the
user responds atlirmatively to the prompt provided 1n step
722, the device mitiates contacting a customer service (e.g.,
by placing a phone call, sending an email, or sending a text
message or SMS) 1 step 724. In some 1mplementations,
where the user responds negatively to the prompt provided
in step 722, the device ends method 700 1n step 726.

In some implementations, where the outcome of step 708
1s “Yes,” an identified user interface setting was recently
changed, the device asks the user to confirm that the
identified user interface setting change 1s causing the user
difficulty 1n step 710. For example, prompt “Are you trying
to use the notepad application?” 1006. In some 1mplemen-
tations, asking for user confirmation includes asking 1f the
user wants to restore previous user interface setting. In some
implementations, asking the user to confirm 1f an i1dentified
user 1iterface setting 1s causing difliculty and asking the user
to confirm 1if they wish to restore a prior user interface
setting are performed 1n separate steps (e.g., they require
separate confirmations from the user). In some implemen-
tations, only one of asking the user to confirm if an 1dentified
user 1iterface setting 1s causing difliculty and asking the user
to confirm 1f they wish to restore a prior user intertace
setting 1s performed.

In some implementations, the device receives confirma-
tion that the identified user interface setting change 1s
causing the user dithiculty, and/or, in some implementations,
confirmation to restore a prior user interface setting 1n step
712. For example, confirmation “Yes” 1008 from the user. In
response, the device restores a prior user 1nterface setting in
step 714 (e.g., disables an accessibility {feature). For
example, user device 104 unlocks an application 1n response
to user response 1008, as indicated by prompt “OK, 1 have
unlocked the notepad application” 1010, 1n FIG. 10.

In some implementations, steps 710 and 712 are not
performed, and 1n response to a determination that a first
setting was changed within the predetermined time period
prior to receiving the user input in step, the device restores
a prior user interface setting 1n step 714 (e.g., disables an
accessibility feature). For example, user device 104 disables
an accessibility feature, as indicated by prompt “OK, I have
disabled the voice-over feature” 906, in FIG. 9.

In some implementations, before, during, or after restor-
ing a prior user interface setting in step 714, the device
educates the user on how to avoid changing the i1dentified
user interface setting again (e.g., by educating the user on
how the user interface setting was changed) in step 716. In
some 1mplementations, before, during, or after restoring a
prior user mterface setting in step 714, the device addition-
ally or alternatively educates the user on how to restore a
prior user interface setting (e.g., how to disable an accessi-
bility feature) in step 716.

In some 1implementations, where the outcome of step 712
1s “No,” the device prompts the user for additional infor-
mation on their operational difficulty. Additional data
received from the user 1n response 1s used by the device
(e.g., using disambiguation module 350) to identify whether
a second user interface setting was changed within a pre-
determined time of receiving the user mput 1n step 702, 1n
a second 1teration of step 708. In some implementations,
where the number of 1terations (n) of step 712 1s less than a
threshold number (y), additional inputs from the user indi-
cating that an i1dentified user interface setting change 1s not
causing user difliculty 1n step 712 cause the device to prompt
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the user for additional mformation regarding their opera-
tional difficulty in an additional iteration of step 720. In
some 1mplementations, where the number of iterations (n) 1s
equal to a threshold number (y), the device prompts the user
to contact a customer service (e.g., by phone, email, text
message, or SMS) 1n step 722, providing the user with an
opportunity for additional technological support and avoid-
ing an infinite loop. In some implementations, where the
user responds atlirmatively to the prompt provided 1n step
722, the device mitiates contacting a customer service (e.g.,
by placing a phone call, sending an email, or sending a text
message or SMS) 1 step 724. In some implementations,

where the user responds negatively to the prompt provided
in step 722, the device ends method 700 1n step 726.

The foregoing description, for purpose of explanation, has
been described with reference to specific implementations.
However, the 1llustrative discussions above are not intended
to be exhaustive or to limit the disclosed implementations to
the precise Forms disclosed. Many modifications and varia-
tions are possible 1n view of the above teachings. The
implementations were chosen and described in order to best
explain the principles and practical applications of the
disclosed 1deas, to thereby citable others skilled in the art to
best utilize them with various modifications as are suited to
the particular use contemplated.

It will be understood that, although the terms “first,”
“second,” etc. may be used herein to describe various
clements, these elements should not be limited by these
terms. These terms are only used to distinguish one element
from another. For example, a first sound detector could be
termed a second sound detector, and, similarly, a second
sound detector could be termed a first sound detector,
without changing the meaning of the description, so long as
all occurrences of the “first sound detector” are renamed
consistently and all occurrences of the “second sound detec-
tor” are renamed consistently. The first sound detector and
the second sound detector are both sound detectors, but they
are not the same sound detector.

The terminology used herein 1s for the purpose of describ-
ing particular implementations only and 1s not intended to be
limiting of the claims, As used in the description of the
implementations and the appended claims, the singular
forms “a”, “an” and “the” are intended to include the plural
forms as well, unless the context clearly indicates otherwise.
It will also be understood that the term “and/or” as used
herein refers to and encompasses any and all possible
combinations of one or more of the associated listed 1tems.
It will be further understood that the terms “comprises”
and/or “comprising,” when used 1n this specification, specily
the presence of stated features, integers, steps, operations,
clements, and/or components, but do not preclude the pres-
ence or addition of one or more other features, integers.
steps, operations, elements, components, and/or groups
thereof.

As used herein, the term “11” may be construed to mean
“when” or “upon” or “in response to determining” or “in
accordance with a determination” or “in response to detect-
ing,” that a stated condition precedent is true, depending on
the context. Similarly, the phrase “if i1t 1s determined [that a
stated condition precedent 1s true]” or “if [a stated condition
precedent 1s true]” or “when [a stated condition precedent 1s
true]” may be construed to mean “upon determining” or
“upon a determination that” or “in response to determining”
or “in accordance with a determination” or “upon detecting”
or “in response to detecting” that the stated condition
precedent 1s true, depending on the context.
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What 1s claimed 1s:

1. A method, comprising:

at an electronic device comprising a processor and

memory storing instructions for execution by the pro-
CEeSSOr:
while the device 1s operating with a first setting 1n a first
state, detecting, at a first time, a change 1n settings of
the device to change the first setting from the first
state to a second state that 1s different from the first
state;
while the device 1s operating with the first setting 1n the
second state, receiving, at a second time that 1s after
the first time, a user mput that corresponds to a
pattern of user behavior, wherein the user mput 1s a
user voice nput;
in response to recerving the user mput:
comparing the pattern of user behavior to a plurality
of predefined conditions that, when met, idicate
that the user 1s having difliculty with operating the
device, wherein a predefined condition of the
plurality of predefined conditions includes the
user voice iput containing one or more predeter-
mined words associated with user difliculty;
in accordance with a determination, based on the
comparison of the pattern of user behavior to the
plurality of predefined conditions, that the device
changed the first setting from the first state to the
second state within a predetermined time period
prior to recerving the user input, restoring the first
setting to the first state; and
in accordance with a determination, based on the
comparison of the pattern of user behavior to the
plurality of predefined conditions, that the user 1s
not having difliculty with operating the device,
maintaining the first setting in the second state.

2. The method of claim 1, wherein a second predefined
condition of the plurality of predefined conditions 1ncludes
the device being turned off and on more than a predeter-
mined number of times over a predetermined period of time.

3. The method of claim 1, wherein the predetermined time
1s a predetermined number of minutes.

4. The method of claim 1, wherein the predetermined time
1s a predetermined number of user sessions.

5. The method of claim 1, wherein the first state of the first
setting 1s a default state of the first setting.

6. The method of claim 1, wherein a third predefined
condition of the plurality of predefined conditions 1ncludes
repeatedly detecting gesture input that 1s applicable to the
first state of the first setting but not applicable to the second
state of the first setting.

7. The method of claim 1, further comprising:

prior to restoring the first setting to the first state, prompt-

ing the user with an indication that the first setting has
changed from the first state to the second state.

8. The method of claim 1, further comprising;:

prior to restoring the first setting to the first state, prompt-

ing the user to confirm that they are having difficulty
with operating the device; and

in response to receiving confirmation that the user 1s

having difficulty with operating the device, restoring
the first setting to the first state.

9. The method of claim 1, further comprising:

prior to restoring the first setting to the first state, prompt-

ing the user to confirm that the device operating with
the first setting 1n the second state 1s causing the user
difficulty with operating the device; and
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in response to receiving confirmation that the device
operating with the first setting in the second state 1s
causing the user dithculty with operating the device,
restoring the first setting to the first state.
10. The method of claim 9, further comprising;:
in response to receiving a second user input indicating
that the device operating with the first setting 1n the
second state 1s not causing the user difliculty with
operating the device, determining 11 a second setting
was changed on the device within a predetermined time
period prior to recerving the user input.
11. The method of claim 1, further comprising:
prior to restoring the first setting to the first state, prompt-
ing the user to confirm that they want to restore the first
setting to the first state; and
in response to receiving confirmation that the user wants
to restore the first setting to the first state, restoring the
first setting to the first state.
12. An electronic device, comprising;:
a Processor;
memory; and
one or more programs, wherein the one or more programs
are stored 1n the memory and configured to be executed
by the one or more processors, the one or more pro-
grams ncluding instructions for:
while the device 1s operating with a first setting 1n a first
state, detecting, at a first time, a change in settings of
the device to change the first setting from the first
state to a second state that 1s different from the first
state;
while the device 1s operating with the first setting in the
second state, receiving, at a second time that 1s after
the first time, a user mput that corresponds to a
pattern of user behavior, wherein the user mput 1s a
user voice mnput;
in response to recerving the user mput:
comparing the pattern of user behavior to a plurality
of predefined conditions that, when met, indicate
that the user 1s having difliculty with operating the
device, wherein a predefined condition of the
plurality of predefined conditions includes the
user voice 1nput containing one or more predeter-
mined words associated with user dithiculty;
in accordance with a determination, based on the
comparison of the pattern of user behavior to the
plurality of predefined conditions, that the device
changed the first setting from the first state to the
second state within a predetermined time period
prior to recerving the user mput, restoring the first
setting to the first state; and
in accordance with a determination, based on the
comparison of the pattern of user behavior to the
plurality of predefined conditions, that the user 1s
not having difficulty with operating the device,
maintaining the first setting 1n the second state.
13. The electronic device of claim 12, wherein a second

predefined condition of the plurality of predefined condi-
tions includes repeatedly detecting gesture iput that 1s
applicable to the first state of the first setting but not
applicable to the second state of the first setting.

14. The electronic device of claim 12, wherein a third
predefined condition of the plurality of predefined condi-
tions includes the device being turned off and on more than
a predetermined number of times over a predetermined
period ol time.

15. The electronic device of claim 12, further comprising
istructions for:

5

10

15

20

25

30

35

40

45

50

55

60

32

prior to restoring the first setting to the first state, prompt-
ing the user with an indication that the first setting has
changed from the first state to the second state.

16. The electronic device of claim 12, further comprising
instructions for:

prior to restoring the first setting to the first state, prompt-

ing the user to confirm that they are having difliculty
with operating the device; and

in response to receiving confirmation that the user 1s

having difficulty with operating the device, restoring
the first setting to the first state.

17. The electronic device of claim 12, further comprising
istructions for:

prior to restoring the first setting to the first state, prompt-

ing the user to confirm that the device operating with
the first setting in the second state 1s causing the user
difhiculty with operating the device; and

in response to recerving confirmation that the device

operating with the first setting in the second state is
causing the user dithculty with operating the device,
restoring the first setting to the first state.
18. The electronic device of claim 17, further comprising
instructions for:
in response to recerving a second user input indicating
that the device operating with the first setting 1n the
second state 1s not causing the user dificulty with
operating the device, determining 1f a second setting
was changed on the device within a predetermined time
period prior to receiving the user input.
19. A non-transitory computer readable storage medium
storing one or more programs, the one or more programs
comprising instructions, which when executed by an elec-
tronic device, cause the device to:
while the device 1s operating with a first setting 1n a first
state, detect, at a first time, a change in settings of the
device to change the first setting from the {first state to
a second state that 1s different from the first state:

while the device 1s operating with the first setting 1n the
second state, recerve, at a second time that i1s after the
first time, a user input that corresponds to a pattern of
user behavior, wherein the user input 1s a user voice
input;

in response to receiving the user input:

compare the pattern of user behavior to a plurality of
predefined conditions that, when met, indicate that
the user 1s having difliculty with operating the
device, wheremn a predefined condition of the plu-
rality of predefined conditions includes the user
voice mput containing one or more predetermined
words associated with user difliculty;

in accordance with a determination, based on the com-
parison of the pattern of user behavior to the plurality
of predefined conditions, that the device changed the
first setting from the first state to the second state
within a predetermined time period prior to receiving,
the user input, restore the first setting to the first

state; and
1n accordance with a determination, based on the com-
parison of the pattern of user behavior to the plurality
of predefined conditions, that the user 1s not having
difliculty with operating the device, maintain the first
setting 1n the second state.
20. The non-transitory computer readable storage medium

of claim 19, wherein a second predefined condition of the

65 plurality of predefined conditions includes the device being

turned off and on more than a predetermined number of
times over a predetermined period of time.
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21. The non-transitory computer readable storage medium
of claim 19, further comprising instructions for:
prior to restoring the first setting to the first state, prompt-
ing the user with an indication that the first setting has
changed from the first state to the second state.
22. The non-transitory computer readable storage medium
of claim 19, further comprising instructions for:
prior to restoring the first setting to the first state, prompt-
ing the user to confirm that they are having difliculty
with operating the device; and
in response to receiving confirmation that the user i1s
having difficulty with operating the device, restoring
the first setting to the first state.
23. The non-transitory computer readable storage medium
of claim 19, further comprising instructions for:
prior to restoring the first setting to the first state, prompt-
ing the user to confirm that the device operating with
the first setting 1n the second state 1s causing the user
difficulty with operating the device; and
in response to receiving confirmation that the device
operating with the first setting in the second state is
causing the user dithculty with operating the device,
restoring the first setting to the first state.
24. The non-transitory computer readable storage medium
of claim 23, further comprising instructions for:
in response to receiving a second user input indicating
that the device operating with the first setting in the
second state 1s not causing the user difliculty with
operating the device, determining 1f a second setting
was changed on the device within a predetermined time
period prior to recerving the user input.
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