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DIAGNOSTIC ANALYSIS TOOL FOR DISK
STORAGE ENGINEERING AND TECHNICAL
SUPPORT

RELATED APPLICATIONS

This application 1s a continuation-in-part of U.S. appli-
cation Ser. No. 14/065,825 filed on Oct. 29, 2013, which 1s
a continuation-in part of U.S. application Ser. No. 14/024,
454 filed on Sep. 11, 2013. The entire teachings of the above

applications are incorporated herein by reference.

BACKGROUND OF THE INVENTION

The increased use of technology and computers has
generated a corresponding increase in digital data. This
ever-increasing digital data requires a corresponding ever-
increasing amount of storage space.

The need for storage space for digital data has been fueled
through many changes in society. For example, home com-
puter users increased storage of multimedia data, especially
video and photographic data, has served to increase the
amount ol storage space needed. Likewise, industry also
requires 1ncreased storage space. As more and more business
1s being conducted electronically, there has been an ever-
increasing demand and need for the storage of this vast
amount of business data. Furthermore, there has been a
demand to digitize the storage of once paper files 1n an
attempt to decrease the overhead cost of this paper genera-
tion and storage.

With this increase of digital data, there has been a
corresponding further reliance upon the integrity and
required accessibility of the digital data. While storage
device reliability has increased, these devices have not
become infallible.

SUMMARY OF THE INVENTION

e

Thus, an eflicient and reliable method for reducing storage
device vulnerability to degraded performance, data unavail-
ability or data loss 1s presented. The present invention 1s
directed to a method and corresponding apparatus for reduc-
ing storage device vulnerability to degraded performance,
data unavailability (DU) and/or data loss (DL). An embodi-
ment of the method of the present mvention begins by
storing debug data associated with at least one storage
device. Next, data 1s obtained for the at least one storage
device and an analysis 1s performed including the obtained
data and the stored debug data. Further the method 1dentifies
one or more 1ssues and one or more action plans for
resolution, based upon the analysis. Finally the method
provides a report to one or more users icluding the one or
more 1dentified 1ssues and the one or more action plans.

In an embodiment of the method of the present invention,
the obtained data includes device configuration information.
The obtained data comprises data including at least one of
the following: storage array data, processor utilization,
cache and memory utilization, disk reliability data, hardware
or environmental information, or firmware version informa-
tion. In another embodiment of the method of the present
invention, the obtained data includes diagnostic logfile data
based upon one or more hardware or software characteristics
of the at least one storage device. In yet another embodi-
ment, the stored debug data includes at least one of the
following: known bug footprint, known hardware 1ssue,
known environmental problem, known software i1ssue,
known network problem, or known configuration problem.
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In another embodiment of the method of the present
invention, one or more 1ssues include one or more potential
issues. In a further embodiment, the analysis includes at
least one of the following: hardware analysis, software panic
analysis, root cause analysis, or performance analysis.

In yet another embodiment of the method of the present
invention, the obtained data includes at least one the fol-
lowing: a hardware characteristic, software characteristic,
configuration characteristic, environmental characteristic, or
network characteristic. The one or more 1dentified 1ssues
include an 1ssue with at least one of the following: a
hardware component, hardware module, hardware configu-
ration, hardware 1interconnect, environmental condition,
configuration condition, firmware, firmware version, soit-
ware configuration, memory, disk space, network connec-
tivity, network configuration, load balancing, performance
characteristics, host side (the host side lies outside of the
storage array and general 1ssues are 1dentified with the host
side), or storage array configuration. The one or more action
plans 1include an action plan to correct or update at least one
of the following: a hardware component, hardware module,
hardware configuration, hardware interconnect, environ-
mental condition, configuration condition, firmware, firm-
ware version, soltware configuration, memory, disk space,
network connectivity, network configuration, load balanc-
ing, performance characteristics, host side, or storage array
configuration.

In another embodiment of the method of the present
invention, the analysis includes a hardware analysis. For the
hardware analysis, obtained data includes at least one hard-
ware or software characteristic. Based upon the hardware
analysis, one or more issues may be identified including an
1ssue with at least one of the following: a hardware com-
ponent, hardware module, hardware interconnect, or firm-
ware version. Based upon the hardware analysis, one or
more action plans include an action plan to update or correct
at least one of the following: a hardware component, hard-
ware module, hardware interconnect, or firmware version.

In another embodiment of the method of the present
invention, the analysis includes a software panic analysis.
For the software panic analysis, data 1s obtained that
includes at least one of the following: core dump file,
memory dump, or stack trace. Based upon the panic analy-
s1s, one or more 1ssues may be 1dentified including an 1ssue
with at least one of the following: hardware component,
hardware module, firmware, or firmware version. Based
upon the panic analysis, one or more action plans may be
identified including an action plan to update or correct at
least one of the following: hardware component, hardware
module, firmware, or firmware version.

In a further embodiment of the method of the present
invention, the analysis includes a root cause analysis. For the
root cause analysis, data 1s obtained that includes at least one
of the following: hardware characteristic, software charac-
teristic including firmware version, environmental charac-
teristic, configuration characteristic, network characteristic
including network connectivity information, network group
information, or network group lead information. Based upon
the root cause analysis, one or more 1ssues may be 1identified
including an 1ssue with at least one of the following:
hardware component, hardware module, hardware configu-
ration, firmware version, software configuration, memory,
network connectivity, network configuration, environmental
condition, configuration condition, or storage array configu-
ration. Based upon the root cause analysis, one or more
action plans may be identified including an action plan to
update or correct at least one of the following: hardware
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component, hardware module, hardware configuration,
firmware version, soltware configuration, memory, network
connectivity, network configuration, environmental condi-
tion, configuration condition, or storage array configuration.

In a further embodiment of the method of the present
invention, the analysis includes a performance analysis. For
the performance analysis, data 1s obtained that includes at
least one of the following: hardware, soitware, or network
characteristic. A network characteristic may include at least
one of the following: tlow control information, write speed,
read speed, latency, input size, output size, number of faults,
number of retransmits, number of packet errors, transaction
frequency, cache utilization, input/output (I0) wait state
data, or network throughput. The performance analysis may
identily one or more 1ssues including an 1ssue with at least
one of the following: hardware component, hardware mod-
ule, hardware interconnect, environmental condition, firm-
ware, firmware version, memory, disk space, network con-
nectivity, network  configuration, load balancing,
performance characteristics, host side, or storage array con-
figuration. The performance analysis may also 1dentily one
or more action plans including an action plan to update or
correct at least one of the following: hardware component,
hardware module, hardware interconnect, environmental
condition, firmware, firmware version, memory, disk space,
network connectivity, network configuration, load balanc-
ing, performance characteristics, host side, or storage array
configuration.

In another embodiment of the method of the present
invention, the storage device comprises two or more storage
devices. The method includes storing debug data associated
with the two or more storage devices. The method also
includes obtaining data for the two or more storage devices.
The method further includes performing an analysis includ-
ing the obtained data and the stored debug data for the two
or more storage devices. The method also 1ncludes 1denti-
fying one or more 1ssues and one or more action plans for
resolution based upon the analysis. In addition, the method
includes providing a report to one or more users of the one
or more 1dentified 1ssues and the one or more action plans.

A further embodiment of the present invention 1s directed
to an Information Handling System (IHS). An embodiment
of the THS comprises a data module configured to store
debug data associated with at least one storage device, the
data module configured to obtain data for the at least one
storage device. The IHS may further comprise a computing
module configured to perform an analysis including the
obtained data and the stored debug data, the computing
module configured to 1dentily one or more 1ssues and one or
more action plans for resolution based upon the analysis.
The ITHS may further comprise a display module configured
to provide a report to one or more users including the one or
more 1dentified 1ssues and the one or more action plans.

According to an embodiment of the THS, the obtained data
may include device configuration information. The obtained
data may comprise data of at least one of: storage array data,
processor utilization, cache and memory utilization, disk
reliability data, or firmware version information. According
to another embodiment of the IHS, the obtained data may
include diagnostic logfile data based upon one or more
hardware or soiftware characteristics of the at least one
storage device.

According to another embodiment of the IHS, the stored
debug data may 1nclude at least one of: known bug footprint,
known hardware 1ssue, known environmental problem,
known software i1ssue, known network problem, or known
configuration problem. In a further embodiment of the IHS,
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the one or more 1ssues may include one or more potential
1ssues. In a further embodiment of the IHS, the analysis may
include at least one of: hardware analysis, soltware panic
analysis, root cause analysis, or performance analysis.

In another embodiment of the IHS, the obtained data may
include at least one hardware characteristic, software char-
acteristic, configuration characteristic, environmental char-
acteristic, or network characteristic. The one or more iden-
tified 1ssues may include an i1ssue with at least one of the
following: a hardware component, hardware module, hard-
ware configuration, hardware interconnect, environmental
condition, configuration condition, firmware, firmware ver-
s1on, software configuration, memory, disk space, network
connectivity, network configuration, load balancing, perfor-
mance characteristics, host side, or storage array configura-
tion. The one or more action plans may include an action
plan to correct or update at least one of the following: a
hardware component, hardware module, hardware configu-
ration, hardware interconnect, environmental condition,
configuration condition, firmware, firmware version, soit-
ware configuration, memory, disk space, network connec-
tivity, network configuration, load balancing, performance
characteristics, host side, or storage array configuration.

In yet another embodiment of the IHS, the analysis may
include a hardware analysis, wherein the obtained data
includes at least one hardware or software characteristic.
The one or more 1dentified 1ssues may include an 1ssue with
at least one of the following: a hardware component, hard-
ware module, hardware interconnect, or firmware version.
The one or more action plans may include an action plan to
update or correct at least one of the following: a hardware
component, hardware module, hardware interconnect, or
firmware version.

In a further embodiment of the IHS, the analysis may
include a soiftware panic analysis, wherein the obtained data
includes at least one of the following: core dump f{ile,
memory dump, or stack trace. The one or more 1dentified
1ssues may include an 1ssue with at least one of the follow-
ing: hardware component, hardware module, firmware, or
firmware version. The one or more action plans may include
an action plan to update or correct at least one of the
following: hardware component, hardware module, firm-
ware, or firmware version.

In another embodiment of the IHS, the analysis may
include a root cause analysis, wherein the obtained data
includes at least one of the following: hardware character-
istic, soltware characteristic including firmware version,
environmental characteristic, configuration characteristic,
network characteristic including network connectivity infor-
mation, network group immformation, or network group lead
information. The one or more 1dentified 1ssues may include
an 1ssue with at least one of the following: a hardware
component, hardware module, hardware configuration,
firmware version, software configuration, memory, network
connectivity, network configuration, environmental condi-
tion, configuration condition, or storage array configuration.
The one or more action plans may include an action plan to
update or correct at least one of: a hardware component,
hardware module, hardware configuration, firmware ver-
s10n, software configuration, memory, network connectivity,
network configuration, environmental condition, configura-
tion condition, or storage array configuration.

In a further embodiment of the IHS, the analysis may
include a performance analysis, wherein the obtained data
includes at least one hardware, software, or network char-
acteristic. The network characteristic may include at least
one of: flow control mmformation, write speed, read speed,




US 9,720,758 B2

S

latency, input size, output size, number of faults, number of
retransmits, number of packet errors, transaction frequency,
cache utilization, mput/output (I0) wait state data, or net-
work throughput. The one or more i1dentified 1ssues may
include an issue with at least one of the following: a
hardware component, hardware module, hardware 1ntercon-
nect, environmental condition, firmware, firmware version,
memory, disk space, network connectivity, network configu-
ration, load balancing, performance characteristics, host
side, or storage array configuration. The one or more action
plans may include an action plan to update or correct at least
one of the following: a hardware component, hardware
module, hardware interconnect, environmental condition,
firmware, firmware version, memory, disk space, network
connectivity, network configuration, load balancing, pertor-
mance characteristics, host side, or storage array configura-
tion.

In another embodiment of the IHS, the storage device may
comprise two or more storage devices. The IHS may include
a data module, computing module, and display module. The
data module may be configured to store debug data associ-
ated with the two or more storage devices. The data module
may be configured to obtain data for the two or more storage
devices. The computing module may be configured to per-
form an analysis including the obtained data and the stored
debug data. The computing module may be configured to
identily one or more 1ssues and one or more action plans for
resolution based upon the analysis. The display module may
be configured to provide a report to one or more users
including the one or more 1dentified 1ssues and the one or
more action plans.

An alternative embodiment of the present invention 1s
directed to a non-transitory computer readable medium
having stored thereon a sequence of instructions which,
when loaded and executed by a processor coupled to an
apparatus, causes the apparatus to: store debug data associ-
ated with at least one storage device, obtain data for the at
least one storage device, perform an analysis including the
obtained data and the stored debug data, identily one or
more 1ssues and one or more action plans for resolution
based upon the analysis, and provide a report to one or more
users including the one or more identified 1ssues and the one
or more action plans.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing will be apparent from the following more
particular description of example embodiments of the inven-
tion, as illustrated 1n the accompanying drawings 1in which
like reference characters refer to the same parts throughout
the different views. The drawings are not necessarily to
scale, emphasis 1instead being placed upon illustrating
embodiments of the present invention.

FIG. 1 1s a flowchart of a method of reducing storage
device vulnerability to degraded performance, data unavail-
ability or data loss, according to an embodiment of the
invention.

FIG. 2 1s a flowchart of a method of reducing storage
device vulnerability to degraded performance, data unavail-
ability or data loss, according to an embodiment of the
invention, for two or more storage devices.

FIG. 3 1s a simplified block diagram of an Information
Handling System (IHS) configured to reduce storage device
vulnerability to degraded performance, data unavailability
or data loss.
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FIG. 4 depicts a computer network environment 1n which
an embodiment of the present invention may be imple-

mented.

FIG. 5, FIGS. 5A-5B depicts a database entry of data that
may be used in an embodiment of the present invention.

FIG. 6, FIGS. 6 A-6B depicts another database entry of
data that may be used in an embodiment of the present
invention.

FIG. 7, FIGS. 7TA-7B depicts a further database entry of
data that may be used in an embodiment of the present
ivention.

FIG. 8, FIGS. 8A-8B depicts yet another database entry of
data that may be used in an embodiment of the present
invention.

DETAILED DESCRIPTION OF TH.
INVENTION

L1

A description of example embodiments of the mmvention
follows.

With the increased use of storage devices, there 1s also an
increased potential for storage device failure, or reduction 1n
performance of the storage devices. When a storage device
fails or 1s suspected as encountering a performance 1ssue, an
extensive diagnostic logfile may be produced for a support
engineer to review. These diagnostic logfiles/reports may be
obtained during support calls, and provide a historical record
of a condition that a specific array has been in during the
support calls. This logfile may include thousands of pages of
text to be reviewed by the technician. Using prior
approaches, support engineers manually review such log-
files, 1n order to triage and root cause problems (or potential
problems) related to a storage device.

When manually reviewing such logfiles, debug/failure
analysis 1s often not straightforward. Although a storage
device may be replaceable, replacement of the storage
device may not fix the problem. Many types of problems
may occur, such as hardware 1ssues, soltware 1ssues, net-
work 1ssues, environmental issues, configuration issues, or
other 1ssues. A storage device problem may merely be a
symptom of a greater problem which 1s indirectly related to
the storage device. An expedient and eflicient analysis 1s
required 1n order to get to the root of the problem, before 1t
recurs.

In addition, the manual review of logfiles may be time-
consuming and costly to the support engineer and his
company and also to a demanding customer who 1s expect-
ing an expedient solution. A customer may be eager to obtain
an expedient and definitive analysis of the reason for failure,
in order to maximize performance of existing storage
devices that may be degraded. Therelfore, there 1s a need for
an automated solution that provides a quick and eflicient
triage and analysis of storage device performance 1ssues and
failures.

The present 1nvention provides such an automated solu-
tion. The present invention provides a tool/mechanism to
automate the review process and provides reporting for the
technician to use. The present invention searches historical
data (including customer diagnostics) for specific trigger
events (bug footprints), and reports configuration and sta-
tistical data that enables the support engineering team to
triage and resolve 1ssues. The present invention reviews this
historical data, looking for specific 1ssues, including issues
that were unknown at the time that the original diagnostic
logfiles were obtained. The present invention analyzes
stored debug data, such as, but not limited to, specific
hardware and/or software footprints, and compares this
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stored debug data against the diagnostic logfile, using a set
of criteria/rules. The tool/mechanism of the present inven-
tion may cross reference numerous bug footprints, including
hardware 1ssues, 1ssues with firmware or Redundant Array
of Independent Disk (RAID) types, and other known prob-
lems. After cross referencing, the tool/method of the present
invention provides support with a detailed report of 1ssues
identified and action plans for resolution.

This greatly enhances support’s ability to respond quickly
to meet (or exceed) the needs of a customer. In addition,
given 1ts automated nature, the present invention catches
1ssues and potential 1ssues that a support engineer may miss.
The present invention may automatically run when the
support team unpacks a customer’s diagnostic report. Fur-
thermore, since 1t 1s not time-consuming, the present inven-
tion may be run proactively, in order to proactively deter-
mine 1f 1ssues may exist and turther optimize performance of
a customer’s system. Therefore, a support engineer may
detect and resolve problems even in the absence of a
customer reporting an 1ssue.

FIG. 1 1s a flow diagram of a method 100 of reducing
storage device vulnerability to degraded performance, data
unavailability or data loss, according to the principles of the
present invention. The method 100 begins by storing debug,
data associated with at least one storage device (101). Next,
data 1s obtained for the storage device(s) (102). Next, an
analysis 1s performed (103) for the storage device(s) based
on the obtained data and the stored debug data. Next, the
present invention identifies one or more 1ssues and action
plans for resolving the one or more i1ssues (104). Then, a
report 1s provided to one or more users that includes the
identified 1ssues and action plans (105). The one or more
users preferably include a support user, support technician,
or support engineer, but 1s not so limited, and may 1nclude
a customer user, or any other type of user.

The method 100 begins by storing debug data associated
with at least one storage device (101). The stored debug data
may include known bug footprints, known hardware issues,
known environmental problems, known software issues,
known network problems, or known configuration prob-
lems. The stored debug data may include both existing and
potential 1ssues. The stored debug data may be stored as a
result of current or previous diagnostic logfiles. The stored
debug data may be obtained from one data library, and
stored to another data library.

The method proceeds to obtain data for the one or more
storage devices (102). The obtained data may include cus-
tomer reports, historical logfiles, or diagnostic logliles
obtained by the support team that are based upon one or
more hardware or software characteristics of storage
device(s). The obtained data may include device configura-
tion information pertinent to a storage array. In such an
embodiment, the obtained data may include Redundant
Array of Independent Disk (RAID) data, processor utiliza-
tion, cache and memory utilization, disk reliability data,
hardware information or environmental condition/informa-
tion, and/or firmware version information.

The RAID data may comprise RAID type, a number of
RAID sets, a number of disks per RAID set, a total number
of disks, a number of spare disks, storage device size,
storage device speed, and/or storage device class, or other
tactors. The disk reliability data (also known as a drive
quality modifier, or field data) may comprise the storage
device class, storage device size, storage device speed,
storage device model, and/or storage device usage. The
hardware or environmental condition/information may
include, but 1s not lmmited to, configuration (or status)
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information including enable/disable, speed, current, resis-
tance, voltage, warning/alert indications, indications from
watchdog/keepalive circuitry, or other parameters relevant
to hardware such as fans, power supplies, temperature
sensors, humidity sensors, pressure sensors, or other
devices. The environmental condition/information may also
include electromagnetic 1interference information and/or
clectromagnetic interference detection information. The
firmware iformation may comprise version information of
the disk drive and disk array.

According to an example embodiment, the obtained data
may further include information related to the interface type
ol the storage device. The storage device class may include
interface types as are known in the art, including SATA
(Serial Advance Technology Attachment), PATA (Parallel
ATA), SCSI (Small Computer System Interface), and/or
SAS (Serial Attached SCSI) interfaces. The storage device
usage may comprise usage amount, usage type, amount of
power on hours, amount of sequential usage, amount of
random access usage, a number of reads, a number of writes,
a grown defect list, a read error rate, a size of one or more
reads, and a size of one or more writes. Further, an embodi-
ment of the present mvention may obtain any combination
of obtained data as described herein.

While example embodiments of the method 100 are
described hereinabove as using a number of read or writes,
this number may be any number which may be derived from
the obtained data of the storage device. For example, an
average number of reads and writes may be used. Further
still, all of the aforementioned obtained data may be pre, or
post processed, such that the obtained data 1s not pure, raw,
but may be, for example, an average. Yet further still,
embodiments of the method 100 may obtain any combina-
tion of any of the obtained data of the storage device and
device configuration information as described herein or as
known 1n the art.

The data (collectively, the obtained data in step 102 and/or
the stored debug data 1n step 101) may be obtained from any
source that 1s known 1n the art. For example, in an embodi-
ment wherein the method 100 i1s being carried out on a
computer system, the data may be obtained from any point
that 1s communicatively coupled to the computer system.
For example, the data may be communicated to an apparatus
performing the method 100 via a local area network (LAN)
and/or a wide area network (WAN). Yet further still, 1n an
example embodiment of the method 100, wherein the
method 100 1s being carried out on a computing device, the
data may be obtained by loading the data directly on the
computing device. Alternatively, the data may be obtained
from any storage device that 1s known 1in the art that is
communicatively coupled to the computing device carrying
out the method 100. In an alternative embodiment of the
method 100 that 1s operating in a computer network envi-
ronment, such as a server/client environment, the data may
be obtained by the server running the method 100 from a
communicatively coupled client computer. Further, 1in such
an environment, an embodiment may be carried out on a
client computer and the data may be obtained from a
communicatively coupled client, server, or any combination
thereof.

After obtaining data (102), the method 100 next performs
an analysis for the at least one storage device (103) based on
the obtained data. As mentioned hereinabove, the obtained
data may comprise hardware or software characteristics. The
method uses the obtained data, the stored debug data, and
performs an analysis using a set of rules/algorithm, for the
purpose ol detecting 1ssues (or potential 1ssues). The analy-
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s1s may 1dentily an 1ssue (104) with one or more of the
following: a hardware component, hardware module, hard-
ware configuration, hardware interconnect, environmental
condition, firmware, firmware version, software configura-
tion, memory (where memory includes but 1s not limited to
cache memory, hard disk memory, or other types of volatile
or non-volatile memory), disk space, network connectivity,
network configuration, load balancing, performance charac-
teristics, host side (the host side lies outside of the storage
array), or storage array configuration. The analysis may also
determine an action plan (104) associated with the identified
issue. For a non-limiting example, a hardware component
may include an integrated circuit or other electrical compo-
nent and a hardware module may include a printed circuit
board, a chassis module, card, or channel card.

In step 103, different types of analysis may be performed.
The analysis types may include, but 1s not limited to, a
general/comprehensive analysis, hardware analysis, soit-
ware panic analysis, root cause analysis or performance
analysis, or other types of analysis. A user may select any
combination of types of analysis, or create a custom type of
analysis.

The analysis in step 103 may include a hardware analysis.
In the hardware analysis, the obtained data may include at
least one hardware or soiftware characteristic. The one or
more 1dentified 1ssues may include an 1ssue with at least one
of: hardware component, hardware module, hardware inter-
connect, or firmware version. The one or more action plans
in step 104 may include an action plan to update or correct
at least one of: hardware component, hardware module,
hardware interconnect, or firmware version.

The specific rules/algorithms used by the hardware analy-
si1s may 1include checking that the hardware or software
characteristics are valid within a predefined range/threshold.
For a non-limiting example, the hardware analysis may
check that a measured voltage 1s within a range of plus ten
percent to minus ten percent of an expected voltage value.
For a non-limiting example, a hardware analysis may moni-
tor fans, temperature, voltage, chassis and slot numbers, fan
speeds, and battery quality. In obtaining data, control and/or
status registers may be read from, 1in order to determine
voltage values, or other physical characteristics. The hard-
ware analysis may analyze physical characteristics of the
system against expected specification values. In addition, the
hardware analysis may check against known bugs/problems
and report 1if any of the obtamned data falls outside of
expected ranges, indicating a potential known bug/problem.

Hardware analysis/tests may also check for component
failures including but not limited to: drive faults, error
correcting code (ECC) memory errors, hardware faults (in-
cluding semiconductors/integrated circuits, and/or other
hardware), software component faults, control module fail-
ures, channel card faults, elastic internet protocol (EIP)
tailures, operation panel faults, power supply failures, fan
tailures, battery failures (including different types of batter-
1es, depending on the model of the storage device/array).

The analysis 1n step 103 may include a panic analysis. In
the panic analysis, the obtained data may include at least one
of: core dump file, memory dump, or stack trace. The one or
more 1dentified 1ssues 1n step 104 may include an 1ssue with
at least one of: hardware component, hardware module,
firmware, or firmware version. The one or more action plans
in step 104 may include an action plan to update or correct
at least one of: hardware component, hardware module,
firmware, or firmware version.

For non-limiting example, 1n panic analysis, 1f a software
error occurs, obtained data such as a core/dump file may be
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produced. The panic analysis analyzes the stack trace and
core dump files. The specific rules/algorithms employed by
the panic analysis may include interpreting obtained data
such as the stack trace, memory address, relevant procedure,
exception address, or other characteristics, and comparing
the obtained data against a table of known bugs/issues for
associated stored debug data. The panic analysis then 1den-
tifies the cause of the fault to the one or more users,
including suspect hardware, firmware, or other conditions.

The analysis 1n step 103 may include a root cause analy-
s1s. For the root cause analysis, the obtamned data may
include at least one of: hardware characteristic, software
characteristic including firmware version, environmental
characteristic, configuration characteristic, network charac-
teristic including network connectivity information, network
group information, or network group lead information. The
one or more 1ssues 1dentified by the root cause analysis 1n
step 104 may include an 1ssue with at least one of: hardware
component, hardware module, hardware configuration,
firmware version, soltware configuration, memory, network
connectivity, network configuration, environmental condi-
tion, configuration condition, or storage array configuration.
The root cause analysis may identily one or more action
plans 1n step 104 including an action plan to update, replace,
or correct at least one of: hardware component, hardware
module, hardware configuration, firmware version, software
confliguration, memory, network connectivity, network con-
figuration, environmental condition, configuration condi-
tion, or storage array configuration.

For non-limiting example, a root cause analysis may
detect a loss of network group information, thereby deter-
mining that a split group 1s present in the network. For
non-limiting example, a root cause analysis may a detect
bogus/invalid media access control (MAC) address, a trans-
mission control protocol (TCP) excessive embryonic con-
nection, connection rate, non-authentic drives, or unsup-
ported drives.

For non-limiting example, group information may include
configuration information such as address information, setup
information, volume information, information for groups of
storage arrays within a group pool, imnformation related to
moving one member (or storage array) from one pool to
another, group volume setup information, and internet pro-
tocol (IP) address information. For non-limiting example,
group lead information may include information regarding
who 1s lead 1n a cluster (for each update), and/or who 1s a
lead 1n a cluster as changes occur from one node to the next
(or one storage device to the next).

For non-limiting example, the rules/algorithms used for
the root cause analysis may 1nclude checking whether each
clement of the obtained data 1s 1n a respective set threshold
or not. The root cause analysis may also set minimum or
maximum limits for parameters of the obtained data for use
in the check. Threshold checks may include, but are not
limited to, comparing actual usage to published supported
thresholds for the number of volumes, number of snapshots,
number of connections per pool, maximum temperature,
network error rate, and other such parameters.

The analysis 1n step 103 may also include a performance
analysis. The obtained data may include at least one hard-
ware, software, or network characteristic that includes at
least one of: flow control information, write speed, read
speed, latency, input size, output size, number of faults,
number of retransmits, number of packet errors, transaction
frequency, cache utilization, input/output (I0O) wait state
data, or network throughput. In step 104, the performance
analysis may 1dentify one or more 1ssues including an 1ssue
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with at least one of: hardware component, hardware module,
hardware interconnect, environmental condition, firmware,
firmware version, memory, disk space, network connectiv-
ity, network configuration, load balancing, performance
characteristics, host side (the host side lies outside of the
storage array), or storage array configuration. In step 104,
the performance analysis may identily one or more action
plans including an action plan to update or correct at least
one of: hardware component, hardware module, hardware
interconnect, environmental condition, firmware, firmware
version, memory, disk space, network connectivity, network
configuration, load balancing, performance characteristics,
host side, or storage array configuration. The rules/algo-
rithms of the performance analysis may include checking
that each element of obtained data 1s within a respective
range, by comparison with the stored debug data.

In a non-limiting example, a performance analysis may
detect a high number of retransmits and thereby detect that
flow control 1s disabled. The performance analysis may then
identify an action plan to turn on flow control.

One skilled in the art realizes that the non-limiting
examples, and example embodiments may perform the
analysis (hardware analysis, panic analysis, root cause
analysis, and performance analysis) using additional rules/
algorithms. In general, one rule/algorithm that may be used
in analysis 1s checking that each element of obtained data 1s
within a respective range, i order to determine whether an
1ssue (or potential 1ssue) 1s present. The rule/algorithm may
also compare the obtained data with the stored debug data,
in order to determine whether an 1ssue (or potential issue) 1s
present.

After analysis 1s completed, a report 1s produced. In step
105, the method 100 provides a report to one or more users
that includes any 1dentified 1ssues and associated action
plans for resolving the 1ssues. This report may be provided
in a series of text files, each of which identifies a specific
issue. One skilled in the art realizes that this report may also
be provided through a graphical user interface, or other
means. The report may indicate failure indicators and warn-
ing 1indicators for specific characteristics, and the report
provides an action plan for resolving the issues that may be
identified.

In one embodiment, the method 100 may be considered as
an integrated diagnostic toolkit. For one storage device,
several 1ssues may be i1dentified. However, the present
invention 1s not limited to one storage device, and more than
one storage device may be used.

In an alternative embodiment, the method of the present
invention may be performed for two or more storage devices
(200). FIG. 2 15 a flow diagram of a method 200 using two
or more storage devices of reducing storage devices” vul-
nerability to degraded performance, data unavailability or
data loss, according to the principles of the present inven-
tion. The method 200 begins by storing debug data associ-
ated with multiple storage devices (201). Next, data 1is
obtained for the storage devices (202). Next, an analysis 1s
performed (203) for the storage devices based on the
obtained data and the stored debug data. Next, the present
invention identifies one or more 1ssues and action plans for
resolving the one or more issues (204). Then, a report 1s
provided to one or more users that imncludes the i1dentified
issues and action plans (205).

In yet another embodiment, the method 200 may be
considered as a data mining tool. For several storage
devices, at several customers, one type of 1ssue may be
identified. However, the present invention 1s not limited to
identifying one type of 1ssue, and multiple 1ssues or types of
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1ssues may be identified. For a non-limiting example, a data
mining method/tool 200 may obtain data from a very large
sample size of storage devices (for example, 150,000 storage
devices) and 1dentily one type of 1ssue that 1s aflecting many
of these storage devices.

FIG. 3 1s a high level block diagram of an information
handling system (IHS) 320 that 1s configured to assess
storage device vulnerability to degraded performance, data
unavailability or data loss. The IHS 320 comprises a bus
325. The bus 325 1s a connection between the various
components of the IHS 320. Connected to the bus 325 1s an
input/output interface 321 for connecting various input and
output devices, such as a keyboard, mouse, display, speak-
ers, etc. to the IHS 320. Further connected to the bus 325 1s
a network interface 322 for connecting the THS 320 to the
vartous networks that are known in the art. A Central
Processing Unit (CPU) 323 1s connected to the bus 325 and
provides for the execution of computer instructions.
Memory 324 provides volatile storage for data used for
carrying out computer mstructions. Disk storage 329 pro-
vides non-volatile storage for software structions such as
the operating system (OS) 326 and the data 328. Coupled
with the OS 326, 1s the file system 327. Disk storage 329
may be any storage device known in the art.

The IHS 320 further comprises a data module 330.
According to an embodiment of the IHS 320, the data
module 330 1s configured to store debug data of at least one
storage device. The data module 1s further configured to
obtain diagnostic data for the at least one storage device. The
obtained data and/or the stored debug data of the data
module 330 may be any data as described herein. The data
module 330 may retrieve the data from any communica-
tively coupled source. For example, the data module 330
may retrieve the data from the storage device 329 or via the
input/output intertace 321 or network interface 322.

Communicatively coupled to the data module 330 1s the
computing module 331. The computing module 331 1is
configured to perform an analysis for the at least one storage
device based on the obtained data from the data module 330
and the stored debug data and rules/algorithms of the present
invention. The rules/algorithms may be obtained from any
communicatively coupled source, including, but not limited
to, the computing module 331, the network 322, from the
input/output interface 321, the memory 324, or from disk
storage 329. The computing module 331 1s further config-
ured to 1dentily one or more 1ssues and one or more
corresponding action plans for resolution based upon the
performed analysis. The IHS 320 further comprises a display
module 332. The display module 332 is configured to
provide a report to one or more users mcluding any identi-
fied i1ssues or action plans.

The THS 320 and its various components and modules
work 1n conjunction to reduce storage device vulnerability to
degraded performance, data unavailability, or data loss.
According to an example operation of the IHS 320, the data
module 330 obtains data and retrieves stored debug data for
at least one storage device, such as a storage device com-
municatively coupled to the IHS 320 via the network
interface 322. Next, the computing module 331 performs an
analysis and identifies 1ssues and action plans for resolution.
Finally, the display module 332 reports the identified 1ssues
and action plans to one or more users.

While the various components of the IHS 320 are 1llus-
trated in FIG. 3, embodiments of the IHS 320 are not so
limited, and as 1s known 1n the art, components and modules
of the THS 320 may be connected 1n a variety of ways,
including embodiments wherein one or more components
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are remotely located. It should be understood by a person of
ordinary skill mn the art that the THS 320 may be imple-
mented 1 various forms. The respective components and
modules of the IHS 320 may be combined in any manner
that 1s known 1n the art and may be implemented in any
combination of hardware and software. For example, the
above-described components and modules may be execut-
able 1nstructions 1 memory 324 or OS 326 operated on by
CPU 323. Further, the IHS 320 and 1ts various components
and modules may be configured to operate in a manner
corresponding to the above described methods 100 and 200
described herein above 1n relation to FIGS. 1 and 2 and 1ts
various embodiments.

Further, the IHS 320 and its various modules may be
configured to perform any of the various methods described
hereinabove. For example, in an embodiment of the THS
320, the computing module 331 is configured to perform an
analysis through at least one of: hardware analysis, software
panic analysis, root cause analysis, or performance analysis.
In another example embodiment of the IHS 320, the data
module 330 1s configured to obtain diagnostic logfile data
based upon one or more hardware or software characteristics
of the at least one storage device. In yet another embodiment
of the IHS 320, the data module 330 1s configured to store
debug data that includes a known bug footprint, known
hardware 1ssue, known software 1ssue, or known configu-
ration problem.

Further embodiments of the IHS 320 may be configured
to reduce storage device vulnerability to degraded perior-
mance, data unavailability or data loss for two or more
storage devices. In such an embodiment, the data module
330 1s configured to store debug data associated with each
storage device and obtain respective data for each storage
device. The computing module 331 1s configured to perform
an analysis including the obtained data and stored debug
data and 1dentily 1ssues and action plans for resolution. The
display module 332 may be further configured to provide a
report/display including the identified 1ssues and action
plans for each storage device to one or more users.

FIG. 4 1llustrates a computer network environment 440 1n
which the present invention may be implemented. The
computer 441 and the storage devices 443 and 444 are linked
through network 442. The computer 441 and the storage
devices 443 and 444 may be connected through any network
as 1s known 1n the art, including a wide area network (WAN)
or local area network (LAN). The computer 441 may
embody the ITHS 320 and/or any embodiment of the IHS
described herein. Similarly, the computer 441 may be con-
figured to carry out any method or embodiment thereof
described hereimn. According to an embodiment of the inven-
tion, the computer 441 1s configured to reduce vulnerability
of the storage device 443 and 444 to degraded performance,
data unavailability or data loss. While only two storage
devices are depicted, 443 and 444, the computer network
environment 440 may comprise any number of storage
devices.

FIG. 5, FIGS. SA-5B, 1s a non-limiting example 550 of
obtained data (and/or stored debug data) that may be used 1n
an embodiment of the present invention. The data of FIG. 5,
FIGS. 5A-5b may comprise a database, a data set, and/or one
or more data file(s). The row 551 of the data 550 1s a
non-limiting example of some of the types of data that may
comprise the data obtained, for example, 1n step 102 (and/or
debug data stored, for example 1n step 101) of the method
100 as described hereinabove 1n relation to FIG. 1. Further,
the row 5351 may also comprise diagnostic logfile data that
may be obtained 1n step 202 of the method 200. The column
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552 may be populated after completing any embodiment of
the invention described herein.

FIG. 6, FIGS. 6 A-6B depicts another database entry of
data (obtained data and/or stored debug data) that may be
used 1n an embodiment of the present invention, where the
database comprises data, a data set, and/or one or more data
files. The row 651 of the data 650 1s a non-limiting example
of some of the types of data that may comprise the data
obtained, for example, 1n step 102 (and/or debug data stored,
for example 1 step 101) of the method 100 as described
hereinabove 1n relation to FIG. 1. Further, the row 651 may
also comprise diagnostic logfile data that may be obtained 1n
step 202 of the method 200. The column 652 may be
populated after completing any embodiment of the invention
described herein.

FIG. 7, FIGS. 7TA-7B depicts a further database entry of
data (obtained data and/or stored debug data) that may be
used 1 an embodiment of the present invention. The row
751 of the data 750 1s a non-limiting example of some of the
types of data that may comprise the data obtained, for
example, 1n step 102 (and/or debug data stored, for example
in step 101) of the method 100 as described hereinabove 1n
relation to FIG. 1. Further, the row 751 may also comprise
diagnostic logfile data that may be obtained in step 202 of
the method 200. The column 752 may be populated after
completing any embodiment of the invention described
herein.

FIG. 8, FIGS. 8 A-8B depicts yet another database entry of
data (obtained data and/or stored debug data) that may be
used 1 an embodiment of the present invention. The row
851 of the data 850 1s a non-limiting example of some of the
types of data that may comprise the data obtained, for
example, 1n step 102 (and/or debug data stored, for example
in step 101) of the method 100 as described hereinabove 1n
relation to FIG. 1. Further, the row 851 may also comprise
diagnostic logfile data that may be obtained in step 202 of
the method 200. The column 852 may be populated after
completing any embodiment of the invention described
herein.

As shown 1n FIGS. 5-8, data (obtained data and/or stored
debug data) may include, but 1s not limited to, member
name, member type, Redundant Array of Independent Disk
(RAID) type, free space, controller type, array firmware,
model, drive firmware, size, type, number of random reads,
number of random writes, number of sequential writes,
serial number, location, usage, amount of data transferred
per disk per day, disk modifier usage, or risk level. The data
(obtained data and/or stored debug data) may further include
a service tag, control module (CM) type, enclosure, diag-
nostic location, number of disks reported, master common
enclosure management interface (CEMI, a CEMI being part
ol an operating system for a particular component), slave
CEMI, CM revision, expander firmware, events from
“dmesg’” and/or “syslog” (commands well known 1n the art
from Linux, Unix, or other operating systems), available
memory buflers (Mbuils), used Mbuis, and number of rep-
lication partners.

It should be understood that the example embodiments
described above may be implemented in many different
ways. In some 1nstances, the various methods and machines
described herein may be implemented by a physical, virtual
or hybrid general-purpose computer, or a computer network
environment such as the computer network environment
440. A general purpose computer may be transformed into
the machines that execute the methods described above, for
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example, by loading software instructions into memory or
nonvolatile storage for execution by a central processing
unit.

Embodiments or aspects thereof may be implemented in
the form of hardware, firmware, or soltware or any combi- 3
nation thereof. If implemented in software, the software may
be stored on any non-transient computer readable medium
that 1s configured to enable a processor to load the software
or subsets of instructions thereof. The processor then
executes the instructions and 1s configured to operate or 10
cause an apparatus to operate mm a manner as described
herein.

Further, firmware, software, routines, or instructions may
be described herein as performing certain actions and/or
functions of data processors. However, 1t should be appre- 15
ciated that such descriptions contained herein are merely for
convenience and that such actions in fact result from com-
puting devices, processors, controllers, or other devices
executing the firmware, soitware, routines, instructions, etc.

It also should be understood that the flow diagrams, block 20
diagrams, and network diagrams may include more or fewer
clements, be arranged diflerently, or be represented difler-
ently. But 1t further should be understood that certain imple-
mentations may dictate the block and network diagrams and
the number of block and network diagrams illustrating the 25
execution of the embodiments be implemented 1n a particu-
lar way.

Accordingly, further embodiments may also be imple-
mented 1 a variety of computer architectures, physical,
virtual, cloud computers, and/or some combination thereof, 30
and, thus, the data processors described herein are intended
for purposes of 1llustration only and not as a limitation of the
embodiments.

An advantage of the present invention 1s that 1t directly
relates to customer satisfaction as it dramatically reduces 35
time to resolution and improves accuracy of diagnosis. The
present invention reduces technical support costs by reduc-
ing the number of work hours spent in reviewing the
diagnostic files. By one estimate, the present invention, 1n 1ts
practical use, has already saved approximately one hundred 40
hours of support engineering time per day and thousands of
hours of support engineering time 1n 1its total use.

Another advantage of the present invention 1s that 1t helps
to improve overall product quality by allowing engineering
to proactively find and fix 1ssues that may not have been 45
reported by customers.

While this mvention has been particularly shown and
described with references to example embodiments thereof,
it will be understood by those skilled in the art that various
changes 1n form and details may be made therein without 50
departing from the scope of the invention encompassed by
the appended claims.

What 1s claimed 1s:

1. A method for reducing storage device vulnerability to 55
degraded performance, data unavailability or data loss, the
method comprising:

by a processor configured to execute computer code

istructions stored in a memory:

storing debug data associated with at least one storage 60

device;

obtaining data for the at least one storage device;

performing an analysis including the obtained data, the

stored debug data, and a software panic analysis;

proactively identifying one or more 1ssues and one or 65

more proactive action plans for resolution based upon
the analysis; and
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providing a report to one or more users including the one
or more proactively identified i1ssues and the one or
more proactive action plans;

wherein the obtained data includes a stack trace and zero
or more of: a core dump file or a memory dump,

wherein the one or more proactively identified 1ssues
include an issue with load balancing and hardware
interconnect,

and the obtained data further includes: a) device configu-
ration information, b) data of cache and memory uti-
lization, and c¢) at least one hardware, software, or
network characteristic that includes at least one of flow

control information and number of retransmaits.
2. The method of claim 1 wherein the obtained data

further comprises data of at least one of:
Redundant Array of Independent Disk (RAID) data;
processor utilization;

disk reliability data;

hardware information or environmental information; or

firmware version 1mformation.

3. The method of claim 1 wherein the obtained data
turther includes diagnostic log file data based upon one or
more hardware or soitware characteristics of the at least one
storage device.

4. The method of claim 1 wherein the stored debug data
includes a known bug footprint and at least one of: a known
hardware 1ssue, a known environmental problem, a known
soltware 1ssue, a known network problem, or a known
configuration problem.

5. The method of claim 1 wherein the one or more 1ssues
include any of one or more potential 1ssues, and one or more
warnings.

6. The method of claim 1 wherein:

the obtained data further includes at least one hardware

characteristic, software characteristic, environmental
characteristic, configuration characteristic, or network
characteristic;

the one or more proactively identified 1ssues further

include one or more 1ssues with one or more of:
hardware component, hardware module, hardware con-
figuration, environmental condition, configuration con-
dition, firmware, firmware version, software configu-
ration, memory, disk space, network connectivity,
network configuration, performance characteristics,
host side, or storage array configuration; and

the one or more proactive action plans include an action

plan to correct or update at least one of: hardware
component, hardware module, hardware configuration,
hardware interconnect, environmental condition, con-
figuration condition, firmware, firmware version, soit-
ware configuration, memory, disk space, network con-
nectivity, network configuration, load balancing,
performance characteristics, host side, or storage array
configuration.

7. The method of claim 1 wherein the analysis includes a
hardware analysis, wherein:

the obtained data further includes at least one hardware or

software characteristic;

the one or more proactively identified 1ssues further

include one or more issues with one or more of:
hardware component, hardware module or firmware
version; and

the one or more proactive action plans include an action

plan to update or correct hardware interconnect and
zero or more of: hardware component, hardware mod-
ule or firmware version.
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8. The method of claam 1 wherein the one or more
proactively identified 1ssues include an 1ssue with firmware
and at least one of: a hardware component, a hardware
module, or a firmware version; and

the one or more proactive action plans include an action

plan to update or correct at least one of: hardware
component, hardware module, firmware, or firmware
version.
9. The method of claim 1 wherein the analysis includes a
root cause analysis, wherein:
the obtained data further includes network group lead
information and zero or more of: hardware character-
1stic, soltware characteristic including firmware ver-
sion, environmental characteristic, configuration char-
acteristic, network characteristic including network
connectivity information, or network group informa-
tion;
the one or more proactively identified issues further
include one or more 1ssues with at least one of: hard-
ware component, hardware module, hardware configu-
ration, firmware version, soiftware configuration,
memory, network connectivity, network configuration,
environmental condition, configuration condition, or
storage array configuration; and
the one or more proactive action plans include an action
plan to update or correct at least one of: hardware
component, hardware module, hardware configuration,
firmware version, software configuration, memory, net-
work connectivity, network configuration, environmen-
tal condition, configuration condition, or storage array
configuration.
10. The method of claim 1 wherein the analysis includes
a performance analysis, wherein:
the obtained data further includes at least another hard-
ware, software, or network characteristic that includes
at least one of: write speed, read speed, latency, mput
s1ze, output size, number of faults, number of packet
errors, transaction frequency, cache utilization, mput/
output (TO) wait state data, or network throughput;

the one or more proactively identified issues further
include one or more 1ssues with at least one of: hard-
ware component, hardware module, environmental
condition, firmware, firmware version, memory, disk
space, network connectivity, network configuration,
performance characteristics, host side, or storage array
coniliguration; and

the one or more proactive action plans include an action

plan to update or correct at least one of: hardware
component, hardware module, hardware interconnect,
environmental condition, firmware, firmware version,
memory, disk space, network connectivity, network
configuration, load balancing, performance character-
istics, host side, or storage array configuration.

11. The method of claim 1 wherein the storage device
comprises two or more storage devices and the method for
cach of the two or more storage devices comprises:

storing debug data associated with the two or more

storage devices;

obtaining data for the two or more storage devices;

performing an analysis including the obtained data and

the stored debug data for the two or more storage
devices:

proactively identifying one or more 1ssues and one or

more proactive action plans for resolution based upon
the analysis; and
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providing a report to one or more users of the one or more
proactively identified 1ssues and the one or more pro-
active action plans.

12. An Information Handling System (IHS) comprising:

a processor; and

a memory with computer code 1nstructions stored thereon,

the memory operatively coupled to the processor such
that the computer code 1nstructions cause the processor
to 1implement:

a data module configured to store debug data associated

with at least one storage device;

the data module configured to obtain data for the at least

one storage device;
a computing module configured to perform an analysis
including the obtained data, the stored debug data, and
a soitware panic analysis;

the computing module configured to proactively 1dentity
one or more issues and one or more proactive action
plans for resolution based upon the analysis; and

a display module configured to provide a report to one or

more users including the one or more proactively
identified 1ssues and the one or more proactive action
plans;
wherein the obtained data includes a stack trace and zero
or more of: a core dump file or a memory dump,

wherein the one or more proactively identified issues
include an 1ssue with load balancing and hardware
interconnect,

and the obtained data further includes: a) device configu-

ration information, b) data of cache and memory uti-
lization, and c¢) at least one hardware, software, or
network characteristic that includes at least one of flow
conftrol information and number of retransmits.

13. The IHS of claim 12 wherein the obtained data turther
comprises data of at least one of:

Redundant Array of Independent Disk (RAID) data;

processor utilization;

disk reliability data;

hardware information or environmental information; or

firmware version information.

14. The IHS of claim 12 wherein the obtained data further
includes diagnostic logfile data based upon one or more
hardware or software characteristics of the at least one
storage device.

15. The IHS of claim 12 wherein the stored debug data
includes a known bug footprint and at least one of: a known
hardware 1ssue, a known environmental problem, a known
soltware 1ssue, a known network problem, or a known
configuration problem.

16. The IHS of claim 12 wherein the one or more 1ssues
include any of one or more potential issues, and one or more
warnings.

17. The IHS of claim 12 wherein:

the obtained data further includes at least one hardware

characteristic, software characteristic, environmental
characteristic, configuration characteristic, or network
characteristic;

the one or more proactively identified issues further

include one or more i1ssues with one or more of:
hardware component, hardware module, hardware con-
figuration, environmental condition, configuration con-
dition, firmware, firmware version, software configu-
ration, memory, disk space, network connectivity,
network configuration, performance characteristics,
host side, or storage array configuration; and

the one or more proactive action plans include an action

plan to correct or update at least one of: hardware
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component, hardware module, hardware configuration,
hardware 1nterconnect, environmental condition, con-
figuration condition, firmware, firmware version, soit-
ware configuration, memory, disk space, network con-
nectivity, network configuration, load balancing,
performance characteristics, host side, or storage array
coniliguration.

18. The IHS of claim 12 wherein the analysis includes a
hardware analysis, wherein:

the obtained data further includes at least one hardware or

software characteristic:

the one or more proactively identified issues further

include one or more issues with one or more of:
hardware component, hardware module or firmware
version; and

the one or more proactive action plans include an action

plan to update or correct hardware interconnect and
zero or more of: hardware component, hardware mod-
ule or firmware version.

19. The IHS of claim 12 wherein the one or more
proactively identified 1ssues include an 1ssue with firmware
and at least one of: a hardware component, a hardware
module, or a firmware version; and

the one or more proactive action plans include an action

plan to update or correct at least one of: hardware
component, hardware module, firmware, or firmware
version.

20. The IHS of claim 12 wherein the analysis includes a
root cause analysis, wherein:

the obtained data further includes network group lead

information and zero or more of: hardware character-
1stic, soltware characteristic including firmware ver-
sion, environmental characteristic, configuration char-
acteristic, network characteristic including network
connectivity information, or network group informa-
tion;

the one or more proactively identified issues further

include one or more 1ssues with at least one of: hard-
ware component, hardware module, hardware configu-
ration, firmware version, soiftware configuration,
memory, network connectivity, network configuration,
environmental condition, configuration condition, or
storage array configuration; and

the one or more proactive action plans include an action

plan to update or correct at least one of: hardware
component, hardware module, hardware configuration,
firmware version, software configuration, memory, net-
work connectivity, network configuration, environmen-
tal condition, configuration condition, or storage array
coniiguration.

21. The IHS of claim 12 wherein the analysis includes a
performance analysis, wherein:

the obtained data further includes at least another hard-

ware, soltware, or network characteristic that includes
at least one of: write speed, read speed, latency, input
s1ze, output size, number of faults, number of packet
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errors, transaction frequency, cache utilization, mput/
output (TO) wait state data, or network throughput;
the one or more proactively 1dentified 1ssues include one
or more 1ssues with at least one of: hardware compo-
nent, hardware module, environmental condition, firm-
ware, lirmware version, memory, disk space, network
connectivity, network configuration performance char-
acteristics, host side, or storage array configuration; and
the one or more proactive action plans include an action
plan to update or correct at least one of: hardware
component, hardware module, hardware interconnect,
environmental condition, firmware, firmware version,

memory, disk space, network connectivity, network
configuration, load balancing, performance character-
istics, host side, or storage array configuration.

22. The IHS of claim 12 wherein the storage device

comprises two or more storage devices, the IHS comprising:

a data module configured to store debug data associated
with the two or more storage devices;

the data module configured to obtain data for the two or
more storage devices;

a computing module configured to perform an analysis
including the obtained data and the stored debug data;

the computing module configured to proactively 1dentily
one or more issues and one or more proactive action
plans for resolution based upon the analysis; and

a display module configured to provide a report to a user
including the one or more proactively identified 1ssues
and the one or more proactive action plans.

23. A non-transitory computer readable medium having

stored thereon a sequence of instructions which, when
loaded and executed by a processor coupled to an apparatus,
causes the apparatus to:

store debug data associated with at least one storage
device;

obtain data for the at least one storage device;

perform an analysis including the obtained data, the
stored debug data, and a software panic analysis;

proactively 1dentily one or more 1ssues and one or more
proactive action plans for resolution based upon the
analysis; and

provide a report to one or more users 1ncluding the one or
more proactively 1dentified 1ssues and the one or more
proactive action plans, wherein the obtained data
includes a stack trace and zero or more of: a core dump
file or a memory dump,

wherein the one or more proactively identified 1ssues
include an issue with load balancing and hardware
interconnect,

and the obtained data further includes: a) device configu-
ration information, b) data of cache and memory uti-
lization, and c¢) at least one hardware, software, or
network characteristic that includes at least one of flow
control information and number of retransmits.
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