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peer infrastructure-less network, a data packet transmitted
from a second station of the peer-to-peer inirastructure-less
network. The method also includes determining whether to

retransmit the data packet to at least one other station in the
peer-to-peer infrastructure-less network or whether to sup-
press retransmission of the data packet based on recerved
signal strengths of received retransmissions of the same data
packets from one or more nearby stations.
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ROUTE-LESS MULTI-HOP TRANSMISSION
TECHNIQUE IN A PEER-TO-PEER
INFRASTRUCTURE-LESS NETWORK

[. CLAIM OF PRIORITY

The present application claims priority from U.S. Provi-
sional Patent Application No. 61/971,872 entitled “ROUTE-

LESS MULTI-HOP TRANSMISSION TECHNIQUE IN A
WIRELESS MESH NETWORK,” filed Mar. 28, 2014, the

contents of which are incorporated by reference in their
entirety

II. FIELD

The present disclosure 1s generally related to a route-less
multi-hop transmission technique.

III. DESCRIPTION OF RELATED ART

Advances 1n technology have resulted in smaller and
more powerful computing devices. For example, there cur-
rently exist a variety ol portable personal computing
devices, including wireless computing devices, such as
portable wireless telephones, personal digital assistants
(PDAs), and paging devices that are small, lightweight, and
casily carried by users. More specifically, portable wireless
telephones, such as cellular telephones and Internet protocol
(IP) telephones, can communicate voice and data packets
over wireless networks. Further, many such wireless tele-
phones include other types of devices that are incorporated
therein. For example, a wireless telephone can also include
a digital still camera, a digital video camera, a digital
recorder, and an audio file player. Also, such wireless
telephones can process executable instructions, including
soltware applications, such as a web browser application,
that can be used to access the Internet. As such, these
wireless telephones can include significant computing capa-
bilities.

A peer-to-peer infrastructure-less network may be formed
by wireless telephones and other wireless devices to com-
municate data between the wireless devices without man-
agement by a central node (e.g., access point) or server. As
a non-limiting example, the Institute of Electrical and Elec-
tronics Engineers (IEEE) 802.11s 1s a specification that
defines a standardized set of wireless mesh network com-
munication protocols. In 802.11s, stations (e.g., wireless
devices) 1n a wireless mesh network may receive data
packets (e.g., messages) addressed to multiple stations, such
as multicast messages and broadcast messages. In order to
propagate a data packet throughout the wireless mesh net-
work, each station receives and transmits (e.g., forwards) the
data packet to one or more neighboring stations (e.g.,
stations within a one-hop range). Forwarding messages at
cach station adds traflic and overhead to the wireless mesh
network.

IV. SUMMARY

The present disclosure 1s directed to systems and methods
that reduce overhead in a peer-to-peer infrastructure-less
network. Examples of peer-to-peer infrastructure-less net-
works may include wireless mesh networks and neighbor
awareness networking (NAN) data link networks. Instead of
cach station transmitting (e.g., forwarding) a received data
packet upon reception, each station determines whether to
torward the recerved data packet based on a received signal
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2

strength of at least one data packet received from neighbor-
ing stations. For example, a source of a data packet (e.g., a
source station) transmits the data packet to one or more
neighboring stations of the source station, such as one or
more stations within a one-hop range of the source station.
When a first station receives the data packet from the source
station, the first station may bufler the data packet and
initiate a countdown sequence, during which the first station
may detect retransmitted (e.g., forwarded) data packets from
neighboring stations. For example, neighboring stations that
received the data packet from the source station may retrans-
mit (e.g., forward) the data packet to one or more stations,
including the first station. After the countdown sequence has
completed (or during the countdown sequence), the first
station may determine (e.g., measure) the recerved signal
strength of each recerved retransmitted data packet to deter-
mine the proximity of each forwarding neighbor station. For
example, a forwarded data packet recerved by the first
station at a high received signal strength may indicate that
the neighbor station that forwarded the data packet 1s 1n a
relatively close proximity to the first station. Alternatively, a
torwarded data packet received by the first station at a low
received signal strength may indicate that the neighboring
station that forwarded the data packet 1s relatively further
away from the first station.

In response to a determination that the received signal
strength of a forwarded data packet 1s high (e.g., surpasses
a first threshold corresponding to a relatively large received
signal strength indicator (RSSI)), the first station may sup-
press retransmission of the data packet after the countdown
sequence has completed. For example, there 1s a high
probability that stations within a one-hop range (e.g., a
transmission range) of the first station have already recerved
the data packet from the neighboring station that forwarded
the data packet to the first station. Additionally, 1n response
to a determination that the received signal strengths of three
or more forwarded data packets (irom three or more corre-
sponding neighboring stations) each surpass a second
threshold (e.g., a mid-range RSSI) that 1s lower than the first
threshold, the first station may suppress retransmission of
the data packet after the countdown sequence has completed.
For example, for two-dimensional (2-D) spaces, the first
station may determine that 1t 1s within a triangle formed by
the three or more neighboring stations and that there 1s a
high probability that stations within the one-hop range of the
first station have already received the data packet from the
three or more neighboring stations that forwarded the data
packets to the first station.

In addition, 1n response to a determination that the
received signal strengths of four or more forwarded data
packets (Irom four or more corresponding neighboring sta-
tions) each surpass the second threshold (e.g., a mid-range
RSSI) that 1s lower than the first threshold, the first station
may suppress retransmission of the data packet after the
countdown sequence has completed. For example, for three-
dimensional (3-D) spaces, the first station may determine
that 1t 1s within a three-dimensional polygon formed by the
four or more neighboring stations and that there 1s a high
probability that stations within the one-hop range of the first
station have already received the data packet from the four
or more neighboring stations that forwarded the data packets
to the first station. Suppressing retransmission of the data
packet, at the first station, may reduce overhead (e.g., traflic)
in the peer-to-peer infrastructure-less network.

The present disclosure also describes a negative acknowl-
edge (NAK) based approach to improve content delivery
reliability of data packets 1n a peer-to-peer infrastructure-
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less network. For example, after suppressing transmission of
a data packet, a first station may transmit a NAK request to

cach station 1n the one-hop range of the first station. In
response to a particular station transmitting a NAK to the
first station (e.g., indicating that the particular station has not
received the data packet), the first station may transmit (e.g.,
torward) the data packet to the particular station.

In a particular embodiment, a method 1ncludes receiving,
at a first station of a peer-to-peer infrastructure-less network,
a data packet transmitted from a second station of the
peer-to-peer inirastructure-less network. The method also
includes determining whether to retransmit the data packet
to at least one other station 1n the peer-to-peer infrastructure-
less network or whether to suppress retransmission of the
data packet.

In another particular embodiment, an apparatus includes
a processor and a memory coupled to the processor. The
memory stores instructions that are executable by the pro-
cessor to perform operations. The operations include receiv-
ing, at a first station ol a peer-to-peer inirastructure-less
network, a data packet transmitted from a second station of
the peer-to-peer inirastructure-less network. The operations
also include determining whether to retransmit the data
packet to at least one other station in the peer-to-peer
infrastructure-less network or whether to suppress retrans-
mission ol the data packet.

In another particular embodiment, a non-transitory com-
puter-readable medium includes instructions that, when
executed by a processor, cause the processor to receive, at a
first station ol a peer-to-peer inirastructure-less network, a
data packet transmitted from a second station of the peer-
to-peer infrastructure-less network. The 1nstructions are also
executable to cause the processor to determine whether to
retransmit the data packet to at least one other station 1n the
peer-to-peer inirastructure-less network or whether to sup-
press retransmission of the data packet.

In another particular embodiment, an apparatus includes
means for receiving a data packet transmitted from a station
ol a peer-to-peer inirastructure-less network. The apparatus
also 1ncludes means for determining whether to retransmuit
the data packet to at least one other station 1n a peer-to-peer
inirastructure-less network or whether to suppress retrans-
mission ol the data packet.

One advantage provided by at least one of the disclosed
embodiments 1s overhead and traflic reduction 1n a peer-to-
peer 1nirastructure-less network (e.g., a neighborhood
awareness networking (NAN) data link network or a wire-
less mesh network that operates in accordance with the IEEE
802.11s standard). For example, suppressing retransmission
of data packets may reduce the likelihood of redundant
transmissions. Other aspects, advantages, and features of the
present disclosure will become apparent after review of the
entire application, including the following sections: Brief
Description of the Drawings, Detailed Description, and the
Claims.

V. BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1A-1B are diagrams of a particular embodiment of
a system that includes a peer-to-peer inirastructure-less
network that supports route-less multi-hop transmission

techniques;

FIG. 2 1s a particular embodiment of negative acknowl-
edgment request scheme to enhance content delivery reli-
ability of the system 1n FIG. 1;

FIG. 3 1s a particular embodiment of a data packet
communicated in the system of FIG. 1;
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4

FIG. 4 1s a tflow diagram of an illustrative method for
enabling a route-less multi-hop transmission technique 1n a

peer-to-peer inirastructure-less network;

FIG. 5 1s a diagram of a wireless device that i1s operable
to support various embodiments of one or more methods,
systems, apparatuses, and/or computer-readable media dis-
closed herein; and

FIG. 6 1s a diagram of embodiments depicting overlap-
ping coverage areas.

VI. DETAILED DESCRIPTION

Particular embodiments of the present disclosure are
described below with reference to the drawings. In the
description, common features are designated by common
reference numbers throughout the drawings.

Referring to FIGS. 1A-1B, a particular embodiment of a
system 100 that includes a peer-to-peer infrastructure-less
network that supports route-less multi-hop transmission
techniques 1s shown. The system 100 includes a peer-to-peer
infrastructure-less network 102 including a first station
(STA_1) 104, a second station (STA_2) 106, a third station
(STA_3) 108, a fourth station (STA_4) 110, a fifth station
(STA_5) 112, a sixth station (STA_6) 114, a seventh station
(STA_7) 116, and an eighth station (STA_8) 118.

Each of the stations 104-118 may enter and leave the
peer-to-peer inirastructure-less network 102. In a particular
embodiment, the peer-to-peer infrastructure-less network
102 may be a social wireless mesh network. For example,
the peer-to-peer infrastructure-less network 102 may operate
in accordance with one or more standards, such as an
Institute of Electrical and Electronics Engineers (IEEE)
802.11 standard. In another particular embodiment, the
peer-to-peer infrastructure-less network 102 may be a neigh-
borhood awareness networking (NAN) data link network.
Unless otherwise indicated, the peer-to-peer inirastructure-
less network 102 described below may support transmis-
s1ons according to the IEEE 802.11s standard. However, the
description with respect to the IEEE 802.11s standard is not
intended to be limiting and 1s provided as a non-limiting
illustrative example. For example, similar techniques may
be applied 1n embodiments where the peer-to-peer inira-
structure-less network 1s a NAN data link network.

Each of the stations 104-118 may be a wireless commu-
nication device configured to transmit data and/or receive
data from one or more other wireless communication
devices 1n the peer-to-peer infrastructure-less network 102.
For example, the stations 104-118 may include a processor
(e.g., a central processing unit (CPU), a digital signal
processor (DSP), a network processing unit (NPU), etc.), a
memory (€.g., a random access memory (RAM), a read-only
memory (ROM), etc.), and/or a wireless mterface configured
to send and recerve data via a peer-to-peer infrastructure-less
network, as described further with reference to FIG. 5. Each
of the stations 104-118 may be configured to act in accor-
dance with the IEEE 802.11s standard, as a non-limiting
example.

The second station 106 may be configured to generate a
data packet 120 (e.g., a message) addressed to multiple
stations of the peer-to-peer inirastructure-less network 102.
In a particular embodiment, the data packet 120 may be a
broadcast message (e.g., may be addressed to each other
station 1n the peer-to-peer inirastructure-less network 102).
In other embodiments, the data packet 120 may be a
multicast message (e.g., may be addressed to a subset of the
other stations in the peer-to-peer infrastructure-less network
102). As a non-limiting example, the data packet 120 may be
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addressed to the first station 104, the third station 108, and
the eighth station 118. In other embodiments, the data packet
120 may be a unicast message (e.g., may be addressed to one
other station in the peer-to-peer infrastructure-less network
102). As a non-limiting example, the data packet 118 may be
addressed to the eighth station 118. Unless otherwise noted,
transmissions and retransmissions according to the disclo-
sure¢ may correspond to broadcasts. However, 1t will be
appreciated that the disclosed techniques may also apply to
multicast and unicast. Further, although particular opera-
tion(s) may be described as being performed by particular
station(s), i1t should be noted that each station 104-118 may
be capable of performing the various described operations.

The second station 106 may be configured to transmit the
data packet 120 to stations 1n the peer-to-peer infrastructure-
less network 102. For example, the second station 106 may
be configured to broadcast the data packet 120 to each other
station 1n the peer-to-peer infrastructure-less network 102.
In the illustrated embodiment, transmissions (e.g., broad-
casts) by the second station 106 may be recerved by stations
within a one-hop range 150 of the second station 106. For
example, 1n the illustrated embodiment, the first station 104,
the third station 108, the fourth station 110, the fifth station
112, and the sixth station 114 are within the one-hop range
150 of the second station 106. Thus, the first station 104, the
third station 108, the fourth station 110, the fifth station 112,
and the sixth station 114 may receive the data packet 120
from the second station 106. In a particular embodiment, the
one-hop range 150 may be substantially spherical and may
be centered at the second station 106.

In the illustrated embodiment, the seventh station 116 and
the eighth station 118 are located outside the one-hop range
150 of the second station 106. Thus, the seventh and eighth
stations 116, 118 may not receive the data packet 120 from
the second station 106. A station in range of (e.g., within one
hop) the seventh and eighth stations 116, 118 may retransmit
(e.g., forward) the data packet 120 to the seventh and eighth
stations 116, 118. As a non-limiting example, the first station
104 may have a one-hop range 160 that includes the third
station 108, the fourth station 110, the fifth station 112, the
seventh station 116, and the eighth station 118. In response
to rece1ving the data packet 120 from the second station 106,
the first station 104 may retransmit (e.g., forward) the data
packet 120. For example, the first station 104 may rebroad-
cast the data packet 120 such that stations within the one-hop
range 160 of the first station 104 (e.g., the third station 108,
the fourth station 110, the fifth station 112, the seventh
station 116, and the eighth station 118) receive the rebroad-
casted data packet 120.

Because the seventh and eighth stations 116, 118 may be
within a one-hop range of multiple stations, multiple stations
may retransmit the data packet 120 1n an effort to ensure that
the seventh and eighth stations 116, 118 receive the data
packet 120. However, such unconditional retransmission
may be 1inetlicient. In order to reduce overhead of the
peer-to-peer 1nfrastructure-less network 102, one or more
stations may determine whether to retransmit the data packet
120 or suppress retransmission of the data packet 120. For
example, upon receiving the data packet 120 from the
second station 106, the first station 104 may determine
whether to rebroadcast the data packet 120 to the stations in
the one-hop range 160 of the first station 104 (as illustrated
in FIG. 1A) or suppress the rebroadcast of the data packet
120 (as 1llustrated in FIG. 1B). The determination may be
based on a likelihood that each station in the one-hop range
160 of the first station 104 has (e.g., previously) received the
data packet 120. For example, if there 1s a high probabaility
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6

that each station 1n the one-hop range 160 of the first station
104 has previously received the data packet 120, the first
station 104 may suppress retransmission of the data packet
120 to reduce overhead of the peer-to-peer inirastructure-
less network 102 (e.g., reduce the amount of traflic in the
peer-to-peer inirastructure-less network 102) as shown in
FIG. 1B. If there 1s a low probability that at least one station
in the one-hop range 160 of the first station 104 has
previously recerved the data packet 120, the first station 104
may retransmit the data packet 120 to the at least one station.

For example, in response to receiving the data packet 120
from the second station 106, the first station 104 may be
configured to bufler the data packet 120. After bullering the
data packet 120, the first station 104 may iitiate a count-
down sequence from a particular number. The particular
number may be a random number that 1s defined by an
industry standard (e.g., an IEEE 802.11 standard) or may be
a random number generated by a component of the first
station 104 (e.g., a pseudo-random number generator). As a
non-limiting example, the first station 104 may imtiate a
countdown sequence that lasts approximately 5 microsec-
onds (us). Once the countdown sequence 1s completed (e.g.,
reaches zero), the first station 104 may determine whether to
retransmit the data packet 120 or whether to suppress the
retransmission of the data packet 120.

For example, the first station 104 may determine whether
a station within a “relatively close” proximity has retrans-
mitted (e.g., rebroadcast) the data packet 120 during the
countdown sequence. In response to a determination that a
station within a relatively close proximity has retransmitted
the data packet 120 during the countdown sequence, the first
station 104 may suppress retransmission ol the data packet
120, as shown 1n FIG. 1B. For example, the third station 108
may retransmit (e.g., rebroadcast) the data packet 120 (e.g.,
a first retransmission) during the countdown sequence of the
first station 104. The first station 104 may detect the first
retransmission of the data packet 120 from the third station
108 (e.g., recerve the retransmitted data packet 120) and may
determine (e.g., measure) a recerved signal strength of the
first retransmission. For example, the first station 104 may
determine a proximity of the third station 108 based on a
received signal strength indicator (RSSI) associated with the
retransmitted data packet 120. A relatively high RSSI may
indicate that the third station 108 1s 1in close proximity to the
first station 104, and a relatively low RSSI may indicate that
the third station 108 1s not 1n close proximity to the first
station 104.

In response to a determination that the received signal
strength of the first retransmission satisfies a first threshold
(e.g., 1s greater than or equal to a first threshold signal
strength or has a relatively high RSSI), the first station 104
may suppress retransmission of the data packet 120, as
shown 1 FIG. 1B. For example, the first station 104 may
determine that the third station’s 108 coverage area (e.g., a
one-hop range of the third station 108) 1s substantially
similar to (e.g., substantially overlaps) the one-hop range
160 of the first station 104 when the received signal strength
satisfies the first threshold. An example of such substantially
overlapping coverage areas 1s illustrated in a first embodi-
ment 600 of FIG. 6. A coverage arca 602 of the first station
104 may substantially overlap a coverage area 604 of the
third station 108. Thus, the first station 104 may suppress
retransmission of the data packet 120 because of a high
probability stations that would receive a retransmission of
the data packet 120 from the first station 104 have already
received the first retransmission from the third station 108.
For example, the seventh and eighth stations 116, 118 may
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have a high probability of recerving the retransmission of the
data packet 120 from the third station 108.

The first threshold may correspond to suppression range
(e.g., a maximum range between the first station 104 and the
third station 108 that results 1n the first station 104 suppress-
ing retransmission of the data packet 120). For example, the
suppression range increases as the first threshold decreases.
In a particular embodiment, the suppression range may be
preprogrammed 1nto each station 104-118 according to an
industry standard, such as an IEEE 802.11 standard. A short
suppression range may improve reliability by increasing the
number of broadcasters each station may hear. However, a
short suppression range may also increase overhead (e.g.,
generate a relatively large amount of redundant traffic in the
peer-to-peer infrastructure-less network 102) and increase
broadcast contention. Accordingly, each station 104-118
may utilize a negative acknowledgment (NAK) based
approached 1n addition to selecting a reasonable suppression
range, as further described with respect to FIG. 2.

In a particular embodiment, the first station 104 may
determine whether a particular number of stations (e.g.,
three or more stations) within a “relatively close” proximity
have retransmitted (e.g., rebroadcast) the data packet 120
during the countdown sequence. For example, the third
station 108, the fourth station 110, and the fifth station 112
may each retransmit the data packet 120 during the count-
down sequence of the first station 104. The first station 104
may detect the first retransmission by the third station 108,
the second retransmission by the fourth station 110, and the
third retransmission by the fifth station 112 (e.g., may
receive a retransmitted data packet 120 from the third,
fourth, and fifth stations 108-110). The first station 104 may
determine (e.g., measure) a lirst received signal strength of
the first retransmaission, a second received signal strength of
the second retransmission, and a third received signal
strength of the third retransmission. The first station 104
may determine a relative proximity of each station 108-112
to the first station 104 based on RSSIs associated with the
retransmitted data packets 120.

In response to a determination that each received signal
strength satisfies a second threshold (e.g., 1s greater than or
equal to a second threshold signal strength or has a mid-
range RSSI), the first station 104 may suppress retransmis-
sion of the data packet 120, as shown in FIG. 1B. For
example, for 2-D spaces, the first station 104 may be
configured to determine that three mid-range RSSI coverage
areas collectively have a sufliciently high probability of
including all stations in the one-hop range 160 of the first
station 104. In the illustrative embodiment, the first station
104 may be within a triangle formed by the third, fourth, and
fifth stations 108-112. Thus, any stations in the one-hop
range 160 of the first station 104 would likely recerve at least
one of the first retransmission from the third station 108, the
second retransmission from the fourth station 110, or the
third retransmission from the fifth station 112. For example,
the seventh and elghth stations 116, 118 may have a high
probability of receiving at least one of the first retransmis-
sion, the second retransmission, or the third retransmission.
An example of three mid-range coverage arcas collectively
overlapping a coverage area ol a station 1s illustrated 1n a
second embodiment 610 of FIG. 6. For example, a coverage
area 614 of the third station 108, a coverage area 616 of the
fourth station 110, and a coverage area 618 of the fifth
station 112 may collectively overlap the coverage area 602
of the first station 104.

For 3-D spaces, the first station 104 may be configured to
determine that four mid-range RSSI coverage areas collec-
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tively have a suiliciently high probability of including all
stations 1n the one-hop range 160 of the first station 104. For
example, the first station 104 may detect the first retrans-
mission by the third station 108, the second retransmission
by the fourth station 110, and the third retransmission by the
fifth station 112, and a fourth retransmission by the sixth
station 114. The first station 104 may determine (e.g.,
measure) the first recerved signal strength of the first retrans-
mission, the second received signal strength of the second
retransmission, the third received signal strength of the third
retransmission, and a fourth received signal strength of the
fourth retransmission. The first station 104 may determine a
relative proximity of each station 108-114 to the first station
104 based on RSSIs associated with the retransmitted data
packets 120. In the 1llustrative embodiment, the first station
104 may be within a three-dimensional polygon formed by
the third, fourth, fifth, and sixth stations 108-114. Thus, any
stations 1n the one-hop range 160 of the first station 104
would likely receive at least one of the first retransmission
from the third station 108, the second retransmission from
the fourth station 110, the third retransmission from the fifth
station 112, or the fourth retransmission from the sixth
station 114.

In response to a determination that the received signal
strength of the first retransmission (e.g., the retransmission
of the data packet 120 from the third station 108) fails to
satisty the first threshold and each of the first, second, and
third retransmissions fail to satisfy the second threshold, the
first station 104 may retransmit the data packet 120 to at
least one other station 1n the peer-to-peer infrastructure-less
network 102, as shown i FIG. 1A. For example, the first
station 104 may rebroadcast the data packet 120 to each
station 1n the one-hop range 160 of the first station 104.

Thus, the first station 104 may reduce overhead of the
peer-to-peer nirastructure-less network 102 by suppressing,
retransmissions of the data packet 120 (e.g., reducing data
traflic) when the recerved signal strength of one or more
neighboring station’s retransmission of the data packet 120
satisfies a threshold. The scalability of the peer-to-peer
infrastructure-less network 102 may improve based on the
reduced overhead. For example, additional stations may be
added to the peer-to-peer inirastructure-less network 102
and/or additional data packets may be transmitted (e.g.,
broadcast) 1n the peer-to-peer infrastructure-less network
102 based on the reduced overhead. Implementing the
suppression techniques of the first station 104 into each
station 104-118 within the peer-to-peer infrastructure-less
network 102 may enable each station 104-118 to be a source
station or a traflic station. For example, each station 104-118
may generate a data packet for transmission and/or may
retransmit a received data packet to other stations.

Although the system 100 of FIGS. 1A-1B have been
described generally with respect to broadcast transmissions,
it will be appreciated that the techniques may be applicable
to unicast transmission and multicast transmissions. For
example, 11 the mobility of the peer-to-peer infrastructure-
less network 102 1s relatively high, then the overhead of
forming and maintaining routes may increase. Thus, broad-
casting a unicast or multicast data packet to the intended
recipient(s) may be a relatively eflicient means for data
transier. Data packets may employ a hop count and a unicast
sender (e.g., the second station 106) may “learn” the number
of hops to the destination station based on previous data
packets from the destination station.

As a non-limiting example for a unicast, the data packet
120 generated by the second station 106 (e.g., the source
station) may indicate a source-destination pair. For example,
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the data packet 120 may indicate the eighth station 118 as the
destination and the second station 106 as the source. The
second station 106 may transmit (e.g., broadcast) the data
packet 120 in a substantially similar manner as described
above. Additionally, the intermediate stations may rebroad-
cast the data packet 120 according to the techniques
described above. For example, the first station 104 may
selectively retransmit (e.g., rebroadcast) the data packet 120
to stations in the one-hop range 160 of the first station 104
and/or selectively suppress retransmission of the data packet
120 according to the techniques described above.

When the eighth station 118 receives the data packet 120,
the eighth station 118 may send an acknowledgment packet
to the one or more stations that forwarded the data packet
120 to the eighth station 118 to indicate receipt of the data
packet 120. The acknowledgment packet may be unicasted
towards the source station (e.g., the second station 106).
Stations along the acknowledgement path (and neighboring
stations) to the source station that detect the acknowledg-
ment packet may “become aware of” their role as potential
forwarding (e.g., retransmitting) stations based on the
source-destination pair. If a station does not detect an
acknowledgment for a unicast during a particular time
period, the station will not forward future unicasts from the
source-destination pair. The particular time period may be
selected such that the particular time period 1s longer than an
end-to-end round trip latency of the entire network.

Referring to FIG. 2, a particular embodiment 200 of a
negative acknowledgment (NAK) request scheme to
enhance content delivery reliability 1s shown. For example,
FIG. 2 illustrates transmitting NAK requests 220 to multiple
stations 1n the one-hop range 160 of the first station 104.

In response to suppressing retransmission ol the data
packet 120, the first station 104 may transmit a second data
packet 121 to each station in the one-hop range 160 of the
first station 104. For example, the first station 104 may
transmit the second data packet 121 to the third station 108,
to the fourth station 110, to the fifth station 112, to the
seventh station 116, and to the eighth station 118. The
second data packet 121 may include a NAK Request (e.g.,
NAK_REQ120) to determine whether each station received
the data packet 120. Each NAK request may include an
indication (e.g., a sequence number, etc.) to uniquely 1den-
t1ly one or more data packets that have been suppressed by
the first station 104. For example, each NAK request may

include a common 1dentifier to 1dentify that the data packet
120 of FIGS. 1A-1B has been suppressed by the first station

104.

In a particular embodiment, the NAK requests may be
transmitted to the stations in the one-hop range 160 of the
first station 104 when the first station 104 has an opportunity
to transmit a data packet. For example, the NAK request
may be transmitted when a countdown sequence has com-
pleted, as described with respect to FIGS. 1A-1B. The NAK
requests may be included 1n another (e.g., a subsequent) data
packet (e.g., the second data packet 121) that 1s broadcasted
to the stations in the one-hop range 160 of the first station
104. Alternatively, the NAK requests may correspond to a
data packet that 1s broadcasted to the stations in the one-hop
range 160 of the first station 104.

In another particular embodiment, the first station 104
may proactively send the NAK requests to the stations in the
one-hop range 160 of the first station 104 after a particular
time period if the first station 104 has not had an opportunity
to rebroadcast within the particular time period. As a non-
limiting example, the first station 104 may proactively send
the NAK requests to the stations in the one-hop range 160
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of the first station 104 after 10 microseconds (us) of rece1v-
ing the data packet 120 from the second station 106 if the
first station 104 does not have an opportunity to rebroadcast
within the 10 ps.

If a particular station did not receive the data packet 120

from the original transmission (from the second station 106)
or a retransmission (e.g., the rebroadcast from the third
station 108 1n FIG. 1B), the particular station may transmit
a NAK to the first station 104 in response to recerving the
NAK request. Alternatively, i1t the particular station did
receive the data packet 120, the particular station may
“1gnore” the NAK request. In the illustrated embodiment,
the fifth station 112 and the seventh station 116 may send a
NAK 221 (e.g., NAK120) to the first station 104 in response
to receiving the NAK request (e.g., NAK REQ120) to
indicate that the fifth station 112 and the seventh station 116
did not receive the data packet 120.
In response to receiving the NAK 221 from the fifth
station 112 and the seventh station 116, the first station 104
may retransmit the data packet 120. In a particular embodi-
ment, the first station 104 may rebroadcast the data packet
120 (e.g., transmit the data packet 120 to each station 1n the
one-hop range 160 of the first station 104). For example, to
ensure that each station in the one-hop range 160 of the first
station 104 has received the data packet 120, the first station
104 may rebroadcast the data packet 120 1f one station in the
one-hop range 160 of the first station 104 transmits a NAK
230. In another particular embodiment, the first station 104
may transmit the data packet 120 to the fifth station 112 and
the seventh station 116 via unicast (or multicast) transmis-
s1on 1n response to receiving the NAK 221 from the fifth
station 112 and the seventh station 116. For example, the
data packet 120 may be multicast to a subset of stations.
Transmitting the data packet 120 to the fifth station 112 and
the seventh station 116 via unicast transmission may reduce
overhead (e.g., reduce tratlic) as compared to broadcasting
the data packet 120 to all stations, including those that have
not indicated a need for the data packet 120.

In certain embodiments, the first station 104 may perform
frame aggregation for multiple missed data packets. As a
non-limiting example, the first station 104 may suppress the
data packet 120 and a second data packet 121. A subsequent
NAK request may include indications that identify the data
packet 120 and the second data packet 121. A NAK from the
seventh station 116 may indicate that seventh station 116 has
not received either the data packet 120 or the second data
packet 121. In response to receiving the NAK, the first
station 104 may aggregate the data packet 120 and the
second data packet 121, and may transmit the aggregated
data packet to the seventh station 116. Aggregating the data
packet 120 and the second data packet 121 may reduce
overhead (e.g., traflic). For example, the data packet 120 and
the second data packet 121 may be provided to the seventh
station 116 via a single transmission as opposed to multiple
transmissions.

Over a period of time, the first station 104 may dynami-
cally adjust suppression criteria based on a frequency of
NAKSs received. For example, the first station 104 may
collect state information corresponding to the number of
NAKs received for each suppression criterion. If the first
station 104 determines that a relatively large number of
stations are transmitting NAKs when the first station 104
suppresses data packets based on a particular criterion, the
first station 104 may discontinue suppression based on the
particular criterion. As an 1illustrative example, 11 the first
station 104 receives a relatively large number of NAKs
when data packets are suppressed because the recerved
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signal strength of the first retransmission (from the third
station 108) satisfies the first threshold, the first station 104
may discontinue suppressing data packets based on the
received signal strength of the first retransmission, or may
adjust the first threshold. As another example, 1f the first
station 104 receives a relatively large number of NAKs
when data packets are suppressed because each of the first,
second, and third retransmissions have signal strengths that
satisty the second threshold, the first station 104 may
discontinue suppressing data packets based on the received
signal strengths of the first, second, and third retransmis-
sions, or may adjusted the second threshold.

The embodiment 200 of FIG. 2 may enhance content
delivery reliability of the system 100 of FIGS. 1A-1B. For

example, when the first station 104 suppresses the data
packet 120, the first station 104 may send NAK requests
(e.g., NAK_REQ120) to stations within range to verily
whether each station within range has received the data
packet 120 from another source. If an in-range station
indicates that 1t has not received the data packet 120, the first
station 104 may transmit the data packet 120 to the in-range
station.

Referring to FIG. 3, a particular embodiment of the data
packet 120 1s shown. The data packet 120 includes a medium
access control (MAC) header, a frame body field, and a
frame check sequence (FCS) field. The MAC header
includes a frame control field, a duration/identification (ID)
field, a first address field (Address 1), a second address field
(Address 2), a third address field (Address 3), a sequence
control field, and a fourth address field (Address 4).

The frame control field mcludes control information that
indicates a type of IEEE 802.11 MAC frame and that
provides information used to process the MAC frame. The
duration/ID field may indicate a remaining duration of time
to receive the next frame transmission.

The first address field may include information that iden-
tifies a basic service set (BSS). For example, the first address
field includes a BSS 1dentifier. When the data packet 120 1s
from a station in an independent BSS, the BSS identifier
corresponds to a randomly generated, locally administered
MAC address of the station that initiated the independent
BSS. The second address field may indicate a MAC address
of a final destination device to receive the data packet 120.
For example, in a broadcast scenario, the second address
field may include the MAC address of each station 1n FIGS.
1A-1B. Alternatively, 1n a unicast scenario, the second
address field may include the MAC address of one station 1n
FIGS. 1A-1B. In a multicast scenario, the second address
fiecld may include the MAC address of a subset of the
stations 1 FIGS. 1A-1B.

The third address field may indicate a MAC address of an
original source device that created and transmitted the data
packet 120. For example, the third address field may include
the MAC address of the second station 106 of FIGS. 1A-1B.
The sequence control field may include a sequence number
and a fragment number. In a multi-frame transmission, each
frame has a different sequence number. If fragmentation 1s
used, individual frames can be split into multiple fragments,
and each fragment may have a different fragment number.
Sequence numbers and fragment numbers are used at a
receiver device to reconstruct the original message. The
fourth address field may indicate a MAC address of the
station that transmitted the data packet 120 onto the wireless

medium. For example, 11 the first station 104 retransmitted
the data packet 120, the fourth address field would indicate
the MAC address of the first station 104.
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The frame body field includes a unique 1dentification (ID)
field and data (e.g., information) included 1n management
type frames or data type frames. The unique 1D field 1s added
alter the MAC header and before a data payload portion of
the data packet 120. For example, the data packet 120 1s
tagged with a unique identification (e.g., a unit 1dentifier
having a bit sequence that 1s approximately four to eight
bytes) that i1dentifies the data packet 120. In a particular
aspect, a umique 1dentification field may include a bat
sequence that has at least four bytes. Thus, in response to
receiving the data packet 120, each station 104-118 may
compare the third address field (e.g., the sender address) and
the unique 1dentification to 1dentify whether the data packet
120 1s a “new” data packet or a previously received data
packet located 1n a queue that 1s waiting for suppression or
retransmission.

The FCS field 1s added to the data packet 120 as a
checksum for error detection. For example, the FCS filed
may include a FCS number that 1s calculated by a source
node (e.g., the second station 106 of FIGS. 1A-1B) based on
the data in the data packet 120. When a destination node
(e.g., the first station 104 of FIGS. 1A-1B) receives the data
packet 120, the destination node recalculates the FCS num-
ber and compares the recalculated FCS number with the
FCS number included in the data packet 120. If the two FCS
numbers are diflerent, the destination node determines that
an error occurred and discards the data packet 120. The
destination node may also notily a transmitting node of the
CITOr.

It will be appreciated that the umique ID field of FIG. 3
may enable stations to quickly i1dentity the data packet 120
without comparing every bit in each frame, which would
lead to relatively large processing overhead. For example,
upon recerving at least one of the first retransmission, the
second retransmission, or the third retransmission, the first
station 104 may quickly i1dentify the data packet 120 by
comparing the third address field (indicating the second
station 106 as the original sender) and the unique ID field.

Referring to FIG. 4, a particular embodiment of a method
400 for enabling a route-less multi-hop transmission tech-
nique 1 a peer-to-peer infrastructure-less network 1s
described. The method 400 may be performed at any of the
stations 104-118, and the peer-to-peer inirastructure-less
network may include or correspond to the peer-to-peer
infrastructure-less network 102 of FIGS. 1A-1B.

The method 400 may include receiving, at a first station
ol a peer-to-peer inirastructure-less network, a data packet
transmitted from a second station of the peer-to-peer inira-
structure-less network, at 402. For example, referring to
FIGS. 1A-1B, the first station 104 may receive the data
packet 120 from the second station 106. The data packet 120
may be transmitted to the first station 104 via a broadcast
transmission, a multicast transmission, or a unicast trans-
mission.

The data packet may be bullered, at 404. For example,
referring to FIGS. 1A-1B, 1n response to recerving the data
packet 120 from the second station 106, the first station 104
may bufler the data packet 120. A countdown sequence may
be mitiated 1n response to bullering the data packet, at 406.
For example, referring to FIGS. 1A-1B, after buflering the
data packet 120, the first station 104 may initiate a count-
down sequence from the particular number.

At 408, the first station may determine whether one or
more retransmissions ol the data packet having recerved
signal strength(s) that satisiy a threshold have been detected
during the countdown sequence. For example, referring to
FIG. 1B, the first station 104 may detect the {first retrans-
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mission of the data packet 120 from the third station 108 and
may determine (e.g., measure) the recerved signal strength
of the first retransmission. In response to a determination
that the recetved signal strength of the first retransmission
satisiies the first threshold (e.g., 1s greater than or equal to
the first threshold signal strength or has a relatively high
RSSI), the first station 104 may suppress retransmission of
the data packet 120, at 412.

Additionally, or in the alternative, the first station 104
may detect the first retransmission, the second retransmis-
sion, and the third retransmission (e.g., may receive a
retransmitted data packet 120 from the third, fourth, and fifth
stations 108-110). The first station 104 may determine (e.g.,
measure) a first recerved signal strength of the first retrans-
mission, determine a second received signal strength of the
second retransmission, and determine a third received signal
strength of the third retransmission. In response to a deter-
mination that each received signal strength satisfies the
second threshold (e.g., 1s greater than or equal to the second
threshold signal strength or has a mid-range RSSI), the first
station 104 may suppress retransmission ol the data packet
120, at 412.

With reference to FIG. 1A, in response to a determination
that at least one retransmitted data packet 120 having a
received signal strength that satisfies the first threshold has
not been detected during the countdown sequence, and in
response to a determination that three or more retransmitted
data packets 120 having received signal strengths that satisty
the second threshold have not been detected during the
countdown sequence, the first station 104 may retransmit the
data packet 120, at 410.

In a particular embodiment, the method 400 may include
a negative acknowledgment based approach to improve
content delivery reliability. For example, the method 400
may include transmitting a negative acknowledgement
request to at least one other station in the peer-to-peer
infrastructure-less network to determine whether the at least
one other station received the data packet in response to
suppressing retransmission of the data packet. Referring to
FIG. 2, the first station 104 may transmit a NAK request
(e.g., NAK_REQ120) to each station in the one-hop range
160 of the first station 104 to determine whether each station
received the data packet 120 in response to suppressing
retransmission of the data packet 120.

If a particular station did not receive the data packet 120
from the original transmission (from the second station 106)
or a retransmission, the particular station may transmit a
NAK to the first station 104 1n response to receiving the
NAK request. Alternatively, 1f the particular station did
receive the data packet 120, the particular station may
“1gnore” the NAK request 220. For example, the seventh
station 116 may send the NAK 221 (e.g., NAK120) to the
first station 104 1n response to recerving the NAK request to
indicate that the eighth station 118 did not receive the data
packet 120.

In response to receiving the NAK 221 from the seventh
station 116, the first station 104 may retransmit the data
packet 120. In a particular embodiment, the first station 104
may rebroadcast the data packet 120 (e.g., transmit the data
packet 120 to each station in the one-hop range 160 of the
first station 104). For example, to ensure that each station 1n
the one-hop range 160 of the first station 104 has recerved
the data packet 120, the first station 104 may rebroadcast the
data packet 120 1f one station 1n the one-hop range 160 of the
first station 104 transmits a NAK 221. In another particular
embodiment, the first station 104 may transmit the data
packet 120 to the seventh station 116 via unicast transmis-
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s10m 1n response to receiving the NAK 221 from the seventh
station 116. Transmitting the data packet 120 to the seventh
station 116 via unicast transmission may reduce overhead
(e.g., reduce traflic) as compared to transmitting the data
packet 120 to stations that have not indicated a need for the
data packet 120.

The method 400 of FIG. 4 may reduce overhead of the
peer-to-peer nirastructure-less network 102 by suppressing,
retransmissions of the data packet 120 (e.g., reducing data
traflic) when the recerved signal strength of one or more
neighboring station’s retransmission of the data packet 120
satisfies a threshold. In addition, the negative acknowledg-
ment based approach may enhance content delivery reliabil-
ity. For example, when the first station 104 suppresses the
data packet 120, the first station 104 may send NAK requests
to stations within range to verily whether each station within
range of the first station 104 has received the data packet 120
from another source. If an in-range station indicates that 1t
has not received the data packet 120, the first station 104
may transmit the data packet 120 to the in-range station.

Referring to FIG. 5, a particular 1llustrative embodiment

ol a wireless communication device 1s depicted and gener-
ally designated 500. The device 500 includes a processor
510, such as a digital signal processor, coupled to a memory
532. In an 1illustrative embodiment, the device 500, or
components thereof, may correspond to the stations 104-118
of FIGS. 1-2, or components thereol.
The processor 510 may be configured to execute software
(e.g., a program ol one or more 1nstructions 568) stored 1n
the memory 532. Additionally or alternatively, the processor
510 may be configured to implement one or more instruc-
tions stored 1n a memory of a wireless interface 340 (e.g., an
IEEE 802.11 interface). For example, the wireless interface
540 may be configured to operate 1n accordance with the
IEEE 802.11s standard. In a particular embodiment, the
processor 510 may be configured to operate 1n accordance
with the method 400 of FIG. 4. For example, the processor
510 may include data packet transmission logic 564 to
execute the method 400 of FIG. 4.

The wireless interface 540 may be coupled to the proces-
sor 510 and to an antenna 542. For example, the wireless
interface 540 may be coupled to the antenna 342 via a
transceiver 546, such that wireless data received via the
antenna 342 and may be provided to the processor 510.

A coder/decoder (CODEC) 534 can also be coupled to the
processor 510. A speaker 5336 and a microphone 538 can be
coupled to the CODEC 534. A display controller 526 can be
coupled to the processor 510 and to a display device 528. In
a particular embodiment, the processor 510, the display
controller 526, the memory 532, the CODEC 534, and the
wireless interface 340 are included 1n a system-in-package
or system-on-chip device 522. In a particular embodiment,
an mput device 530 and a power supply 344 are coupled to
the system-on-chip device 522. Moreover, 1n a particular
embodiment, as illustrated in FIG. §, the display device 528,
the input device 530, the speaker 536, the microphone 538,
the antenna 542, and the power supply 544 are external to
the system-on-chip device 522. However, each of the display
device 528, the input device 530, the speaker 536, the
microphone 538, the antenna 3542, and the power supply 544
can be coupled to one or more components of the system-
on-chip device 522, such as one or more interfaces or
controllers.

In conjunction with the described embodiments, an appa-
ratus includes means for recerving a data packet transmitted
from a station of a peer-to-peer infrastructure-less network.
For example, the means for receiving may include the




US 9,712,282 B2

15

stations 104-118 of FIGS. 1-2, the wireless interface 540, the
processor 510 programmed to execute the instructions 568,
the data packet transmission logic 564 of FIG. 5, one or
more other devices, circuits, modules, or instructions to
receive the data packet, or any combination thereof.

The apparatus also 1ncludes means for determiming
whether to retransmit the data packet to at least one other
station 1n a peer-to-peer 1infrastructure-less network or
whether to suppress retransmission of the data packet. For
example, the means for determining may include the stations
104-118 of FIGS. 1-2, the wireless interface 340, the pro-
cessor 510 programmed to execute the nstructions 568, the
data packet transmission logic 564 of FIG. 5, one or more
other devices, circuits, modules, or instructions to determine
whether to retransmit the data packet or whether to suppress
retransmission of the data packet, or any combination
thereof.

Those of skill in the art would further appreciate that the
various 1llustrative logical blocks, configurations, modules,
circuits, and algorithm steps described 1n connection with
the embodiments disclosed herein may be implemented as
clectronic hardware, computer soltware executed by a pro-
cessor, or combinations of both. Various illustrative compo-
nents, blocks, configurations, modules, circuits, and steps
have been described above generally 1n terms of their
functionality. Whether such functionality 1s implemented as
hardware or processor executable mstructions depends upon
the particular application and design constraints imposed on
the overall system. Skilled artisans may implement the
described functionality 1n varying ways for each particular
application, but such implementation decisions should not
be interpreted as causing a departure from the scope of the
present disclosure.

The steps of a method or algorithm described 1n connec-
tion with the embodiments disclosed herein may be embod-
ied directly in hardware, in a software module executed by
a processor, or in a combination of the two. A software
module may reside 1n random access memory (RAM), tlash
memory, read-only memory (ROM), programmable read-
only memory (PROM), erasable programmable read-only
memory (EPROM), electrically erasable programmable
read-only memory (EEPROM), registers, hard disk, a
removable disk, a compact disc read-only memory (CD-
ROM), or any other form of non-transient (e.g., non-transi-
tory) storage medium known in the art. An exemplary
storage medium 1s coupled to the processor such that the
processor can read mformation from, and write information
to, the storage medium. In the alternative, the storage
medium may be integral to the processor. The processor and
the storage medium may reside in an application-specific
integrated circuit (ASIC). The ASIC may reside 1n a com-
puting device or a user terminal. In the alternative, the
processor and the storage medium may reside as discrete
components 1 a computing device or user terminal.

The previous description of the disclosed embodiments 1s

provided to enable a person skilled 1n the art to make or use
the disclosed embodiments. Various modifications to these
embodiments will be readily apparent to those skilled 1n the
art, and the principles defined herein may be applied to other
embodiments without departing from the scope of the dis-
closure. Thus, the present disclosure 1s not intended to be
limited to the embodiments shown heremn but 1s to be
accorded the widest scope possible consistent with the
principles and novel features as defined by the following
claims.
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What 1s claimed 1s:

1. A method comprising:

recerving, at a {irst station of a peer-to-peer infrastructure-

less network, a data packet transmitted from a second

station of the peer-to-peer inirastructure-less network,
the data packet addressed to multiple stations of the
peer-to-peer indrastructure-less network; and

retransmitting, by the first station, the data packet to a

third station of the peer-to-peer infrastructure-less net-

work:

wherein a determination of whether to retransmit the data

packet from the third station to at least one other station
in the peer-to-peer infrastructure-less network or
whether to suppress retransmission of the data packet 1s
based on a signal strength of a retransmitted version of
the data packet, wherein the data packet 1s transmitted
by the third station to the at least one other station in
response to determining that the signal strength fails to
satisty a threshold;

wherein retransmission of the data packet 1s suppressed 1n

response to determining that the signal strength satisfies

the threshold; and

wherein, 1n response to suppressing retransmission of the

data packet:

a negative acknowledgement request 1s transmitted to
the at least one other station to determine whether the
at least one other station recerved the data packet;

a negative acknowledgement 1s received from the at
least one other station;

the data packet 1s aggregated with at least one other
data packet not received by the at least one other
station to generate an aggregated data packet,
wherein the at least one other data packet 1s deter-
mined by a second negative acknowledgement from
the at least one other station; and

the aggregated data packet 1s transmitted to the at least
one other station.

2. The method of claim 1, wherein the peer-to-peer
infrastructure-less network 1s a wireless mesh network.

3. The method of claim 1, wherein the peer-to-peer
infrastructure-less network 1s a neighborhood awareness
networking (NAN) data link network.

4. The method of claim 1, further comprising:

buflering the data packet 1n response to receiving the data

packet from the second station; and

initiating a countdown sequence in response to butlering

the data packet;

wherein the determination of whether to retransmit the

data packet or whether to suppress retransmission of

the data packet 1s performed after the countdown
sequence 1s completed.

5. The method of claim 1, wherein the data packet 1s
broadcasted to each station 1n the peer-to-peer inirastruc-
ture-less network from the second station, wherein the data
packet 1s multicast to a subset of stations 1n the peer-to-peer
infrastructure-less network from the second station, or
wherein the data packet 1s unicast to a particular station in
the peer-to-peer infrastructure-less network from the second
station.

6. The method of claim 1, wherein a frame body field of

the data packet includes a unique 1dentification field having

a bit sequence that 1dentifies the data packet.
7. The method of claim 6, wherein the bit sequence has at

least four bytes.
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8. An apparatus comprising;

a processor; and

a memory coupled to the processor, wherein the memory

stores instructions that are executable by the processor
to perform operations comprising:
receiving, at a first station of a peer-to-peer inirastruc-

ture-less network, a data packet transmitted from a

second station of the peer-to-peer infrastructure-less

network:; and

initiating, by the first station, retransmission of the data
packet to a third station of the peer-to-peer inira-
structure-less network;

wherein a determination of whether to retransmit the
data packet from the third station to at least one other
station 1n the peer-to-peer inifrastructure-less net-
work or whether to suppress retransmission of the
data packet 1s based on a signal strength of a retrans-
mitted version of the data packet, wherein the data
packet 1s transmitted by the third station to the at
least one other station in response to determining that
the signal strength fails to satisiy a threshold;

wherein retransmission of the data packet 1s suppressed
in response to determining that the signal strength
satisfies the threshold; and

wherein, 1n response to suppressing retransmission of
the data packet:

a negative acknowledgement request 1s transmitted
to the at least one other station to determine
whether the at least one other station received the
data packet;

a negative acknowledgement 1s received from the at
least one other station;

the data packet 1s aggregated with at least one other
data packet not received by the at least one other
station to generate an aggregated data packet,
wherein the at least one other data packet 1s
determined by a second negative acknowledge-
ment from the at least one other station; and

the aggregated data packet i1s transmitted to the at
least one other station.

9. The apparatus of claim 8, wherein the peer-to-peer
infrastructure-less network 1s a wireless mesh network or a
neighborhood awareness networking (NAN) data link net-
work.

10. The apparatus of claim 8, wherein the operations
turther comprise:

buflering the data packet 1n response to receiving the data

packet from the second station; and

initiating a countdown sequence 1n response to buflering

the data packet;

wherein the determination of whether to retransmit the

data packet or whether to suppress retransmission of
the data packet 1s after the countdown sequence 1s
completed.

11. A non-transitory computer-readable medium compris-
ing instructions that, when executed by a processor, cause
the processor to perform operations comprising:

receiving, at a first station of a peer-to-peer infrastructure-

less network, a data packet transmitted from a second
station of the peer-to-peer infrastructure-less network;
and

initiating, by the first station, retransmission of the data

packet to a third station of the peer-to-peer inirastruc-
ture-less network;

wherein a determination of whether to retransmit the data

packet from the third station to at least one other station
in the peer-to-peer infrastructure-less network or
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whether to suppress retransmission of the data packet 1s
based on a signal strength of a retransmitted version of
the data packet, wherein the data packet 1s transmitted
by the third station to the at least one other station in
response to determining that the signal strength fails to
satisty a threshold;

wherein retransmission of the data packet 1s suppressed 1n
response to determining that the signal strength satisfies

the threshold; and

wherein, in response to suppressing retransmission of the

data packet:

a negative acknowledgement request 1s transmitted to
the at least one other station to determine whether the
at least one other station receirved the data packet;

a negative acknowledgement 1s received from the at
least one other station;

the data packet 1s aggregated with at least one other
data packet not received by the at least one other
station to generate an aggregated data packet,
wherein the at least one other data packet 1s deter-
mined by a second negative acknowledgement from
the at least one other station; and

the aggregated data packet 1s transmitted to the at least
one other station.

12. The non-transitory computer-readable medium of
claam 11, wherein the peer-to-peer infrastructure-less net-
work 1s a wireless mesh network or a neighborhood aware-
ness networking (NAN) data link network.

13. An apparatus comprising;:

means for receiving a data packet transmitted from a

station of a peer-to-peer infrastructure-less network;

and

mean for retransmitting, by the first station, the data

packet to a third station of the peer-to-peer infrastruc-

ture-less network:

wherein a determination of whether to retransmit the data

packet from the third station to at least one other station
1n a peer-to-peer inirastructure-less network or whether
to suppress retransmission of the data packet 1s based
on a signal strength of a retransmitted version of the
data packet, wherein the data packet 1s transmitted by
the third station to the at least one other station in
response to determining that the signal strength fails to
satisty a threshold;

wherein retransmission of the data packet 1s suppressed 1n

response to determining that the signal strength satisfies

the threshold; and

wherein, in response to suppressing retransmission of the

data packet:

a negative acknowledgement request 1s transmitted to
the at least one other station to determine whether the
at least one other station recerved the data packet;

a negative acknowledgement 1s received from the at
least one other station;

the data packet 1s aggregated with at least one other
data packet not received by the at least one other
station to generate an aggregated data packet,
wherein the at least one other data packet 1s deter-
mined by a second negative acknowledgement from
the at least one other station; and

the aggregated data packet 1s transmitted to the at least
one other station.

14. The apparatus of claim 13, wherein the peer-to-peer
infrastructure-less network 1s a wireless mesh network or a
neighborhood awareness networking (NAN) data link net-
work.
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