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DETECTING IRIS ORIENTATION

CROSS REFERENCE TO RELATED
APPLICATION

This application claims the benefit of U.S. provisional

patent application No. 62/098,841, filed on Dec. 31, 2014,
which 1s incorporated by reference herein in its entirety.

FIELD

This disclosure generally relates to processing eye
1mages.

BACKGROUND

Existing eye 1image processing techniques may consume
significant resources and can be computationally and finan-
cially expensive. For example, eye corner and 1ris detection
techniques and roll angle determination often utilize a brute
force method using multiple likely eye corner location
templates and iris rotations, which can take up significant
computational resources and time. Accordingly, alternative
methods for processing eye 1mages are needed.

SUMMARY

This disclosure generally describes a method and system
for determining a roll angle 1n an eye 1mage. After an eye
image 1s received, a center of an 1ris, an mner eye corner, and
an outer eye corner in the eye image may be determined. The
cye 1mage may be normalized and transformed to a polar eye
image using the center of the iris as a reference for the
transformation. A shiit associated with the inner eye corner
and a shift associated with the outer eye corner may be
determined. The shifts associated with the inner eye corner
and the outer eye corner may be indicators of an orientation
of the eye mmage or roll angle, and may be used {for
subsequent eye 1mage processing and matching.

Innovative aspects of the subject matter described in this
specification may, 1n some implementations, be embodied 1n

a computer-implemented method that includes actions of

obtaining an eye 1image, determining a location of a center
of an 1r1s in the eye 1mage, generating a polar eye 1image
based, 1n part, on the location of the center of the ir1s 1n the

obtained eye 1image, determining locations of one or more of

an mner eye corner and an outer eye corner 1n the polar eye
Image using one or more processors, determiming an 1ris
teature based on the determined locations of the one or more
of the 1inner eye corner and the outer eye corner in the polar
eye 1mage; and storing the 1ris feature as a biometric sample
feature.

Other 1mplementations of these aspects include corre-
sponding systems, apparatus, computer-readable storage
mediums, and computer programs configured to implement
the actions of the above-noted method.

These and other implementations may each optionally
include one or more of the following features. For instance,
in some 1mplementations, the actions further include deter-
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mimng a size of the ir1s in the eye 1mage. The action of 60

determining a size of the iris 1 the eye image includes
actions of determining a contour of the upper eye lid and a
contour of a lower eye lid in the eye image, determining the
location of the center of the 1iris using the contours of the
upper eye lid and the lower eye lid, and determining a
number of pixels indicative of a diameter of the 1r1s 1n the
cye 1mage.
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In some implementations, the action of generating the
polar eye 1mage based, in part, on the location of the center
of the 1r1s 1n the obtained eye 1image includes unwrapping the
obtained eye image by converting pixel values associated
with Cartesian coordinates to pixel values associated with
polar coordinates and generating a lateral orientation of the
polar eye image.

In some implementations, the actions further include the
action of determining that the iris feature matches one or
more other iris features in the polar eye 1mage.

In some 1implementations, the action of determining the
ir1s feature based on the determined locations of the one or
more of the inner eye corner and the outer eye corner in the
polar eye image includes one or more of: (1) determining a
shift associated with the inner eye corner in the polar eye
image; and (11) determining a shift associated with the outer
eye corner 1in the polar eye image.

In some implementations, the 1ris feature corresponds to
a roll angle.

In some i1mplementations, the actions further include
receiving a second eye 1image, aligning the second eye image
with the first eye 1image using an iris feature of the second
eye 1mage and the determined 1ris feature of the first eye
image, and determining that the second eye image matches
the first eye 1mage when the second eye image 1s aligned
with the first eye 1image.

The details of one or more implementations are set forth
in the accompanying drawings and the description below.
Other features and advantages will become apparent from
the description, the drawings, and the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 depicts a system for processing eye images.

FIG. 2 depicts a flowchart 1llustrating a method for 1nner
and outer eye corner detection.

FIG. 3 depicts an exemplary output of a neural network
classifier.

FIG. 4 depicts an exemplary output of a neural network
classifier.

FIG. 5 depicts an exemplary output of a neural network
classifier.

FIG. 6 depicts an exemplary output of a neural network
classifier.

FIG. 7 depicts a flowchart illustrating a method for
differentiating left and right eye 1images using eye corners
and 1ri1s/pupil oflset.

FIG. 8 depicts a graph of observed and modelled hori-
zontal displacement for left and right eyes.

FIG. 9 depicts a flowchart illustrating a method for
determining a roll angle of an eye.

FIG. 10 depicts a flowchart illustrating a method for
determining a roll angle of an eye.

FIG. 11 depicts a view of various anatomical structures of
an eye.

FIG. 12 depicts an eye image with located eye corners and
ir1s center.

FIGS. 13 and 14 depict two methods of determining a roll
angle.

FIG. 15 depicts a flowchart illustrating a method for
determining a roll angle of an eye using a polar 1image.

FIG. 16 depicts a conversion of an eye image Ifrom
Cartesian coordinates to a polar coordinates-based 1mage.

Like reference numbers and designation in the various

drawings indicate like elements.

DETAILED DESCRIPTION

This disclosure generally describes methods and systems
for eye 1mage processing. An exemplary system 100 may
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include an 1mage acquisition device (IAD) 120 to obtain an
image or video of a subject 110 and a computing device 130.
The computing device 130 may include or be coupled to an
Input/Output Unit 132, a pre-processor 134, an eye corner
classifier 136, a memory 138, a roll angle determiner 140,
and a left/right eye determiner 142.

The IAD 120 can be used to obtain an 1mage of subject
110 through various suitable methods. In some 1mplemen-
tations, the IAD 120 may include a camera, a camcorder, a
charge-coupled device (CCD), or optical sensor to capture
an 1mage of the subject 110. In general, the IAD 120 may be
any suitable device configured to obtain a moving 1image or
a still 1image. In some implementations, the IAD 120 may
communicate with memory 138 or an external device to
obtain an 1mage.

In some implementations, the IAD 120 may also include
one or more 1mage processing tools such as a cropping tool
or a selection tool, whereby a portion of an 1mage or a
particular frame of a video can be selected. For example, an
operator of the TAD 120 may select a particular frame of a
video and, within the frame, crop the image to include only

eye 1mages of a person. The images acquired and/or selected
by the IAD 120 may be transmitted to computing device
130.

In some implementations, the IAD 120 may include an
illumination source that generates and emits a radiation
signal 1n the direction of the subject. The radiation signal
may have various suitable frequencies. The radiation signal
may include, for example, an infrared (IR) signal, an ultra-
violet (UV) signal, a laser signal, or a visible light signal.
The IAD 120 may receive a reflection of a signal output by
the 1llumination source. The reflection may include data
associated with an eye 1image or subject 110.

If the illumination source outputs a laser signal, the
illumination source may be an excimer laser or any other
suitable laser (e.g., argon-fluorine laser) depending on the
desired wavelength of the laser signal. If the 1llumination
source outputs a visible light signal, the 1llumination source
may be any device (e.g., light-emitting diode) that generates
a visible light signal. If the 1llumination source outputs an IR
or UV signal, the 1llumination source may include a laser or
lamp that outputs IR or UV signals, respectively.

The subject 110 may, in general, by any physical and
tangible object. an 1image of the subject 110 may include, for
example, an 1mage of a person, a person’s face, or a person’s
eyes.

Computing device 130 may include an 1mage processor,
and may communicate with IAD 120 through various suit-
able means. For example, the IAD 120 may be connected to
the computing device 130 by a wired or wireless network or
may communicate with the computing device 130 through a
suitable messaging functionality such as e-mail, Short Mes-
sage Service (SMS) messaging, and text messaging. As
described below, the computing device 130 may include
various suitable hardware and software components to pro-
cess an eye 1mage. The computing device 130 may include
or be coupled to an Input/Output Unit 132, a pre-processor
134, an eye corner classifier 136, a memory 138, a roll angle
determiner 140, and a left/right eye determiner 142.

The Input/output (I/O) unit 132 can be connected to a
network, database, and/or 1image acquisition device 120. An
image received at the I/O unmit 132 may be sent to the
pre-processor 134 to determine 1f the received image
includes an eye image and to pre-process the image. In some
implementations, the (I/0) unit 132 may include a trans-
ceiver, a display, and one or more sensors.
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The transceiver may include a transmitter and a receiver
and may be utilized to communicate with other devices,
including, for example, the IAD 120. The transceirver may
include amplifiers, modulators, demodulators, antennas, and
various other components. The transceiver may communi-
cate with the IAD 120 to obtain an 1image or, 1n some cases,
to provide an 1mage from memory 138. The transceiver may
direct data received from the IAD 120 to other components
of the computing device 130 such as the pre-processor 134
and memory 138.

The display may display various data to a user. For
example, the display may be configured to display an image
received from the IAD 120, a processed 1image, and various
graphical user interfaces for performing operations on the
computing device 130 and to display various information to
a user. The display may be implemented using one or more
suitable display types including, for example, a projection
display, a liqud crystal display (LCD), or light emitting
diode (LED) display.

The one or more sensors may include one or more of an
optical sensor, capacitive sensor, charge-coupled device
sensor, gyroscope, microphone, altimeter, impact sensor,
piezoelectric sensor, motion sensor, biosensor, active pixel
sensor, a tactile unit, and various other sensors that may
detect one or more conditions or recerve imnput from the user.
In some implementations, a keyboard for receiving alpha-
numeric text from the user may be implemented using the
One Or more sensors.

Pre-processing operations performed by the pre-processor
134 may include adjusting the 1mage according to one or
more adjustments. For example, an image may be resampled
to center an ir1s of the detected eye. A predefined, fixed 1r1s
radius may help reduce vanation between samples and
improve operational performance. .

The resampling may
involve a down sampling factor which may reduce compu-
tational complexity and introduce some smoothing of the
image data. Additional aggressive smoothing, scaling, rotat-
ing, lighting correction, or contrast enhancement may be
performed as part of the pre-processing.

Eve comer classifiers 136 may include neural network
classifiers as described 1n turther detail below. In general, the
eye corner classifiers 136 are configured to determine one or
more of an iner eye corner and an outer eye corner for a left
eye and/or a night eye. Although the eye corner classifiers
136 described herein include neural network classifiers,
various suitable classifiers may be utilized for processing
and classitying eye images.

Memory 138 may include one or more mass storage
devices, e.g., magnetic, magneto optical disks, optical disks,
EPROM, EEPROM, flash memory devices, and may be
implemented as internal hard disks, removable disks, mag-
neto optical disks, CD ROM, or DVD-ROM disks for
storing data. The memory 138 may store data associated
with the processing of an 1image or metadata associated with
an 1mage.

Left/Right eye determiner 142 may be implemented 1n
one or more ol digital electronic circuitry, software, firm-
ware, or hardware, or any combinations thereof. The left/
right eye determiner 142 may determine a horizontal dis-
placement between the center of the 1r1s and the center of the
pupil 1n an eye 1image. Based on the determined horizontal
displacement, the left/right eye determiner 142 may predict
whether the eye 1image includes an 1image of a left eye or a
right eye. In some implementations, the left/right eye deter-
miner 142 may supplement the determined horizontal dis-
placement data with data from the eye corner classifiers 138
that indicate a location of the eye corners in the eye image.
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As explained 1n further detail below, the combined horizon-
tal displacement data and eye comner location data may
provide a more accurate prediction of whether an eye 1image
includes a left eye 1image or a right eye image.

Roll angle determiner 140 may be implemented 1n one or
more of digital electronic circuitry, software, firmware, or
hardware, or any combinations thereof. The roll angle deter-
miner 140 may determine a roll angle or orientation 1ndi-
cator 1n an eye 1mage. The roll angle determiner 140 may
communicate with the eye corner classifiers 136 to obtain
data indicative of the location of one or more eye corners 1n
an eye 1mage. The roll angle determiner 140 may also
perform 1ris normalization and unwrapping, which icludes
transforming an eye image from Cartesian coordinates to
polar coordinates. A polar image 1s generated as a result of
the transformation and provides a rectangular entity for
subsequent 1mage processing and roll angle determination.
The roll angle determiner 140 may determine shifts in the
locations of the inner eye corner and the outer eye corner
from the polar eye image. The shifts correspond to a roll
angle or orientation indicator of the eye image. The roll
angle or orientation indicator may be stored 1n memory 138
as a feature of a biometric sample of an individual, and may
be used 1n matching eye images from multiple source.

Referring to FIG. 2, an 1image 1s received by the comput-
ing device 130 (210). In some implementations, the 1image
may be a digital image received from IAD 120. In some
implementations, the received 1image may be converted to a
digital format for computerized processing. The received
image may be scanned to determine whether an eye 1is
present in the image (220). In general, various suitable facial
and eye detection tools, including, for example, libraries and
codes on edge detection, segmentation, may be used to
detect an eye 1n an 1mage. I no eye 1s detected, the received
image 1s not processed any further and the computing device
130 may wait to receive another image of an eye.

The received 1image may be of any suitable size. In some
implementations, the received eye image may be 40 pixels
by 40 pixels or 100 pixels by 100 pixels, and may include
periocular information.

If an eye 1s detected 1n the received 1image, the 1mage may
be preprocessed (230). Preprocessing involves adjusting the
image according to one or more adjustments. For example,
one or more of edge detection, resampling, segmentation,
and localization may be performed as part of the pre-
processing of an 1image. In some cases, the image may be
preprocessed to remove eyelid and eyelash occlusions. In
some cases, the image may be resampled to center an 1r1s of
the detected eye. A predefined fixed 1iris radius may help
reduce variation between samples and improve operational
performance. The resampling may involve a down sampling,
factor which may reduce computational complexity and
introduce some smoothing of the image data. Additional
aggressive smoothing, scaling, rotating, lighting correction,
or confrast enhancement may be performed.

As part of the preprocessing, the image may be segmented
into a plurality of regions of interest (ROIs). Segmentation
and preprocessing of the image may provide data indicative
of one or more boundaries of the 1ris. For example, a region
of the ir1s may be approximated by one or more circular
regions. One circular region may correspond to the iris/
sclera boundary, and another circular region may correspond
to the 1ris/pupil boundary.

In some 1implementations, to reduce the amount of com-
putation to processing eye images, preprocessing ol eye
images may include selection of one or more regions of
interest so that portions of the eye image that may not be
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necessary to process are not processed. In addition, in some
implementations, edge detection may be performed as part
of the preprocessing to enhance a reliability of subsequent
eye corner classification by the eye corner classifiers 136.

After an eye 1mage 1s preprocessed, the eye image may be
turther processed and classified using at least two neural
network classifiers (240). The at least two neural network
classifiers may include a first classifier configured to classity
inner (nasal) corners of an eye image and a second classifier
configured to classity outer corners of an eye image.

Various machine learning algorithms and neural networks
may be utilized to train and operate the at least two classi-
fiers to classily mner corners and outer corners of an eye
image. The at least two classifiers may be connected to the
Input/Output unit 132, which may receive a training set of
eye 1mages for training purposes ifrom one or more of a
network, module, and database. The training set may include
positive samples with labeled eye corners and negative
samples with no eye corners. In some 1implementations, the
at least two classifiers may be trained to provide eye corner
pixel location information (e.g., X, Y coordinate or polar
coordinate information) or eye corner distance data, as well
as an indication of whether the image includes one or more
€ye corners.

Hereinaftter, various types of neural network classifiers are
described. One or more of these types of neural network
classifiers may be used as the at least two neural network
classifiers. Each neural network classifier may accept a ROI
of the eye image as an mput, and may provide at least one
distance measure describing the displacement of the ROI
from the eye cormner location 1 the eye image. In some
implementations, each neural network classifier may process
multiple ROIs of an eye 1image.

In some implementations, a neural network classifier can
be trained to receive an eye 1mage as mput, and provide, as
an output, an empty image (e.g., all black=0 pixels) with a
single 1dentifying pixel (e.g., white=253) to indicate a
manual markup of a single eye corner location. Separate
networks are trained for left inner, left outer, right inner and
right outer eye corners. Use of this trained neural network
for corner detection 1s achieved by input of an eye image and
evaluation of the output activation values to detect a peak at
the detected corner.

In some 1implementations, a neural network classifier can
be trained to receive an eye 1mage as mput, and provide, as
an output, an empty image (e.g., all gray=127 pixels) with
two 1dentitying pixels (e.g., one at black=0 for inner corner
and one at white=255 for outer corner) to indicate a manual
markup of both mner and outer eye corner locations on
training samples. Separate networks are trained for lelt eyes
and right eyes. Use of the trained neural networks for corner
detection 1s achieved by mput of an eye image and evalu-
ation of the output activation values to detect a peak and a
trough at the detected corner locations.

In some implementations, a neural network classifier can
be trained to receive an eye 1mage as input, and provide, as
an output, eye corner location coordinates for a single
corner. Separate networks are trained for left inner, left
outer, right mner and right outer eye corners. Use of the
trained neural networks for corner detection 1s achieved by
input of an eye 1image and evaluation of the output activation
values to 1dentily the coordinates of the detected corner.

In some implementations, a neural network classifier can
be trained to receive an eye 1mage as mput, and provide, as
an output, eye corner location coordinates for inner and
outer corners. Separate networks are trained for left and right
eyes. Use of the trained neural networks for corner detection
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1s achieved by input of an eye 1image and evaluation of the
output activation values to identity the coordinates of the
detected comer.

In some implementations, a neural network classifier can
be trained to receive a patch (e.g., 16 pixelsx16 pixels region
of interest) from an eye 1mage as mput, and provide, as an
output, distance values indicating how far from a corner
location the patch 1s centered. For example, a patch centered
on an eye corner may return a distance of zero. A patch
located very far away from a corner returns a large value,
representing a physical distance, pixel distance, or pixel
coordinate values (e.g., X-coordinate, Y-coordinate). Sepa-
rate networks are trained for left inner, left outer, right inner,
and right outer corners. Use of traimned neural networks for
corner detection 1s achieved by (1) submitting multiple
patches from an 1nput sample to this configuration of neural
network classifier, and (1) constructing a map from the
distance values that result. Because lower values indicate
lower distances, a trough in the output map may indicate a
location of the eye corner. Smoothing of the map belore
trough detection may enhance reliability.

In some implementations, a neural network can be trained
to recetve one or more patches from an eye 1image as input,
and provide, as an output, displacement offsets to the eye
corner location. For example, an input patch centered on an
eye corner may result in an output displacement of, for
example, DX=0, DY=0 1f Cartesian coordinates are used,
though any suitable coordinate system may be used. An
input patch taken from slightly left of a target corner (e.g.,
iner eye corner) might output a displacement of DX=5,
DY=0 11 using Cartesian coordinates. Separate networks are
trained for left inner, left outer, right iner, and right outer
corners. Use of the trained neural networks for corner
detection 1s achieved by (1) submitting one or more patches
of an eye 1image, and (11) counting the output displacement
value as a vote for the corner location. Tracking of vote(s)
in an accumulator map would produce a peak at the detected
corner location. Smoothing of the map before peak detection
may enhance reliability.

Sample outputs of the described neural network classifiers
are shown in FIGS. 3-6.

As shown 1n FIG. 3, 1n some implementations using one
or more instances of the above-described neural network
classifiers, a right outer corner mask and a right inner corner
mask may be used by a block-based distance neural network
classifier to determine a right eye outer corner and a right
eye iner corner. The black-colored pixels shown in FIG. 3
indicate the likely location of an eye corner. In some
implementations, a corresponding block-based distance neu-
ral network classifier may be used to determine a left eye
outer corner and a left eye inner corner.

As shown 1n FIG. 4, 1n some implementations using one
or more instances of the above-described neural network
classifiers, eye 1images may be classified by leveraging a
block-based displacement network with voting. The imple-
mentations may also use expected comer location model
masking. As shown 1n FIG. 4, one or more blocks may be
generated that include white-colored pixels indicating vot-
ing outcomes for a corner location in left-inner corner
network.

As shown 1n FIG. 5, 1n some implementations using one
or more instances of the above-described neural network
classifiers, eye 1images may be classified by leveraging a
blocked-based distance network that operates on edge maps
without using expected corner location model masking.
Various suitable edge detection techniques may be used to
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detect expected eye corner locations. The black-colored
pixels shown 1n FIG. 5 indicate the likely location of an eye
corner.

As shown 1n FIG. 6, 1n some implementations using one
or more 1nstances of the above-described neural network
classifiers, eye 1images may be classified by leveraging a
blocked-based distance network that uses expected corner
location model masking. As shown in FIG. 6, white-colored
pixels may indicate voting outcomes for the corner locations
of a night eye and a left eye.

After the neural network classifiers classify the eye image,
an output classifier may combine the output from all the
neural network classifiers (250). Output of the neural net-
work classifiers may be combined with no particular order or
preference. In some implementations, the output from all the
eye corner classifiers 136 may be combined by averaging the
relative displacements of the detected inner eye corner and
the relative displacements of the detected outer eye corner
determined by the neural network classifiers. The combined
output may then be utilized to determine a position of the
inner and outer eye corners consistent with the determined
displacements of the eye corners and geometry of the eye 1n
the eye image (260). In general, data from the various neural
network classifiers can be aggregated, averaged, and/or used
in various suitable ways. Combining the output from mul-
tiple neural network classifiers may help reduce errors due
to noise and improve the accuracy of eye corner detection in
an eye image.

In some implementations, a voting may occur after the
output from all the neural network classifiers 1s combined to
determine inner or outer eye corners. Voting may be per-
formed based on one or more criteria or rules for identifying
one or more of a left inner eye corner, a left outer eye corner,
a right inner eye corner, and a right outer eye corner. In some
implementations, a threshold may be used to determine
whether the cumulative data from the various neural net-
work classifiers indicates the presence of an eye comer. For
instance, 1f a relative displacement of a detected eye corner
1s less than (e.g., does not satisty) a threshold, the eye corner
classifiers 136 may vote that the detected eye corner 1s not
a true eye corner. If the relative displacement of the detected
eye corner 1s greater than or equal to (e.g., satisfies) a
threshold, the eye corner classifiers 136 may vote that the
detected eye corner 1s a true eye corner.

After the positions of the mnner and outer eye corners are
determined using the combined output from the neural
network classifiers, the positions of the imner and outer eye
corners may be stored and used as the registered eye corner
positions for the eye image. The registered eye corner
information may provide periocular data that can be useful
for subsequent eye 1mage processing. For example, as
explained below, the registered eye corner information may
be used to determine whether an eye image includes a left
eye or right eye, an orientation or rotation of 1r1s, and various
other information about an eye.

As can be appreciated from the foregoing, because the
implementations described above utilize a variety of difler-
ent neural network classifiers that are trained using difierent
methods and the output from the various neural network
classifiers are combined, the final determined position of an
iner or outer eye corner 1s highly reliable and accurate, and
may be consistent across various determination methods.

Hereinaiter, a method for determine whether an eye 1mage
1s an 1mage of a left eye or a right eye 1s described.

Referring to FIG. 7, an image of an eye 1s obtained
through various suitable methods as described above (710).
For example, the eye image may be obtained using the IAD
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120 or may be retrieved from a database or network. As
another example, a radiation signal (e.g., IR signal) may be
emitted by the illumination source 1n IAD 120 towards the
subject (e.g., an eye). The radiation signal may reflect from
the subject and be detected by IAD 120, which thereby
obtains an i1mage of the subject’s eye. The image of the
subject may include an 1image of a pupil and an 1r1s in the
subject’s eye.

In some 1mplementations, the image may be a digital
image received from IAD 120. In some implementations, the
received 1mage may be converted to a digital format for
computerized processing. In some implementations, the
received 1mage may be scanned.

After obtaining the eye 1image, a center location of the iris
and a center location of the pupil 1n the eye image are
detected. The center locations of the ir1s and pupil may be
detected using various suitable tools and computer algo-
rithms. As an example, the outer contours of the 1r1s and
pupil may be 1dentified and a center of mass of the contoured
ir1s and pupil, respectively, may provide the center location
of the ir1s and the center location of the pupil, respectively.

A horizontal displacement between the center of the 1ris
and the center of the pupil 1s then determined (720). The
horizontal displacement may include a directional compo-
nent as well as a magnitude of the displacement between the
center of the ir1s and the center of the pupil. For example, the
horizontal displacement may include data indicating how
many pixels apart the center of the ir1s 1s from the center of
the pupil, or 1n some cases, a physical distance separating the
centers of the 1ris and pupil, and data indicating a direction
that the center of the 1ris 1s located relative to the center of
the pupil.

The determined horizontal displacement may provide a
prediction as to whether the 1imaged eye 1s a lelt eye or right
eye. Referring to FIG. 8, the determined horizontal displace-
ment may be distributed over a range of values. If the
determined or observed horizontal displacement corre-
sponds to an expectation value of the pupil-iris horizontal
displacement, a prediction of whether the imaged eye 1s a
left eye or night eye may be made. As illustrated, the
expectation value can be positive or negative, indicating the
expected direction of displacement.

For example, 11 the determined horizontal displacement 1s
similar to the curve illustrated 1n the positive pixel distance
space with a large pupil-iris horizontal displacement, the
subject’s 1maged eye may be predicted to be a right eye. I
the determined horizontal displacement i1s similar to the
curve 1llustrated in the negative pixel distance space with a
large pupil-iris horizontal displacement, the subject’s
imaged eye may be predicted to be a lett eye.

To improve the reliability and accuracy of the prediction,
eye corners 1n the eye image may be classified using the eye
corner classifiers 136 as described above with respect to
FIGS. 2-6 (730). For example, a first neural network clas-
sifier may be used to classily inner corners of an eye 1image
and a second neural network classifier may be used to
classily outer corners of the subject’s eye 1mage.

The additional data provided by the eye corner classifiers
136 may be combined with the determined horizontal dis-
placement to more precisely determine whether the eye
image includes an 1image of a left eye or a right eye (740).
In particular, because information indicating a location,
shape, or profile of the mnner and outer corners of an eye may
provide more mformation and accuracy regarding an imaged
eye, combining the additional data with the determined
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horizontal displacements provides greater accuracy ifor
determining whether an 1maged eye 1s a left eye or a right
eve.

As an example, 1f the eye 1image prediction (e.g., right eye
image) from the data corresponding to the horizontal dis-
placement matches the eye image prediction (e.g., right eye
image) from the data corresponding to the eye corner
classification, the let/right eye determiner 142 may generate
a prediction consistent with the eye image prediction from
the data corresponding to the horizontal displacement and
eye corner classification. However, 1f the eye image predic-
tion (e.g., right eye 1mage) from the data corresponding to
the horizontal displacement does not match the eye image
prediction (e.g., left eye 1image) from the data corresponding,
to the eve corner classification, the let/right eye determiner
142 may not provide a prediction for the eye type and
instead send a request to the IAD 120 to retake an eye 1mage.

The combination of the additional data and the deter-
mined horizontal displacement may be compared to a con-
fidence threshold for a left eye and a confidence threshold
for a right eye. If the combination satisfies the confidence
threshold (e.g., greater than or equal to the confidence
threshold) for the left eye, the subject’s eye 1mage may be
determined to correspond to a left eye. If the combination
satisfies the confidence threshold for the right eye, the
subject’s eye 1image may be determined to correspond to a
right eye. If the combination fails to satisfy the confidence
threshold for either the right eye or the left eye or satisfies
the confidence threshold for both the right eye and the left
eye, the subject’s eye 1image may be unclassified, and the
computing device 130 may instruct the IAD 120 to obtain
another image of the subject so that the subject’s eye may be
classified again.

According to the implementations described above, an
eye 1mage may be classified as a left eye or a night eye using
data associated with mner and outer eye comers and a
horizontal displacement of an 1r1s and pupil. This classifi-
cation method may vyield a higher accuracy than most
conventional techniques for classifying left or right eyes.

Determining whether an eye image includes a left eye
image or a right eye 1image provides several advantages. For
example, 1 laser eye surgery applications or instances
where only a single 1ris 1s imaged, labeling an eye image as
a right eye 1mage or a left eye 1mage may avoid potential
confusion due to a mismatch of eyes. The method disclosed
herein also avoids the computational burden of comparing
an eye 1image with numerous images in a database to identity
whether an 1mage of a particular person 1s a lelt eye image
or a right eye 1mage. Thus, the disclosed method provides a
simpler and more accurate method of determining a left or
right eye 1mage.

Herematter, a method for determining a roll angle of an
eye 1n an eye 1mage 1s described with reference to FIGS.
9-16.

Retferring to FIGS. 9 and 10, an image of an eye 1s
obtained through wvarious suitable methods as described
above (910) (1010). For example, the eye 1image may be
obtained using the IAD 120 or may be retrieved from a
database or network. As another example, a radiation signal
(e.g., IR signal) may be emitted by the i1llumination source
in IAD 120 towards the subject (e.g., an eye). The radiation
signal may reflect from the subject and be detected by IAD
120, which thereby obtains an image of the subject’s eye.
The 1image of the subject may include an 1image of a pupil
and an 1ir1s in the subject’s eye.

In some implementations, the 1mage may be a digital
image received from IAD 120. In some implementations, the
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received 1mage may be converted to a digital format for
computerized processing. In some implementations, the
received 1mage may be scanned.

After obtaining the eye image, the eye image may be
preprocessed. As described above, preprocessing an eye
image may include one or more of edge detection, resam-
pling, segmentation, and localization. For example, an eye
image may be segmented, and an eye image encompassing
an eye lid may be extracted. As illustrated in FIG. 11,
eye-lids 1106 and 1108 correspond to the upper and lower
eye lids 1n an 1image from the video feed. Eye-lids 1106 and
1108 1intersect at corners 1102 and 1112. Inside the region
encompassed by eye-lids 1106 and 1108, iris 1104 corre-
sponds to a donut shape that surrounds pupil 1110.

Next, a size and location of the 1r1s 1104 and/or 1ris center
1204 may be determined (920) (1020). As shown 1n FIG. 12,
the center location 1204 of the ir1s 1104 may be detected
using various suitable tools and computer algorithms. As an
example, referring to FIG. 12, the outer contours of the 1ris
1104 and pupil 1110 may be 1dentified, and a center of mass
of the contoured 1ris 1104 and pupil 1110, respectively, may
provide the center location 1204 of the ir1s 1104 and pupil
1110. In some instances, the size of 1r1s 104 or pupil 102 may
be estimated directly from fitting the contours of the 1ris 104
or pupil 102 in the image. In other mstances, the size of 1ris
1104 or pupil 1110 1s cast to be similar to a template size, for
example, set forth by a video input component.

Using the detected center 1204 and size of the 1r1s 1104,
the area of the image where eye corners 1202 and 1212 are
likely to be found relative to the iris center 1204 are
determined (930) (1030). In some implementations, corners
1202 and 1212 may be determined using eye corner classi-
fiers 136 as described above.

In some implementations, corners 1202 and 1212 may be
detected as the intersecting points of eye lids 1106 and 1108
using for example, edge-sensitive transformations. Example
edge-sensitive transformations may include Hough trans-
form, wavelet transform, or Gabor transform. Some 1mple-
mentations may incorporate a template matching component
to identily comer regions with shapes most similar to
template corner shapes. The templates may be from a
database of comer shapes as successiully segmented by, for
example, expert operators. The database of templates may
be updated to reflect knowledge of corner shapes learned
from the current template matching experience.

In some cases, the corners 1102 and 1112 may be deter-
mined 1n polar coordinates with the iris center 1204 of the
eye as the origin. In some cases, the corners 1102 and 1112
may be determined in Cartesian coordinates.

Some 1mplementations include providing feedback on a
confidence level associated with the detected corners 1102
and 1112, for example, based on the quality of template
matching. In some instances, corner detection confidence
level 1s dependent on the agreement between each corner
1202, 1212 and the 1r1s center 1204.

Based on the determined 1ris 1104 size, 1r1s center 1204,
location of the eye corners 1202 and 1212, a roll angle
associated with the eye image may be determined. In some
implementations, the roll angle between one corner of the
ceye and the ir1s center 1204 may be determined (940), as
illustrated 1n FIG. 13. In some implementations, the roll
angle between the two corners of the eye (1.e., mner eye
corner 1202 and outer eye corner 1212) may be determined
(1040), as illustrated 1n FIG. 14. As can be seen 1n FIG. 13,
in some 1mplementations, the roll angle may be an angle
between a horizontal line extending from an eye corner (e.g.,
1202, 1212), and a line extending from the eye corner (e.g.,
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1202, 1212) and an 1r1s center 1204. As can be seen 1n FIG.
14, 1n some 1implementations, the roll angle may be an angle
between a horizontal line extending from an eye corner (e.g.,
1202, 1212), and a line extending from the mner eye corner
1202 to the outer eye corner 1212.

The determined roll angle may be stored 1n memory 130.
In some implementations, the determined roll angle may be
used as an orientation indicator that indicates an orientation
of an eye 1image, or an indicator of an oflset of an eye 1mage.
For example, when multiple eye images are being compared,
respective roll angles of the eye 1images may be used to align
the 1mages to a common orientation or alignment. The use
of roll angles may save computational resources by avoiding
the extensive use ol template matching and/or 1mage pro-
cessing/correction to match or align eye 1mages.

FIGS. 15 and 16 illustrate implementations of determin-
ing a roll angle or orientation indicator 1n an eye 1image using
polar eye 1images. Steps 1510 and 1520 are similar to steps
910 and 920, and a repeated description 1s not provided
herein.

After determining a size and location of the 1ris 1104 and
ir1s center 1204, the obtained eye image may be normalized
and unwrapped to generate a polar eye 1mage (1530). In
some 1mplementations, the obtamned eye image may be
unwrapped 1 a clockwise direction. In some 1implementa-
tions, the obtained eye image may be unwrapped in a
counter-clockwise direction. Unwrapping of the obtained
eye 1mage may be performed by converting pixel values
associated with Cartesian coordinates to pixel values asso-
ciated with polar coordinates. When the obtained eye image
1s converted to a pixel eye image, the iri1s center 1204 may
be used as a reference point for performing the conversion.

FIG. 16 1llustrates an exemplary implementation of the
normalization and unwrapping of an eye image. As shown in
FIG. 16, the eye image 1s converted 1nto a lateral orientation
in polar coordinates. The lateral orientation facilitates easier
identification of eye corners and comparison of multiple eye
1mages.

Additional advantages of performing normalization,
unwrapping of an eye image, and converting to a polar eye
image mclude minimizing computational costs and enhanc-
ing accuracy. For example, an area for eye corner detection
may be narrowed or restricted to one or more expected
rectangular regions of interest in the polar image. In con-
trast, 1n Cartesian space, an irregular shaped (e.g., donut
shaped) region of interest in Cartesian space may be
searched. In addition, eyelid boundaries produce wave-like
ripple patterns that are obscured in Cartesian space but
appear 1n polar space, with the eye corners being detectable
near the crests. Thus, the polar 1image may provide more
accurate data and information 1 an eye image.

In some implementations, after the polar eye image 1s
generated, the locations of the eye corners 1202 and 1212
may be determined by eye corner classifiers 136 (1540). In
some 1mplementations, the locations of the eye corners 1202
and 1212 may be determined before generating the polar eye
image similar to the manner the locations of the eye corners
1202 and 1212 are determined in (930) and (1030) as
described above. If the location of the eye corners 1202 and
1212 are determined before generating the polar eye image,
the location of the eye corners 1202 and 1212 are translated
from Cartesian coordinates to polar coordinates.

Based on the determined location of the inner eye corner
1202 and the determined location of the outer eye corner
1212, a shift associated with the inner eye corner 1202 and
a shift associated with the outer eye corner 1212 are deter-

mined (15350). In FIG. 16, shift B or angle B 1s the shiit
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associated with the mner eye corner 1202, and shiit A or
angle A 1s the shift associated with the outer eye corner 1212.
Shift A may be determined by the difference of the location
of the outer eye corner 1212 from the location ot a 0° or 360°
mark. Shift B may be determined by the difference of the
location of the mner eye corner 1202 from the location of a
180° mark. Because the obtammed eye image has been
normalized and converted to a lateral orientation of a polar
eye 1mage, determining the differences 1n the location of the
eye corners 1202 and 1212 and the 0°, 180°, or 360° mark
may not be computationally intensive.

The determined shifts may correspond to iris features or
roll angles 1n the obtained eye image. For example, shift A
may correspond to a roll angle associated with the outer eye
corner 1212, Shift B may correspond to a roll angle asso-
ciated with the inner eye corner 1202. In some cases, shiits
A and B may be rotationally normalized 1r1s features. For
example, shifts A and B may have normalized values asso-
ciated with rotational features of the normalized eye image.
Furthermore, irrespective of whether the eye image 1s 1n
polar or Cartesian space, shifts A and B 1n the eye image may
be rotationally invariant and may be referred to as rotation-
ally invariant 1ris features.

In some implementations, the methods illustrated in
FIGS. 9, 10, and 15 may be combined. For example, roll
angles determined according to the methods illustrated 1n
FIGS. 9, 10, and 15 may be combined or averaged in the
Cartesian space or Polar space to improve a reliability or
accuracy of the roll angle determination.

As described above, the determined roll angles may be
stored 1n memory 130. In some implementations, the deter-
mined roll angles may be used as orientation 1ndicators that
indicate an orientation of an eye image, or an indicator of
one or more oflsets of an eye 1image. For example, when
multiple eye images are being compared, respective roll
angles of the eye images may be used to align the 1images to
a common orientation or alignment. The use of roll angles
may save computational resources by avoiding the extensive
use of template matching and/or 1mage processing/correc-
tion to match or align eye images. In some cases, the roll
angles may be used to determine or compare one or more
other 1r1s features in the polar eye image.

Implementations described above may be applied in vari-
ous manners. For example, 1n some cases, the implementa-
tions described above may be used to 1dentify or track one
or more objects or subjects. In some cases, the implemen-
tations described above may be used for biometric analysis,
identification, and/or validation. For example, the imple-
mentations described above may be used to determine
whether eye 1mage samples belong to the same person or
different people. It can be appreciated that the methods
described above may be similarly applied to various other
biometric indicators such as finger prints and distinguishing,
between left and right hands. Results of the biometric
analysis, 1dentification, and/or validation may also be com-
pared with existing identity databases, such as a Department
of Motor Vehicles (DMV) database, a State Department
database, a Federal Bureau of Investigation (FBI) watch list,
or most-wanted list, for further verification.

Embodiments and all of the functional operations and/or
actions described in this specification may be implemented
in digital electronic circuitry, or in computer software,
firmware, or hardware, including the structures disclosed 1n
this specification and their structural equivalents, or in
combinations of one or more of them. Embodiments may be
implemented as one or more computer program products,
¢.g., one or more modules of computer program instructions
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encoded on a computer readable medium for execution by,
or to control the operation of, data processing apparatus. The
computer-readable medium may be a machine-readable stor-
age device, a machine-readable storage substrate, a memory
device, a composition of matter eflecting a machine-read-
able propagated signal, or a combination of one or more of
them. The term *“data processing apparatus™ encompasses all
apparatus, devices, and machines for processing data,
including by way of example a programmable processor, a
computer, or multiple processors or computers. The appa-
ratus may include, in addition to hardware, code that creates
an execution environment for the computer program in
question, e.g., code that constitutes processor firmware, a
protocol stack, a database management system, an operating
system, or a combination of one or more ol them. A
propagated signal 1s an artificially generated signal, e.g., a
machine-generated electrical, optical, or electromagnetic
signal that 1s generated to encode information for transmis-
sion to suitable receiver apparatus.

A computer program (also known as a program, software,
soltware application, script, or code) may be written 1n any
form of programming language, including compiled or
interpreted languages, and 1t may be deployed in any form,
including as a standalone program or as a module, compo-
nent, subroutine, or other unit suitable for use 1in a computing
environment. A computer program does not necessarily
correspond to a file 1n a file system. A program may be stored
in a portion of a file that holds other programs or data (e.g.,
one or more scripts stored 1 a markup language document),
in a single file dedicated to the program in question, or 1n
multiple coordinated files (e.g., files that store one or more
modules, sub programs, or portions of code). A computer
program may be deployed to be executed on one computer
or on multiple computers that are located at one site or
distributed across multiple sites and interconnected by a
communication network.

The processes and logic flows described 1n this specifi-
cation may be performed by one or more programmable
processors executing one or more computer programs to
perform actions by operating on mput data and generating
output. The processes and logic tlows may also be per-
formed by, and apparatus may also be implemented as,
special purpose logic circuitry, e.g., an FPGA (field pro-
grammable gate array) or an ASIC (application specific
integrated circuit).

Processors suitable for the execution of a computer pro-
gram include, by way of example, both general and special
purpose microprocessors, and any one or more processors of
any kind of digital computer. Generally, a processor will
receive instructions and data from a read only memory or a
random access memory or both.

Elements of a computer may include a processor for
performing instructions and one or more memory devices
for storing instructions and data. Generally, a computer will
also 1include, or be operatively coupled to receive data from
or transfer data to, or both, one or more mass storage devices
for storing data, e.g., magnetic, magneto optical disks, or
optical disks. However, a computer may not have such
devices. Moreover, a computer may be embedded 1n another
device, e.g., a tablet computer, a mobile telephone, a per-
sonal digital assistant (PDA), a mobile audio player, a
Global Positioning System (GPS) receiver, to name just a
tew. Computer-readable media suitable for storing computer
program 1nstructions and data include all forms ol non-
volatile memory, media and memory devices, including by
way ol example semiconductor memory devices, e.g.,
EPROM, EEPROM, and flash memory devices; magnetic
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disks, e.g., internal hard disks or removable disks; magneto
optical disks; and CD ROM and DVD-ROM disks. The
processor and the memory may be supplemented by, or
incorporated 1n, special purpose logic circuitry.

To provide for interaction with a user, embodiments may
be implemented on one or more computers having a display
device, e.g., a cathode ray tube (CRT), liquid crystal display
(LCD), or light emitting diode (LED) monaitor, for display-
ing iformation to the user and a keyboard and a pointing
device, e.g., a mouse or a trackball, by which the user may
provide mput to the computer. Other kinds of devices may
be used to provide for interaction with a user as well; for
example, teedback provided to the user may be any form of
sensory feedback, e.g., visual feedback, auditory feedback,
or tactile feedback; and input from the user may be received
in any form, including acoustic, speech, or tactile mput.

While this specification contains many specifics, these
should not be construed as limitations on the scope of the
disclosure or of what may be claimed, but rather as descrip-
tions of features specific to particular embodiments. Certain
teatures that are described 1n this specification in the context
ol separate embodiments may also be implemented 1n com-
bination 1n a single embodiment. Conversely, various fea-
tures that are described in the context of a single embodi-
ment may also be implemented 1n multiple embodiments
separately or in any suitable sub-combination. Moreover,
although {features may be described above as acting in
certain combinations and may even be claimed as such, one
or more features from a claimed combination may in some
cases be excised from the combination, and the claimed
combination may be directed to a sub-combination or varia-
tion of a sub-combination.

Similarly, while actions are depicted 1n the drawings 1n a
particular order, this should not be understood as requiring,
that such actions be performed in the particular order shown
or 1n sequential order, or that all illustrated actions be
performed, to achieve desirable results. Moreover, the sepa-
ration of various system components in the embodiments
described above should not be understood as requiring such
separation in all embodiments, and 1t should be understood
that the described program components and systems may
generally be integrated together 1n a single software product
or packaged into multiple software products.

Thus, particular implementations have been described.
Other implementations are within the scope of the following
claims. For example, the actions recited 1n the claims may be
performed 1 a different order and still achieve desirable
results.

What 1s claimed 1s:

1. A computer-implemented method comprising:

obtaining an eye image;

determining a location of a center of an 1r1s 1n the eye

1mage;

generating a polar eye image based, m part, on the

location of the center of the ir1s 1n the obtained eye
1mage;

determining, using one or more processors, locations of

one or more of an inner eye corner and an outer eye
corner 1n the polar eye 1image;

determining one or more role angles based on the deter-

mined locations of the one or more of the ner eye
corner and the outer eye corner 1n the polar eye 1image,
the one or more role angles comprising a roll angle
corresponding to a difference between a location of the
center of the 1ris in the polar eye image and the location
of one of the inner eye corner or the outer eye corner
in the polar eye image; and
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storing, 1n a storage unit, the one or more role angles as

biometric sample features.

2. The computer-implemented method of claim 1, further
comprising:

determining a size of the iris 1n the eye image, the

determining comprising:

determining a contour of the upper eye lid and a
contour of a lower eye lid 1n the eye image;

determining the location of the center of the 1r1s using
the contours of the upper eye lid and the lower eye
lid; and

determining a number of pixels indicative of a diameter
of the iris 1n the eye 1mage.

3. The computer-implemented method of claim 1,
wherein generating the polar eye image based, 1n part, on the
location of the center of the ir1s in the obtained eye image
COmMprises:

unwrapping the obtained eye image by converting pixel

values associated with Cartesian coordinates to pixel
values associated with polar coordinates; and
generating a lateral orientation of the polar eye image.

4. The computer-implemented method of claim 1,
wherein determining the one or more role angles based on
the determined locations of the one or more of the inner eye
corner and the outer eye corner in the polar eye image
comprises one or more of:

determiming a shift associated with the mner eye comer

from a first predetermined point in the polar eye image;
and

determining a shift associated with the outer eye corner

from a second predetermined point 1 the polar eye
image, the second predetermined point being different
than the first predetermined point.

5. The computer-implemented method of claim 4,
wherein:

the actions further comprise:

determining an eye geometry feature according to a
difference between a location of the inner eye corner
in the polar eye image and a location of the outer eye
corner in the polar eye 1mage; and

the second predetermined point 1s 180 degrees apart from

the first predetermined point.

6. The computer-implemented method of claim 1, further
comprising:

recerving a second eye 1mage;

aligning the second eye image with the first eye image

using one or more role angles of the second eye 1mage

and the determined one or more role angles of the first
eye 1mage; and

determining that the second eye image matches the first

eye 1mage when the second eye image 1s aligned with

the first eye image.
7. The computer-implemented method of claim 1,
wherein determining, using one or more processors, the
locations of the one or more of an inner eye corner and an
outer eye corner in the polar eye 1mage comprises:
determining, before generating the polar eye image, loca-
tions of the one or more of the 1inner eye corner and the
outer eye corner in the obtained eye image; and

translating, from Cartesian coordinates to polar coordi-
nates, the determined locations of the one or more of
the mner eye cormner and the outer eye corner in the
obtained eye 1image.

8. A non-transitory computer-readable storage medium
comprising instructions, which, when executed by one or
more computers, cause the one or more computers to per-
form actions comprising:
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obtaining an eye 1mage;

determining a location of a center of an iris 1n the eye

1mage;

generating a polar eye image based, i part, on the

location of the center of the iris 1 the obtained eye
1mage;
determining locations of one or more ol an inner eye
corner and an outer eye corner in the polar eye image;

determining one or more role angles based on the deter-
mined locations of the one or more of the inner eye
corner and the outer eye corner 1n the polar eye image,
the one or more role angles comprising a roll angle
corresponding to a diflerence between a location of the
center of the 1r1s 1n the polar eye image and the location
of one of the inner eye corner or the outer eye corner
in the polar eye 1mage; and

storing, 1n a storage unit, the one or more role angles as

biometric sample features.

9. The non-transitory computer-readable storage medium
of claim 8, wherein the actions further comprise:

determining a contour of the upper eye lid and a contour

of a lower eye lid 1n the eye 1mage;

determining the location of the center of the 1ris using the

contours of the upper eye lid and the lower eye lid; and
determining a number of pixels indicative of a diameter of
the 1r1s in the eye 1mage.

10. The non-transitory computer-readable storage
medium of claim 8, wherein generating the polar eye 1image
based, 1n part, on the location of the center of the 1ris in the
obtained eye 1image comprises:

unwrapping the obtained eye image by converting pixel

values associated with Cartesian coordinates to pixel
values associated with polar coordinates; and
generating a lateral orientation of the polar eye image.

11. The non-transitory computer-readable storage
medium of claim 8, wherein determining the one or more
role angles based on the determined locations of the one or
more of the inner eye corner and the outer eye corner in the
polar eye 1mage comprises one or more of:

determining a shift associated with the inner eye corner

from a first predetermined point in the polar eye image;
and

determining a shift associated with the outer eye corner

from a second predetermined point in the polar eye
image, the second predetermined point being different
than the first predetermined point.

12. The non-transitory computer-readable
medium of claim 11, wherein:

the actions further comprise:

determining an eye geometry feature according to a
difference between a location of the mner eye corner
in the polar eye image and a location of the outer eye
corner in the polar eye image; and

the second predetermined point 1s 180 degrees apart from

the first predetermined point.

13. The non-transitory computer-readable storage
medium of claim 8, wherein the actions further comprise:

receiving a second eye 1mage;

aligning the second eye image with the first eye image

using one or more role angles of the second eye image

and the one or more role angles of the first eye image;
and

determining that the second eye image matches the first

cye 1mage when the second eye 1image 1s aligned with

the first eye 1mage.

14. The non-transitory computer-readable storage
medium of claim 8, wherein determining the locations of the

storage
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one or more of an 1ner eye corner and an outer e€ye corner
in the polar eye 1mage comprises:
determining, before generating the polar eye image, loca-
tions of the one or more of the 1nner eye corner and the
outer eye corner in the obtained eye image; and

translating, from Cartesian coordinates to polar coordi-
nates, the determined locations of the one or more of
the mner eye cormner and the outer eye corner in the
obtained eye 1image.

15. A system comprising;:

one or more computers and one or more storage devices

storing 1nstructions that are operable and when

executed by one or more computers, cause the one or

more computers to perform actions comprising:

obtaining an eye image;

determining a location of a center of an ir1s 1n the eye
1mage;

generating a polar eye image based, 1n part, on the
location of the center of the 1ris in the obtained eye
1mage;

determining locations of one or more of an inner eye
cormner and an outer eye corner in the polar eye
1mage;

determining one or more role angles based on the
determined locations of the one or more of the 1nner
eye corner and the outer eye corner 1n the polar eye
image, the one or more role angles comprising a roll
angle corresponding to a difference between a loca-
tion of the center of the 1ris in the polar eye image
and the location of one of the 1nner eye corner or the
outer eye corner 1n the polar eye 1mage; and

storing, 1n a storage unit, the one or more role angles as
biometric sample features.

16. The system of claim 15, wherein the actions further
comprise:

determining a contour of the upper eye lid and a contour

of a lower eye lid 1n the eye 1mage;

determining the location of the center of the 1r1s using the

contours of the upper eye lid and the lower eye lid; and
determinming a number of pixels indicative of a diameter of
the 1ris in the eye 1image.

17. The system of claim 15, wherein generating the polar
eye 1mage based, 1n part, on the location of the center of the
ir1s 1n the obtained eye 1image comprises:

unwrapping the obtained eye image by converting pixel

values associated with Cartesian coordinates to pixel
values associated with polar coordinates; and
generating a lateral orientation of the polar eye 1mage.

18. The system of claim 135, wherein determiming the one
or more role angles based on the determined locations of the
one or more of the iner eye corner and the outer eye corner
in the polar eye 1image comprises one or more of:

determining a shift associated with the inner eye corner

from a first predetermined point in the polar eye image;
and

determiming a shift associated with the outer eye comer

from a second predetermined point in the polar eye
image, the second predetermined point being different
than the first predetermined point.

19. The system of claim 18, wherein:

determining the locations of the one or more of an 1nner

eye corner and an outer eye corner 1n the polar eye

1mage comprises:

determining, before generating the polar eye image,
locations of the one or more of the inner eye corner
and the outer eye corner 1n the obtained eye image;
and
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translating, from Cartesian coordinates to polar coor-
dinates, the determined locations of the one or more
of the mner eye corner and the outer eye corner 1n the
obtained eye image;
the actions further comprise:
determining an eye geometry feature according to a
difference between a location of the mner eye corner
in the polar eye 1image and a location of the outer eye
corner in the polar eye image; and
the second predetermined point 1s 180 degrees apart from
the first predetermined point.
20. The system of claim 15, wherein the actions further
comprise:
receiving a second eye 1mage;
aligning the second eye image with the first eye image
using one or more role angles of the second eye image
and the determined one or more role angles of the first
cye 1mage; and
determining that the second eye image matches the first
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the first eye 1mage.
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