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SERVER SYSTEM FOR SYNCHRONIZING
MEMORY DATA OF MOTHERBOARDS

FIELD OF THE INVENTION

The present invention relates to a cluster system, and
more particularly to a server system for synchromzing the
memory data of the motherboards of computing system.

BACKGROUND OF THE INVENTION

With the rapid development of computer system technol-
ogy, there 1s the continuous technological advancement of
hardware equipment with high computing performance.
Currently, cluster system 1s widely applicable to high per-
formance computing field increasingly. The cluster system 1s
a unit system which integrates a plurality of independent
servers 1n the network domain and 1s managed based on
unity mode to provide reliable services for client’s work-
station. The operating system and application program file of
cach server are stored 1n the local storage. When one server
in one node malfunctions, another server in another node
takes over all the application programs executed in the one
server. IT an application program service in the one server
causes failure, the application program service 1s re-started
or taken over by another server. Therefore, 1t 1s very impor-
tant to synchronize the memory data of the servers.

Referring to FIG. 1, 1t 1s a schematic view of a conven-
tional “2U” or “4U” cluster system. The memory data of two
motherboards are synchronized by redundant motherboards
therebetween while employing a conventional network
interface card (NIC) and software. For the purpose of higher
transmission bandwidth and rapid response time, most of the
cluster systems adopt the NIC, 1.e. network adapter, with
10G to implement the data synchronization wherein the
bandwidth reaches 20G per second. As shown 1n FIG. 1, the
first motherboard 11 includes a first NIC 112 with 10G and
the second motherboard 13 includes a second NIC 132 with
10G. The first NIC 112 1s connected to the second NIC 132
by way of the network cables. The central processing units
(CPUs) and NICs 1n each motherboard are compatible to
Peripheral Component Interconnect Express (hereinafter
PCIE). While synchronizing the memory data, it 1s required
to transmit the PCIE packet data of first CPU 111 1n one, ¢.g.
the first motherboard 111, of motherboards to the first NIC
112. The first NIC 112 converts the PCIE packet data to
network packet data to be synchronized with the second NIC
132 of the second motherboard 13. In other words, the PCIE
packet data 1s regarded as general PCIE data and the general
PCIE data are re-packaged to form network packets accord-
ing to network packet protocol wherein the network packets
occupy a lot of bits. The second NIC 132 of the second
motherboard 13 converts the network packets into PCIE
packet data to be sent to the second CPU 131 of the second
motherboard 13. The drawbacks of the aforementioned
system are the NIC with 10G additionally disposed 1n each
motherboard and the packet conversion, which wastes
approximately 20% of data transmission bandwidth.

SUMMARY OF THE

INVENTION

To improve the drawbacks of the aforementioned con-
ventional system including the NIC with 10G additionally
disposed 1n each motherboard and the packet conversion,
which wastes approximately 20% of data transmission band-
width, the present invention 1s to provide a server system for
clustering the PCIE switch chips on the back plate and
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2

directly interconnecting two redundant motherboards by the
PCIE switch chips 1n order to transmit the synchronization
data for synchronizing the memory data and eflectively
reducing the consumption of data transmission bandwidth.

According to the above objective, the present mvention
sets forth a server system comprising: a first motherboard
having at least one first processor module and at least one
first memory module, wherein the at least one first processor
module 1s electrically coupled to the at least one first
memory module by way of a memory transmission channel;
a second motherboard having at least one second processor
module and at least one second memory module, wherein
the at least one second processor module 1s electrically
coupled to the at least one second memory module by way
of a memory transmission channel; and a first back plate
having at least one first PCIE switch chip and at least one
second PCIE switch chip, wherein the at least one first PCIE
switch chip 1s electrically coupled to the at least one second
PCIE switch chip by way of a PCIE transmission channel;
wherein the at least one first processor module 1s electrically
coupled to the at least one first PCIE switch chip by way of
the PCIE transmission channel, the at least one second
processor module 1s electrically coupled to the at least one
second PCIE switch chip by way of the PCIE transmission
channel, the at least one first processor module converts
memory data of the at least one first memory module nto
PCIE packet data to be transmitted to the at least one second
processor module via the at least one first PCIE switch chip
and the at least one second PCIE switch chip sequentially,
and the at least one second processor module transforms the
received PCIE packet data into memory data of the at least
one second memory module for synchronizing the memory
data of the at least one first memory module of the first
motherboard with the memory data of the at least one second
memory module of the second motherboard.

In one embodiment of the server system, the at least one
second processor module converts memory data of the at
least one second memory module into PCIE packet data to
be transmitted to the at least one first processor module via
the at least one second PCIE switch chip and the at least one
first PCIE switch chip sequentially, and the at least one first
processor module transforms the recerved PCIE packet data
into memory data of the at least one first memory module for
synchronizing the memory data of the at least one first
memory module of the first motherboard with the memory
data of the at least one second memory module of the second
motherboard.

In one embodiment of the server system, the at least one
first processor module comprises a first PCIE control unit,
the at least one second processor module comprises a second
PCIE control unit, and the first PCIE control unit and the
second PCIE control unit are used to control transformation
operation between the PCIE packet data and the memory
data.

In one embodiment of the server system, the at least one
first processor module and the at least one second processor
module are a central processing unit (CPU) respectively.

In one embodiment of the server system, the server
system further comprises a PCIE switch chip driver for
analogizing the at least one first PCIE switch chip and/or the
at least one second PCIE switch chip to a network interface
card apparatus.

In one embodiment of the server system, the server
system further comprises an operating system having a
management module for calling the PCIE switch chip driver
to be analogized to a driver of the network interface card
apparatus by using a modilying parameter setting in order to
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share the management module with the PCIE switch chip
driver and the driver of the network interface card apparatus
so that the server system invokes the driver of the network
interface card apparatus for synchronizing the memory data
of the at least one first memory module of the first mother-
board with the memory data of the at least one second
memory module of the second motherboard.

In one embodiment of the server system, the modifying
parameter setting comprises a modifying bandwidth and a
device 1dentifier.

In one embodiment of the server system, the first moth-
erboard and the second motherboard are mutually redun-
dant.

In another embodiment of the server system, the server
system further comprises: a third motherboard having at
least one third processor module and at least one third
memory module, wherein the at least one third processor
module 1s electrically coupled to the at least one third
memory module by way of the memory transmission chan-

[ 1

nel; a second back plate having at least one third PCIE
switch chip and at least one fourth PCIE switch chip,
wherein the at least one third PCIE switch chip 1s electrically
coupled to the at least one fourth PCIE switch chip by way
of the PCIE transmission channel; and a third back plate
having at least one fifth PCIE switch chip and at least one
sixth PCIE switch chip, wherein the at least one fifth PCIE
switch chip 1s electrically coupled to the at least one sixth
PCIE switch chip by way of the PCIE transmission channel;
wherein the at least one first processor module 1s electrically
coupled to the at least one third PCIE switch chip by way of
the PCIE transmission channel, the at least one third pro-
cessor module 1s electrically coupled to the at least one
tourth PCIE switch chip by way of the PCIE transmission
channel, the at least one {irst processor module converts the
memory data of the at least one first memory module 1nto
PCIE packet data to be transmitted to the at least one third
processor module via the at least one third PCIE switch chip
and the at least one fourth PCIE switch chip sequentially,
and the at least one third processor module transforms the
received PCIE packet data into the memory data of the at
least one third memory module for synchronizing the
memory data of the at least one first memory module of the
first motherboard with the memory data of the at least one
third memory module of the third motherboard; and wherein
the at least one second processor module 1s electrically
coupled to the at least one fifth PCIE switch chip by way of
the PCIE transmission channel, the at least one third pro-
cessor module 1s electrically coupled to the at least one sixth
PCIE switch chip by way of the PCIE transmission channel,
the at least one second processor module converts the
memory data of the at least one second memory module nto
PCIE packet data to be transmitted to the at least one third
processor module via the at least one fifth PCIE switch chip
and the at least one sixth PCIE switch chip sequentially, and
the at least one third processor module transforms the
received PCIE packet data into the memory data of the at
least one third memory module for synchronizing the
memory data of the at least one second memory module of
the second motherboard with the memory data of the at least
one third memory module of the third motherboard.

Still 1n another embodiment of the server system, the
server system further comprises: a fourth motherboard hav-
ing at least one fourth processor module and at least one
fourth memory module, wherein the at least one fourth
processor module 1s electrically coupled to the at least one
fourth memory module by way of the memory transmission
channel; a fourth back plate having at least one seventh
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PCIE switch chip and at least one eighth PCIE switch chip,
wherein the at least one seventh PCIE switch chip 1s
clectrically coupled to the at least one eighth PCIE switch
chip by way of the PCIE transmission channel; a fifth back
plate having at least one ninth PCIE switch chip and at least
one tenth PCIE switch chip, wherein the at least one ninth
PCIE switch chip 1s electrically coupled to the at least one
tenth PCIE switch chip by way of the PCIE transmission
channel; and a sixth back plate having at least one eleventh
PCIE switch chip and at least one twelith PCIE switch chip,
wherein the at least one eleventh PCIE switch chip 1s
clectrically coupled to the at least one twelfth PCIE switch
chip by way of the PCIE transmission channel; wherein the
at least one first processor module 1s electrically coupled to
the at least one seventh PCIE switch chip by way of the
PCIE transmission channel, the at least one fourth processor
module 1s electrically coupled to the at least one eighth PCIE
switch chip by way of the PCIE transmission channel, the at
least one first processor module converts the memory data of
the at least one first memory module into PCIE packet data
to be transmitted to the at least one fourth processor module
via the at least one seventh PCIE switch chip and the at least
one eighth PCIE switch chip sequentially, and the at least
one fourth processor module transforms the received PCIE
packet data into the memory data of the at least one fourth
memory module for synchronizing the memory data of the
at least one first memory module of the first motherboard
with the memory data of the at least one fourth memory
module of the fourth motherboard; wherein the at least one
second processor module 1s electrically coupled to the at
least one ninth PCIE switch chip by way of the PCIE
transmission channel, the at least one fourth processor
module 1s electrically coupled to the at least one tenth PCIE
switch chip by way of the PCIE transmission channel, the at
least one second processor module converts the memory
data of the at least one second memory module into PCIE
packet data to be transmitted to the at least one fourth
processor module via the at least one ninth PCIE switch chip
and the at least one tenth PCIE switch chip sequentially, and
the at least one fourth processor module transforms the
received PCIE packet data into the memory data of the at
least one fourth memory module for synchronizing the
memory data of the at least one second memory module of
the second motherboard with the memory data of the at least
one fourth memory module of the fourth motherboard; and
wherein the at least one third processor module 1s electri-
cally coupled to the at least one eleventh PCIE switch chip
by way of the PCIE transmission channel, the at least one
fourth processor module 1s electrically coupled to the at least
one twellth PCIE switch chip by way of the PCIE transmis-
sion channel, the at least one third processor module con-
verts the memory data of the at least one third memory
module mto PCIE packet data to be transmitted to the at least
one fourth processor module via the at least one eleventh
PCIE switch chip and the at least one twelith PCIE switch
chip sequentially, and the at least one fourth processor
module transforms the received PCIE packet data into the
memory data of the at least one fourth memory module for
synchronizing the memory data of the at least one third
memory module of the third motherboard with the memory
data of the at least one fourth memory module of the fourth
motherboard.

The advantage of the present invention 1s that the PCIE
switch chips are clustered on the back plate for directly
interconnecting two redundant motherboards by the PCIE
switch chips 1n order to transmit the synchronization data for
synchronizing the memory data and effectively reducing the
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consumption of data transmission bandwidth without packet
conversion during synchronization step of memory data to
mimmize the network conversion delay during the transmis-
sion procedure. Moreover, 1t 1s not necessary to change the
original structure of the application programs used in the

upper layer to easily implement the server system of the
present invention.

BRIEF DESCRIPTION OF THE

DRAWINGS

The foregoing aspects and many of the attendant advan-
tages of this invention will become more readily appreciated
as the same becomes better understood by reference to the
following detailed description, when taken 1in conjunction
with the accompanying drawings, wherein:

FIG. 1 1s a schematic view of a conventional cluster
system;

FIG. 2 1s a schematic view of a server system according
to one embodiment of the present invention; and

FIG. 3 1s a schematic view of a cluster system according
to another embodiment of the present invention.

DETAILED DESCRIPTION OF TH.
PREFERRED EMBODIMENTS

(L]

The following detailed description of server system 1s
mentioned below when taken in conjunction with the
accompanying drawings.

FIG. 2 1s a schematic view of a server system according,
to one embodiment of the present invention. The server
system 1ncludes a first motherboard 21, a first back plate 22
and a second motherboard 23. The first motherboard 21 and
the second motherboard 23 are redundant mutually.

The first motherboard 21 includes at least one {first pro-
cessor module 212 and at least one first memory module 214
(e.g. dual-inline-memory-modules). The at least one first
processor module 212 1s electrically coupled to the at least
one first memory module 214 by way of a memory trans-
mission channel 200. The second motherboard 23 includes
at least one second processor module 232 and at least one
second memory module 234. The at least one second pro-
cessor module 232 1s electrically coupled to the at least one
second memory module 234 by way of a memory transmis-
sion channel 200. The first back plate 22 includes least one
first PCIE switch chip 222 and at least one second PCIE
switch chip 224. The at least one first PCIE switch chip 222
1s electrically coupled to the at least one second PCIE switch
chuip 224 by way of a PCIE transmission channel 220.

The at least one first processor module 212 1s electrically
coupled to the at least one first PCIE switch chip 222 by way
of the PCIE transmission channel 220. The at least one
second processor module 232 1s electrically coupled to the
at least one second PCIE switch chip 224 by way of the
PCIE transmission channel 220. The at least one first pro-
cessor module 212 converts memory data of the at least one
first memory module 214 into PCIE packet data to be
transmitted to the at least one second processor module 232
via the at least one first PCIE switch chip 222 and the at least
one second PCIE switch chip 224 sequentially. The at least
one second processor module 232 transforms the received
PCIE packet data into memory data of the at least one
second memory module 234 for synchronizing the memory
data of the at least one first memory module 214 of the first
motherboard 21 with the memory data of the at least one
second memory module 234 of the second motherboard 23.

Similarly, the at least one second processor module 232
converts memory data of the at least one second memory
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module 234 ito PCIE packet data to be transmitted to the
at least one first processor module 212 via the at least one
second PCIE switch chip 224 and the at least one first PCIE
switch chip 222 sequentially. The at least one first processor
module 212 transforms the received PCIE packet data into
memory data of the at least one first memory module 214 for
synchronizing the memory data of the at least one first
memory module 214 of the first motherboard 21 with the
memory data of the at least one second memory module 234
of the second motherboard 23.

In one embodiment, the at least one first processor module
212 includes a first PCIE control unit 2122 for controlling
transformation operation between the PCIE packet data and
the memory data. The at least one second processor module
232 includes a second PCIE control unit 2322 for controlling
transformation operation between the PCIE packet data and
the memory data. For example, the at least one first proces-
sor module 212 and the at least one second processor module
232 are a central processing unit (CPU) respectively.

In one embodiment, the server system further includes a
PCIE switch chip driver 24 for analogizing the at least one
first PCIE switch chip 222 and/or the at least one second
PCIE switch chip 224 to a network interface card (NIC)
apparatus.

In one embodiment, the server system further includes an
operating system 26 having a management module 262 for
calling the PCIE switch chip driver 24 to be analogized to a
driver of the network imterface card apparatus by using a
modifying parameter setting in order to share the manage-
ment module 262 with the PCIE switch chip driver 24 and
the driver of the network interface card apparatus so that the
server system invokes the driver of the network interface
card apparatus for synchronizing the memory data of the at
least one first memory module 214 of the first motherboard
21 with the memory data of the at least one second memory
module 234 of the second motherboard 23. For example, the
modilying parameter setting comprises a modifying band-
width and a device 1dentifier.

In one embodiment, the PCIE transmission channel 220 1s
compatible to PCIE Gen 3 protocol. In one case, the con-
nection between the at least one first PCIE switch chip 222
and the at least one second PCIE switch chip 224 adopts
PCIE Gen 3 “x4” of imterface connection in form of four
lanes by bandwidth 8G/s of each channel so that the band-
width 20G/s of two NIC cards with 10G/s each 1s increased
to 32G/s. In another case, the connection between the at least
one first PCIE switch chip 222 and the at least one second
PCIE switch chip 224 adopts PCIE Gen 3 “x8” (multiple
widths) of imterface connection in form of eight lanes by
bandwidth 8G/s of each channel so that the bandwidth 20G/s
of two NIC cards with 10G/s each 1s increased to 64G7s.

The server system of the present mnvention utilizes PCIE
switch chips to directly interconnect two redundant moth-
erboards to omit NIC cards with 10G/s. When the PCIE
switch chips transmits PCIE packets, the data having target
indication information are regarded as the first code or last
code to be added to the end portion of the PCIE packets,
which minimizes the change level of the PCIE packet. The
server system of the present mvention improves that the
conventional PCIE packet data 1s regarded as general PCIE
data and the general PCIE data are re-packaged to form
network packets according to network packet protocol. The
network packets in the server system of the present inven-
tion occupy fewer bits, which consumes few data transmis-
sion bandwidth, to minimize the network conversion delay
during the transmission procedure. The server system eflec-
tively reduces the consumption of data transmission band-
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width, e.g. 20% of NIC bandwidth, without packet conver-
sion during synchronization step of memory data. Further,
there 1s no need to transform the network packets into PCIE
packets 1n the following steps without the consumption of
data transmission bandwidth.

FIG. 3 1s a schematic view of a cluster system according
to another embodiment of the present invention. The server
system includes a first motherboard 21, a second mother-
board 23, a third motherboard 31, a first back plate 22, a
second back plate 32 and a third back plate 33. The con-
nection relationships and components of the first mother-
board 21, first back plate 22 and second motherboard 23 in
FI1G. 3 are the same as these 1in FIG. 2, which are omitted
here.

The third motherboard 31 includes at least one third
processor module 312 and at least one third memory module
314, wherein the at least one third processor module 312 1s
clectrically coupled to the at least one third memory module
314 by way of the memory transmission channel 200. The
second back plate 32 includes at least one third PCIE switch
chip 322 and at least one fourth PCIE switch chip 324,
wherein the at least one third PCIE switch chip 322 1s
clectrically coupled to the at least one fourth PCIE switch
chip 324 by way of the PCIE transmission channel 220. The
third back plate 33 includes at least one fifth PCIE switch
chip 332 and at least one sixth PCIE switch chip 334,
wherein the at least one fifth PCIE switch chip 332 1s
clectrically coupled to the at least one sixth PCIE switch
chip 334 by way of the PCIE transmission channel 220.

The at least one first processor module 212 1s electrically
coupled to the at least one third PCIE switch chip 322 by
way of the PCIE transmission channel 220. The at least one
third processor module 312 1s electrically coupled to the at
least one fourth PCIE switch chip 324 by way of the PCIE
transmission channel 220. The at least one first processor
module 212 converts the memory data of the at least one first
memory module 214 mto PCIE packet data to be transmitted
to the at least one third processor module 312 via the at least
one third PCIE switch chip 322 and the at least one fourth
PCIE switch chip 324 sequentially. The at least one third
processor module 312 transforms the received PCIE packet
data into the memory data of the at least one third memory
module 314 for synchronizing the memory data of the at
least one first memory module 214 of the first motherboard
21 with the memory data of the at least one third memory
module 314 of the third motherboard 31. Similarly, the at
least one third processor module 312 converts the memory
data of the at least one third memory module 314 1into PCIE
packet data to be transmitted to the at least one first
processor module 212 via the at least one fourth PCIE switch
chip 324 and the at least one third PCIE switch chip 322
sequentially. The at least one first processor module 212
transforms the received PCIE packet data into the memory
data of the at least one first memory module 214 {for
synchronizing the memory data of the at least one first
memory module 214 of the first motherboard 21 with the
memory data of the at least one third memory module 314
of the third motherboard 31.

The at least one second processor module 232 1s electri-
cally coupled to the at least one fifth PCIE switch chip 332
by way of the PCIE transmission channel 220. The at least
one third processor module 312 is electrically coupled to the
at least one sixth PCIE switch chip 334 by way of the PCIE
transmission channel 220. The at least one second processor
module 232 converts the memory data of the at least one
second memory module 234 into PCIE packet data to be
transmitted to the at least one third processor module 312 via
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the at least one fifth PCIE switch chip 332 and the at least
one sixth PCIE switch chip 334 sequentially. The at least one
third processor module 312 transforms the recerved PCIE
packet data into the memory data of the at least one third
memory module 312 for synchronizing the memory data of
the at least one second memory module 234 of the second
motherboard 23 with the memory data of the at least one
third memory module 314 of the third motherboard 31. The
at least one third processor module 312 converts the memory
data of the at least one third memory module 314 into PCIE
packet data to be transmitted to the at least one second
processor module 232 via the at least one sixth PCIE switch
chip 334 and the at least one fifth PCIE switch chip 332
sequentially. The at least one second processor module 232
transforms the recerved PCIE packet data into the memory
data of the at least one second memory module 234 for
synchronizing the memory data of the at least one second
memory module 234 of the second motherboard 23 with the
memory data of the at least one third memory module 314
of the third motherboard 31.

In one embodiment, the server system further includes a
fourth motherboard 34, a fourth back plate 35, a fifth back
plate 36 and a sixth back plate 37.

The fourth motherboard 34 includes at least one fourth
processor module 342 and at least one fourth memory
module 344, wherein the at least one fourth processor
module 342 1s electrically coupled to the at least one fourth
memory module 344 by way of the memory transmission
channel 200. The fourth back plate 34 includes at least one
seventh PCIE switch chip 352 and at least one eighth PCIE
switch chip 354, wherein the at least one seventh PCIE

switch chip 352 is electrically coupled to the at least one
cighth PCIE switch chip 354 by way of the PCIE transmis-

sion channel 220. The fifth back plate 36 includes at least
one ninth PCIE switch chip 362 and at least one tenth PCIE
switch chip 364, wherein the at least one ninth PCIE switch
chip 362 1s electrically coupled to the at least one tenth PCIE
switch chip 364 by way of the PCIE transmission channel
220. The sixth back plate 37 includes at least one eleventh
PCIE switch chip 372 and at least one twelith PCIE switch
chip 374, wherein the at least one eleventh PCIE switch chip
3772 1s electrically coupled to the at least one twelith PCIE
switch chip 374 by way of the PCIE transmission channel
220.

The at least one first processor module 212 i1s electrically
coupled to the at least one seventh PCIE switch chip 352 by
way of the PCIE transmission channel 220. The at least one
fourth processor module 342 1s electrically coupled to the at
least one eighth PCIE switch chip 354 by way of the PCIE
transmission channel 220. The at least one first processor
module 212 converts the memory data of the at least one first
memory module 214 into PCIE packet data to be transmaitted
to the at least one fourth processor module 342 via the at
least one seventh PCIE switch chip 352 and the at least one
cighth PCIE switch chip 354 sequentially. The at least one
fourth processor module 342 transforms the received PCIE
packet data into the memory data of the at least one fourth
memory module 344 for synchronizing the memory data of
the at least one first memory module 214 of the first
motherboard 21 with the memory data of the at least one
fourth memory module 334 of the fourth motherboard 34.

The at least one second processor module 232 1s electri-
cally coupled to the at least one ninth PCIE switch chip 362
by way of the PCIE transmission channel 220. The at least
one fourth processor module 342 1s electrically coupled to
the at least one tenth PCIE switch chip 364 by way of the
PCIE transmission channel 220. The at least one second
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processor module 232 converts the memory data of the at
least one second memory module 234 into PCIE packet data
to be transmitted to the at least one fourth processor module
342 via the at least one ninth PCIE switch chip 362 and the
at least one tenth PCIE switch chip 364 sequentially. The at
least one fourth processor module 342 transforms the
received PCIE packet data into the memory data of the at
least one fourth memory module 344 for synchronizing the
memory data of the at least one second memory module 234
of the second motherboard 23 with the memory data of the
at least one fourth memory module 344 of the fourth
motherboard 31.

The at least one third processor module 312 1s electrically
coupled to the at least one eleventh PCIE switch chip 372 by
way of the PCIE transmission channel 220. The at least one
fourth processor module 342 1s electrically coupled to the at
least one twelith PCIE switch chip 374 by way of the PCIE
transmission channel 220. The at least one third processor
module 312 converts the memory data of the at least one
third memory module 314 into PCIE packet data to be
transmitted to the at least one fourth processor module 342
via the at least one eleventh PCIE switch chip 372 and the
at least one twelfth PCIE switch chip 374 sequentially. The
at least one fourth processor module 342 transforms the
received PCIE packet data into the memory data of the at
least one fourth memory module 344 for synchronizing the
memory data of the at least one third memory module 314
of the third motherboard 21 with the memory data of the at
least one fourth memory module 344 of the fourth mother-
board 34.

In one embodiment, the first motherboard 21, the second
motherboard 23, the third motherboard 31 and the fourth
motherboard 34 are mutually redundant. In other words, a
plurality of motherboards employs the back plated to syn-
chronize the memory data.

For example, the at least one first processor module 212,
the at least one second processor module 232, the at least one
third processor module 312, and the at least one fourth
processor module 342 are a central processing unit (CPU)
respectively. The at least one first processor module 212, the
at least one second processor module 232, the at least one
third processor module 312, and the at least one fourth
processor module 342 include a PCIE control unit (not
shown) respectively. The PCIE control unit 1s used to control
transformation operation between the PCIE packet data and
the memory data.

The server system further includes a PCIE switch chip
driver 38 for analogizing the at least one first PCIE switch
chup and/or the at least one second PCIE switch chip to a
network interface card (NIC) apparatus.

In one embodiment, the server system further includes an
operating system 39 having a management module 392 for
calling the PCIE switch chip driver 38 to be analogized to a
driver of the network interface card apparatus by using a
modifying parameter setting in order to share the manage-
ment module 392 with the PCIE switch chip driver 38 and
the driver of the network interface card apparatus so that the
server system invokes the driver of the network interface
card apparatus for synchronizing the memory data of the
motherboards. For example, the modifying parameter set-
ting comprises a moditying bandwidth and a device 1denti-
fier.

As 1s understood by a person skilled in the art, the
foregoing preferred embodiments of the present mvention
are 1llustrative rather than limiting of the present invention.
It 1s intended that they cover various modifications and
similar arrangements be included within the spirit and scope
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of the appended claims, the scope of which should be
accorded the broadest mterpretation so as to encompass all
such modifications and similar structure.

What 15 claimed 1s:

1. A server system, comprising:

a first motherboard having at least one first processor
module and at least one first memory module, wherein
the at least one first processor module i1s electrically
coupled to the at least one first memory module by way
of a memory transmission channel;

a second motherboard having at least one second proces-
sor module and at least one second memory module,
wherein the at least one second processor module 1s
clectrically coupled to the at least one second memory
module by way of a memory transmission channel;

a first back plate having at least one first peripheral
component interconnect express (PCIE) switch chip
and at least one second PCIE switch chip, wherein the
at least one first PCIE switch chip i1s electrically
coupled to the at least one second PCIE switch chip by
way ol a plurality of PCIE transmission channels;

wherein the at least one first processor module 1s electri-
cally coupled to the at least one first PCIE switch chip
by way of the PCIE transmission channels, the at least
one second processor module 1s electrically coupled to
the at least one second PCIE switch chip by way of the
PCIE transmission channels, the at least one first pro-
cessor module converts memory data of the at least one
first memory module mnto PCIE packet data to be
transmitted to the at least one second processor module
via the at least one first PCIE switch chip and the at
least one second PCIE switch chip sequentially, and the
at least one second processor module transforms the
received PCIE packet data into memory data of the at
least one second memory module for synchronizing the
memory data of the at least one first memory module of
the first motherboard with the memory data of the at
least one second memory module of the second moth-
erboard:

a third motherboard having at least one third processor
module and at least one third memory module, wherein
the at least one third processor module 1s electrically
coupled to the at least one third memory module by
way of the memory transmission channel;

a second back plate having at least one third PCIE switch
chip and at least one fourth PCIE switch chip, wherein
the at least one third PCIE switch chip 1s electrically
coupled to the at least one fourth PCIE switch chip by
way of the PCIE transmission channel; and

a third back plate having at least one fifth PCIE switch
chip and at least one sixth PCIE switch chip, wherein
the at least one fifth PCIE switch chip 1s electrically
coupled to the at least one sixth PCIE switch chip by
way of the PCIE transmission channel;

wherein the at least one first processor module 1s electri-
cally coupled to the at least one third PCIE switch chip
by way of the PCIE transmission channel, the at least
one third processor module 1s electrically coupled to
the at least one fourth PCIE switch chip by way of the
PCIE transmission channel, the at least one first pro-
cessor module converts the memory data of the at least
one first memory module mnto PCIE packet data to be
transmitted to the at least one third processor module
via the at least one third PCIE switch chip and the at
least one fourth PCIE switch chip sequentially, and the
at least one third processor module transforms the
received PCIE packet data into the memory data of the
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at least one third memory module for synchronizing the

memory data of the at least one first memory module of

the first motherboard with the memory data of the at

least one third memory module of the third mother-

board; and

wherein the at least one second processor module 1s
clectrically coupled to the at least one fifth PCIE switch
chip by way of the PCIE transmission channel, the at
least one third processor module 1s electrically coupled
to the at least one sixth PCIE switch chip by way of the

PCIE transmission channel, the at least one second

processor module converts the memory data of the at

least one second memory module into PCIE packet data

to be transmitted to the at least one third processor

module via the at least one fifth PCIE switch chip and

the at least one sixth PCIE switch chip sequentially, and

the at least one third processor module transforms the
received PCIE packet data into the memory data of the
at least one third memory module for synchronizing the
memory data of the at least one second memory module
of the second motherboard with the memory data of the
at least one third memory module of the third mother-
board.

2. The server system of claim 1, wherein the at least one
second processor module converts memory data of the at
least one second memory module into PCIE packet data to
be transmitted to the at least one first processor module via
the at least one second PCIE switch chip and the at least one
first PCIE switch chip sequentially, and the at least one first
processor module transforms the received PCIE packet data
into memory data of the at least one first memory module for
synchronizing the memory data of the at least one first
memory module of the first motherboard with the memory
data of the at least one second memory module of the second
motherboard.

3. The server system of claim 1, wherein the at least one
first processor module comprises a first PCIE control unit,
the at least one second processor module comprises a second
PCIE control unit, and the first PCIE control unit and the
second PCIE control unit are used to control transformation
operation between the PCIE packet data and the memory
data.

4. The server system of claim 1, wherein the at least one
first processor module and the at least one second processor
module are a central processing unit (CPU) respectively.

5. The server system of claim 1, wherein the server system
turther comprises a PCIE switch chip driver for enabling the
at least one first PCIE switch chip and/or the at least one
second PCIE switch chip to perform communications ther-
cbetween to synchronize the memory data of the at least one
first memory module with the memory data of the at least
one second memory module.

6. The server system of claim 5, wherein the server system
turther comprises an operating system having a management
module for calling the PCIE switch chip driver to be
operated by using a modilying parameter setting 1n order to
share the management module with the PCIE switch chip
driver and the driver of the network interface card apparatus
so that the server system invokes the driver of the network
interface card apparatus for synchromizing the memory data
of the at least one first memory module of the first mother-
board with the memory data of the at least one second
memory module of the second motherboard.

7. The server system of claim 6, wherein the modifying
parameter setting comprises a modifying bandwidth and a
device 1dentifier.
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8. The server system of claim 1, wherein the first moth-
erboard and the second motherboard are mutually redun-
dant.

9. The server system of claim 1, wherein the server system
further comprises:

a Tourth motherboard having at least one fourth processor
module and at least one fourth memory module,
wherein the at least one fourth processor module 1s
clectrically coupled to the at least one fourth memory
module by way of the memory transmission channel;

a fourth back plate having at least one seventh PCIE
switch chip and at least one eighth PCIE switch chip,
wherein the at least one seventh PCIE switch chip 1s
clectrically coupled to the at least one eighth PCIE
switch chip by way of the PCIE transmission channels;

a fifth back plate having at least one ninth PCIE switch
chip and at least one tenth PCIE switch chip, wherein
the at least one ninth PCIE switch chip 1s electrically
coupled to the at least one tenth PCIE switch chip by
way of the PCIE transmission channels; and

a sixth back plate having at least one eleventh PCIE
switch chip and at least one twelith PCIE switch chip,
wherein the at least one eleventh PCIE switch chip 1s
clectrically coupled to the at least one twelfth PCIE
switch chip by way of the PCIE transmission channels;

wherein the at least one first processor module 1s electri-
cally coupled to the at least one seventh PCIE switch
chip by way of the PCIE transmission channels, the at
least one fourth processor module 1s electrically
coupled to the at least one eighth PCIE switch chip by
way of the PCIE transmission channels, the at least one
first processor module converts the memory data of the
at least one first memory module 1nto PCIE packet data
to be transmitted to the at least one fourth processor
module via the at least one seventh PCIE switch chip
and the at least one eighth PCIE switch chip sequen-
tially, and the at least one fourth processor module
transforms the received PCIE packet data into the
memory data of the at least one fourth memory module
for synchronizing the memory data of the at least one
first memory module of the first motherboard with the
memory data of the at least one fourth memory module
of the fourth motherboard:;

wherein the at least one second processor module 1s
clectrically coupled to the at least one minth PCIE
switch chip by way of the PCIE transmission channels,
the at least one fourth processor module 1s electrically
coupled to the at least one tenth PCIE switch chip by
way of the PCIE transmission channels, the at least one
second processor module converts the memory data of
the at least one second memory module into PCIE
packet data to be transmitted to the at least one fourth
processor module via the at least one ninth PCIE switch
chip and the at least one tenth PCIE switch chip
sequentially, and the at least one fourth processor
module transtorms the received PCIE packet data into
the memory data of the at least one fourth memory
module for synchronizing the memory data of the at
least one second memory module of the second moth-
erboard with the memory data of the at least one fourth
memory module of the fourth motherboard; and

wherein the at least one third processor module 15 elec-
trically coupled to the at least one eleventh PCIE switch
chip by way of the PCIE transmission channels, the at
least one {fourth processor module 1s electrically
coupled to the at least one twelfth PCIE switch chip by
way of the PCIE transmission channels, the at least one
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third processor module converts the memory data of the

at least one third memory module

into PCIE packet

data to be transmitted to the at least one fourth proces-

sor module via the at least one eleventh PCIE switch
chip and the at least one twellth PCIE switch chip

sequentially, and the at least one

fourth processor

module transtorms the received PCI

= packet data 1nto

the memory data of the at least one fourth memory
module for synchronizing the memory data of the at

least one third memory module of

the third mother-

board with the memory data of the at least one fourth
memory module of the fourth motherboard.
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