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1
EYE GAZE DIRECTION INDICATOR

BACKGROUND

The present disclosure relates to augmented reality com-
puting systems, and more specifically relates to mserting an
eye gaze direction indicator 1nto a field of view of a user of
an augmented reality computing system.

Augmented reality technology provides for the incorpo-
ration of artificial information 1nto a user’s perception of a
real-world environment. Augmented reality computing sys-
tems may include computer processors 1 communication
with cameras, projectors, display screens, and other mput/
output devices; in communication with mobile devices such
as tablets and smart phones; and also i1n communication with
databases and other information sources. Information
sources may be accessed, for example, through networks
such as the Internet.

SUMMARY

Disclosed herein are embodiments of a method for aug-
menting an 1mage seen by a user of a computing system. The
image icludes objects that are visible in the user’s field of
view. The computing system may determine the eye gaze
direction of the user into the field of view. The computing
system may then insert a computer-generated gaze direction
indicator into the image visible to the user. The computer-
generated gaze direction indicator represents the eye gaze
direction of the user into the field of view. In some embodi-
ments, the computer-generated gaze direction indicator 1s
displayed on a transparent display screen positioned
between the user and the visible objects 1n the user’s field of
view. The computer-generated gaze direction indicator may
be adjusted based on the user’s eye movement.

The computing system may also determine the direction
of an auxiliary pointer into the user’s field of view. The point
of origin of the auxiliary pointer direction may be oflset
from the point of origin of the eve gaze direction. The
computing system may then insert a computer-generated
auxiliary pointer direction indicator into the image visible to
the user. The computer-generated auxiliary pointer direction
indicator represents the auxiliary pointer direction into the
user’s field of view. The computer-generated auxiliary
pointer direction 1ndicator may intersect the computer-gen-
erated gaze direction indicator over an object 1n the image
visible to the user. The computer-generated auxiliary pointer
direction 1ndicator may be adjusted based on manipulation
of the auxiliary pointer. Also disclosed herein are embodi-
ments of a computer program product providing program
instructions executable by the computing system to perform
the described method.

Disclosed herein are also embodiments of a computing
system for augmenting an image of objects visible to a user
in a field of view. The system may include a gaze capture
unit, a gaze direction determination unit, a gaze direction
indicator generator, an auxiliary pointer capture unit, an
auxiliary pointer direction determination unit, and an aux-
liary pointer direction indicator generator. The gaze direc-
tion determination unit may be configured to receive gaze
capture data from the gaze capture unit. The gaze direction
determination unit may be further configured to use the gaze
capture data to determine the eye gaze direction of the user
into the user’s field of view. The gaze direction indicator
generator may be configured to insert a gaze direction
indicator into 1mage visible to the user.

5

10

15

20

25

30

35

40

45

50

55

60

65

2

The auxiliary pointer capture unit 1s associated with an
auxiliary pointer. The auxiliary pointer direction determina-
tion unit may be configured to receive auxiliary pointer
capture data from the auxiliary pointer capture unit. The
auxiliary pointer direction determination unit may be further
configured to use the auxiliary pointer capture data to
determine the auxiliary pointer direction of the auxihary
pointer into the user’s field of view. The auxiliary pointer
direction 1mdicator generator may be configured to 1nsert an
auxiliary pointer direction indicator 1nto the image visible to
the user. The auxiliary pointer direction indicator and the
gaze direction indicator may intersect over an object 1n the
image visible to the user. In some embodiments, the gaze
direction 1ndicator and the auxiliary pointer direction indi-
cator are displayed on a transparent display screen posi-
tioned between the user and the visible objects 1n the user’s
field of view. The direction indicators may be adjusted based
on the user’s eye movement and mampulation of the aux-
liary pointer.

The above summary 1s not intended to describe each
1llustrated embodiment or every implementation of the pres-
ent disclosure.

BRIEF DESCRIPTION OF TH.

(L]

DRAWINGS

The drawings included in the present application are
incorporated into, and form part of, the specification. They
illustrate embodiments of the present disclosure and, along
with the description, serve to explain the principles of the
disclosure. The drawings are only illustrative of certain
embodiments and do not limit the disclosure.

FIG. 1 depicts an example image ol objects visible 1n a
field of view of a user of an example computing system, the
image augmented with a computer-generated gaze direction
indicator and a computer-generated auxiliary pointer direc-
tion indicator.

FIG. 2 1s a flow diagram 1illustrating an example method
for selecting an object visible 1n a computing system user’s
field of view using a computer-generated gaze direction
indicator and a computer-generated auxiliary pointer direc-
tion 1ndicator.

FIG. 3 1s a block diagram depicting a portion of an
example computing system for augmenting an image of
objects visible 1n a user’s field of view with a computer-
generated gaze direction indicator and a computer-generated
auxiliary pointer direction indicator.

While the invention 1s amenable to various modifications
and alternative forms, specifics thereof have been shown by
way of example 1 the drawings and will be described in
detail. It should be understood, however, that the intention 1s
not to limit the invention to the particular embodiments
described. On the contrary, the intention 1s to cover all
modifications, equivalents, and alternatives falling within
the spirit and scope of the invention.

DETAILED DESCRIPTION

Aspects of the present disclosure relate to inserting an eye
gaze direction indicator into an 1mage of objects visible 1n a
field of view to a user of an augmented reality computing
system. More particular aspects relate to also inserting an
auxiliary pointer direction indicator into the image, and
adjusting the eye gaze direction indicator and the auxiliary
pointer direction indicator such that a particular object 1n the
field of view 1s positioned at the intersection of the two
direction indicators. While the present disclosure 1s not
necessarily limited to such applications, various aspects of
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the disclosure may be appreciated through a discussion of
various examples using this context.

Augmented reality computing systems may include pro-
cessors and memory devices, as well as sensors, cameras,
and other mput devices. Augmented reality computing sys-
tems may also include displays and other output devices,
such as optical head-mounted displays, that can display
artificial 1images to the user as well as allow the user to see
through the display into a field of view. When viewing a
real-life scene through such a display, the augmented reality
technology may also be capturing the scene. A user may
wish to select a particular object 1n the scene for processing,
by the augmented reality technology. For example, the user
may wish to zoom in on the object or to find out more
information about the object. When objects 1in the scene are
large or when the scene 1s sparsely populated, 1t may be
possible for a user to select an object merely by gazing at 1t.
But when objects are small or the scene 1s densely popu-
lated, such as when the objects of interest are close together
and at a great distance from the user, 1t may be diflicult for
an eye-gaze detector in the computing system to differentiate
between the objects. A solution to this problem 1s to augment
the scene as viewed by the user with user-controlled direc-
tion indicators for identifying objects of interest.

FI1G. 1 1llustrates an example augmented field of view 100
of a user of an example augmented reality computing
system. The augmented reality computing system includes a
transparent display screen 105. Through the transparent
display screen 105, the user can see the buildings of a city
in the distance within the field of view 100. The computing
system may use input hardware, not shown, such as a camera
focused on the user’s pupils and retina and/or sensors
monitoring the user’s temporal muscle activity, together
with one or more processors, to determine what the user 1s
looking at within the field of view. But 1f the user 1s looking
in the direction of Building C 1n the viewed city, 1t may be
impossible for the computing system to determine whether
the user 1s mterested 1n Building C or Building B, since both
buildings fall in the line of sight of the user.

To aid the user 1n specitying a particular object in the field
of view 100, the computing system may augment the image
seen by the user with a gaze direction indicator 110. The
gaze direction indicator 110 1s a representation of the user’s
eye gaze direction that 1s displayed on the transparent
display screen 103, thus mnserting the gaze direction 1ndica-
tor 110 into the user’s field of view 100. The computer-
generated gaze direction indicator 110 may take any form,
and may be, for example, a line through the field of view
100. The line may be black, white, or any color; may be
solid, dotted, or dashed; may be opaque, transparent, or
translucent; or may be 1n any other configuration suflicient
to give the user an indication of the user’s eye gaze direction.

The computing system may also augment the 1mage seen
by the user with an auxiliary pointer direction indicator 120.
Rather than eye gaze, the source of the auxiliary pointer
direction indicator 120 1s an auxiliary pointer into the field
of view. In some embodiments, the auxihary pointer may
actually enter the field of view, such as the user’s finger or
an object 1n the user’s hand, and the auxihiary pointer
direction may be extrapolated from the 1mage of the auxil-
lary pointer. In some embodiments, the auxiliary pointer
may be a compass-ecnabled mobile device or other naviga-
tional instrument 1 communication with the computing
system, and the auxiliary pointer direction may be extrapo-
lated from the data provided by the auxiliary pointer. The
auxiliary pointer direction indicator 120 1s a representation
of the auxiliary pointer direction of the auxiliary pointer that
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1s displayed on the transparent display screen 105, thus
inserting the auxiliary pointer direction indicator 120 into
the user’s field of view 100. Like the computer-generated
gaze direction indicator 110, the computer-generated auxil-
lary pointer direction indicator 120 may take any form
suflicient to give the user an indication of the auxiliary
pointer direction. Furthermore, the auxiliary pointer direc-
tion indicator 120 and the gaze direction indicator 110 may
be displayed in different forms as an aid for the user in
distinguishing the two indicators. For example, the indica-
tors may be diflerent colors or different thicknesses.

In the field of view 100, the computer-generated gaze
direction indicator 110 intersects the computer-generated
auxiliary pointer direction indicator 120 over Building C,
providing the user with the ability to distinguish between
Building C and Building B, which are both 1n the user’s line
of sight. To reposition the intersection of gaze direction
indicator 110 and auxiliary pointer direction indicator 120,
the user need only redirect his gaze, reposition his auxiliary
pointer, or both. This 1s shown 1n the other field of view 102
in FIG. 1.

Field of view 102 1s 1dentical to field of view 100, except
that the computer-generated direction indicators have been
repositioned. When the user moves his eyes to redirect his
gaze toward Bulding A, the computing system’s gaze
direction detector recalculates the gaze direction and the
computing system adjusts the displayed gaze direction 1ndi-
cator 112 so that it represents the user’s new gaze direction
in the field of view 102. But since Building D also falls 1n
the adjusted line of sight of the user, the user may also
reposition the auxiliary pointer toward Building A. In
response, the computing system auxiliary pointer direction
detector recalculates the auxiliary pointer direction and the
computing system adjusts the displayed auxiliary pointer
direction indicator 122 so that 1t represents the new auxiliary
pointer direction 1n the field of view 102. Using the auxiliary
pointer direction indicator 122, the user may precisely adjust
the direction of the auxiliary pointer such that the intersec-
tion of the two direction 1ndicators 1s over Building A 1n the
field of view.

Although the display screen 105 1s depicted 1n FIG. 1 1n
the shape of eyeglass lenses, the display screen 105 may take
other forms. For example, the display screen may be inte-
grated into the visor of a helmet, may be integrated into the
windshield of an automobile, may be integrated into the
window of a building structure, may be embedded 1n contact
lenses, may be a virtual retinal display, may be a see-through
display of a handheld device, or may be in any other
configuration.

Although the auxiliary pointer direction indicators 120,
122 are depicted in FIG. 1 as lines through the field of view,
the auxiliary pointer direction indicators may take other
forms. For example, the auxiliary pointer direction indicator
may be a dot pointer that coincides with the eye gaze
direction indicator over a particular object 1n the field of
view, or may be in some other configuration.

FIG. 2 illustrates an example method 200 for selecting an
object visible 1n a computing system user’s field of view
using a computer-generated gaze direction indicator and a
computer-generated auxiliary pointer direction indicator.
From start 205, the computing system may determine the
cye gaze direction of the user into the field of view at 210.
The computing system may use any eye tracking system
suitable for measuring the point of gaze of the user. For
example, data from a camera directed at one or both eyes of
the user may be used to determine a vector between the eye
pupil center and corneal reflections, and the vector may be
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used to compute the user’s eye gaze direction. After the eye
gaze direction 1s determined, the computing system may
then 1nsert a representation of the eye gaze direction into the
image as seen by the user at 215. At this point, the user may
see¢ the real objects visible 1n the user’s field of view, such
as the sky and landscape, and the user may also see the
computer-generated gaze direction indicator. The computer-
generated gaze direction indicator may be, for example, a
line extending into the user’s field of view.

To 1nsert the computer-generated gaze direction indicator
into the 1image visible to the user, the computing system may,
for example, extrapolate the eye gaze direction and plot the
extrapolated line on a transparent display screen positioned
between the user and the field of view. In some embodi-
ments, a projector may project the gaze direction indicator
onto a display screen for reflection into the user’s eye. A user
looking through the transparent display screen may see the
real objects 1n the field of view, as well as the computer-
generated gaze direction indicator. In some embodiments,
the transparent display screen 1s close to the user’s eyes and
only the user 1s looking at the display screen. In some
embodiments, the display screen may be far enough from the
user to allow others to look at it simultaneously with the
user. In such embodiments, the others may or may not see
the computer-generated gaze direction indicator, or may see
a gaze direction indicator based on their own gaze direction,
depending on the particular configuration of the computing
system.

The computing system may then determine the direction
of an auxiliary pointer pointing 1nto the field of view at 220.
The position of the auxiliary pointer may be controlled by
the user or by some other entity. In some embodiments, the
auxiliary pointer may be an object that enters the user’s field
of view, such as the user’s finger. In such embodiments, a
camera or other device capturing the user’s field of view
may recognize the auxiliary pointer, extrapolate the direc-
tion of the auxiliary pointer, and plot or project the extrapo-
lated line into the user’s field of view at 225. In some
embodiments, the auxiliary pointer may be a compass-
ecnabled mobile device or other navigational instrument 1n
communication with the computing system, and may pro-
vide data derived, for example, from magnetic field sensors.
In such embodiments, the auxiliary pointer direction may be
extrapolated from the data provided by the auxiliary pointer,
and then plotted or projected into the user’s field of view at
225,

At this point, the user may see the real objects visible 1n
the user’s field of view, such as the sky and landscape, and
the user may also see the computer-generated gaze direction
indicator and the computer-generated auxiliary pointer
direction 1ndicator. The computer-generated direction indi-
cators may be, for example, lines superimposed on the
image of the real objects 1n the user’s field of view. If the
user then adjusts his gaze, the gaze direction determination
unit of the computing system may detect the eye movement
at 230. The computing system may then determine the
adjusted eye gaze direction of the user into the field of view
at 235, using techniques similar to those used to determine
eye gaze direction at 210. The computing system may then
adjust the orientation of the computer-generated gaze direc-
tion 1ndicator to represent the new eye gaze direction of the
user at 240.

If the user or other controlling entity adjusts the auxiliary
pointer’s position, the auxiliary pointer direction determi-
nation unit of the computing system may detect the auxiliary
pointer movement at 2435. The computing system may then
determine the adjusted direction of the auxiliary pointer into
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the field of view at 250, using techniques similar to those
used to determine auxiliary pointer direction at 220. The
computing system may then adjust the orientation of the
computer-generated auxiliary pointer direction indicator to
represent the new direction of the auxiliary pointer at 255.

As just described, eye movement and auxiliary pointer
movement may aflect the orientations of the computer-
generated gaze direction indicator and the computer-gener-
ated auxiliary pointer direction indicator in the user’s field of
view. To select an object 1n the field of view, the user may
orient the two direction indicators such that the intersection
of the two direction indicators 1s positioned over the desired
object. A user may indicate a selection 1n any number of
ways, for example by allowing the intersection to linger over
the desired object for a predefined period of time, by a
predefined blinking sequence, by a predefined gesture, or by
any other predefined activity interpreted by the computing
system as a selection. IT selection 1s indicated at 260, then
the object at the intersection of the eye gaze direction
indicator and the auxiliary pointer direction indicator may be
selected by the computing system at 265 and the method
ends at 270. If selection 1s not indicated at 260, then the
method returns to check for further eye movement at 230
and further auxiliary pointer movement at 245.

Once an object 1s determined to be selected by the user,
a variety of further processing activities may be performed
by the computing system, either automatically or 1n response
to further mput. The computing system may highlight the
selected object 1n some way, may annotate the field of view
with a label identifying the selected object, or may augment
the 1mage in some other way. The computing system may
provide audio describing the selected object. For example, 1T
the user selects a particular building 1n a city skyline, the
name of the building, the height of the building, the number
of floors 1n the building, the tenants of the building, the year
the building was built, etc. may be displayed in the image or
provided over a speaker connected to the computing system.

FIG. 3 illustrates a portion of an example computing
system 300 for augmenting an 1image of objects visible 1n a
user’s field of view with a computer-generated gaze direc-
tion indicator and a computer-generated auxiliary pointer
direction indicator. The processor 310 represents one or
more processors 1n the computing system. Multiple proces-
sors may be configured as part of a single host machine or
distributed among a number of physically distinct host
machines. Processors may be connected to one another and
other system components through a network, either wired or
wireless, that allows electronic communication between
components.

A gaze capture unit 320 may provide imformation to the
processor 310 for use 1 determiming the eye gaze direction
of the user into the field of view. The gaze capture unit 320
may be one or more cameras, one or more Ssensors, one or
more other input devices, or a combination of mput devices.
The cameras may capture the position and responses of the
user’s eyes, such as the pupils, retinas, corneas, and other
parts of the eye. The sensors may monitor the user’s
temporal muscle activity. The gaze capture unit may provide
either raw or processed data to the processor 310.

An auxiliary pointer capture unit 330 may provide infor-
mation to the processor 310 for use in determining the
direction of an auxiliary pointer into the field of view. If the
auxiliary pointer 1s an object that enters the user’s field of
view, such as a hand or finger of the user, then the auxiliary
pointer capture unit 330 may be one or more cameras or
other mput devices for detecting the object, and may be
combined with scene capture umit 340. If the auxiliary
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pointer 1s a compass-enabled mobile device or other navi-
gational instrument, then the auxiliary pointer capture unit
330 may be software modules, hardware circuitry, or some
combination of hardware, firmware, and software within the
istrument configured to route data from the navigational
sensors in the auxiliary pointer to the processor 310. The
auxiliary pointer capture unit may provide either raw or
processed data to the processor 310.

A scene capture unit 340 may provide information to the
processor 310 for use 1n processing objects 1n the user’s field
of view. For example, the processor 310 may process data
from the scene capture unit 340 with 1image recognition
soltware to i1dentily objects such as buildings, landmarks,
faces, and other objects 1n the user’s field of view, and may
retrieve information about i1dentified objects from various
databases. The scene capture unit 340 may be, for example,
one or more cameras or other mput devices, and may
provide either raw or processed data to the processor 310.

The processor 310 may include a gaze direction determi-
nation unit 312 and an auxiliary pointer direction determi-
nation unit 316. The gaze direction determination unit 312
may receive data from the gaze capture unit 320 and may
process the data to determine the eye gaze direction of the
user 1nto the field of view. The auxiliary pointer direction
determination unit 316 may receive data from the auxiliary
pointer capture unit 330 and may process the data to
determine the direction of the auxiliary pointer into the field
of view. These units may be software modules, hardware
circuitry, or some combination of hardware, firmware, and
software within the processor 310.

The processor 310 may include a gaze direction indicator
generator 314 and an auxiliary pointer direction indicator
generator 318. The gaze direction indicator generator 314
may process data received from the gaze direction determi-
nation unit 312 and extrapolate the data to generate the gaze
direction 1ndicator and insert it into the image of the field of
view visible to the user. The auxiliary pointer direction
indicator generator 318 may process data received from the
auxiliary pointer direction determination unit 316 and
extrapolate the data to generate the auxiliary pointer direc-
tion 1ndicator and 1nsert 1t into the 1image of the field of view
visible to the user. These generators may be software mod-
ules, hardware circuitry, or some combination of hardware,
firmware, and software within the processor 310 configured
to augment the display 350 with the computer-generated
indicators, and may interact with projectors or other output
devices to augment display 350. Display 350 may be a
transparent display screen, a virtual retinal display, a see-
through display of a handheld device, or any other device
configured to present images of real-life scenes augmented
with computer-generated 1mages.

The present invention may be a system, a method, and/or
a computer program product. The computer program prod-
uct may include a computer readable storage medium (or
media) having computer readable program instructions
thereon for causing a processor to carry out aspects of the
present invention.

The computer readable storage medium can be a tangible
device that can retain and store instructions for use by an
instruction execution device. The computer readable storage
medium may be, for example, but 1s not limited to, an
clectronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium includes
the following: a portable computer diskette, a hard disk, a
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random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(EPROM or Flash memory), a static random access memory
(SRAM), a portable compact disc read-only memory (CD-
ROM), a digital versatile disk (DVD), a memory stick, a
floppy disk, a mechanically encoded device such as punch-
cards or raised structures in a groove having instructions
recorded thereon, and any suitable combination of the fore-
going. A computer readable storage medium, as used herein,
1s not to be construed as being transitory signals per se, such
as radio waves or other freely propagating electromagnetic
waves, electromagnetic waves propagating through a wave-
guide or other transmission media (e.g., light pulses passing
through a fiber-optic cable), or electrical signals transmitted
through a wire.

Computer readable program 1nstructions described herein
can be downloaded to respective computing/processing
devices from a computer readable storage medium or to an
external computer or external storage device via a network,
for example, the Internet, a local area network, a wide area
network and/or a wireless network. The network may com-
prise copper transmission cables, optical transmission fibers,
wireless transmission, routers, firewalls, switches, gateway
computers and/or edge servers. A network adapter card or
network interface 1 each computing/processing device
receives computer readable program instructions from the
network and forwards the computer readable program
instructions for storage i a computer readable storage
medium within the respective computing/processing device.

Computer readable program instructions for carrying out
operations of the present invention may be assembler
istructions, instruction-set-architecture (ISA) instructions,
machine 1nstructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, or
either source code or object code written 1n any combination
of one or more programming languages, including an object
oriented programming language such as Smalltalk, C++ or
the like, and conventional procedural programming lan-
guages, such as the “C” programming language or similar
programming languages. The computer readable program
instructions may execute entirely on the user’s computer,
partly on the user’s computer, as a stand-alone software
package, partly on the user’s computer and partly on a
remote computer or entirely on the remote computer or
server. In the latter scenario, the remote computer may be
connected to the user’s computer through any type of
network, including a local area network (LAN) or a wide
area network (WAN), or the connection may be made to an
external computer (for example, through the Internet using
an Internet Service Provider). In some embodiments, elec-
tronic circuitry including, for example, programmable logic
circuitry, field-programmable gate arrays (FPGA), or pro-
grammable logic arrays (PLA) may execute the computer
readable program instructions by utilizing state information
of the computer readable program instructions to personalize
the electronic circuitry, 1n order to perform aspects of the
present 1vention.

Aspects of the present invention are described herein with
reference to flowchart i1llustrations and/or block diagrams of
methods, apparatus (systems), and computer program prod-
ucts according to embodiments of the mvention. It will be
understood that each block of the flowchart illustrations
and/or block diagrams, and combinations of blocks 1n the
flowchart 1llustrations and/or block diagrams, can be 1mple-
mented by computer readable program instructions.

These computer readable program instructions may be
provided to a processor of a general purpose computer,
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special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function 1n a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
instructions which implement aspects of the function/act
specified 1 the tlowchart and/or block diagram block or
blocks.

The computer readable program instructions may also be
loaded onto a computer, other programmable data process-
ing apparatus, or other device to cause a series of operational
steps to be performed on the computer, other programmable
apparatus or other device to produce a computer imple-
mented process, such that the istructions which execute on
the computer, other programmable apparatus, or other
device implement the functions/acts specified 1n the tlow-
chart and/or block diagram block or blocks.

The tflowchart and block diagrams in the Figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods, and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block in the flowchart
or block diagrams may represent a module, segment, or
portion ol instructions, which comprises one or more
executable instructions for implementing the specified logi-
cal function(s). In some alternative implementations, the
tfunctions noted 1n the block may occur out of the order noted
in the figures. For example, two blocks shown 1n succession
may, in fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality involved. It will also be
noted that each block of the block diagrams and/or flowchart
illustration, and combinations of blocks in the block dia-
grams and/or flowchart illustration, can be implemented by
special purpose hardware-based systems that perform the
specified functions or acts or carry out combinations of
special purpose hardware and computer instructions.

The descriptions of the various embodiments of the
present disclosure have been presented for purposes of
illustration, but are not intended to be exhaustive or limited
to the embodiments disclosed. Many modifications and
variations will be apparent to those of ordinary skill 1n the
art without departing from the scope and spinit of the
described embodiments. The terminology used herein was
chosen to explain the principles of the embodiments, the
practical application or technical improvement over tech-
nologies found in the marketplace, or to enable others of
ordinary skill in the art to understand the embodiments
disclosed herein.

What 1s claimed 1s:
1. A method for augmenting an image of objects visible 1n
a field of view to a user of a computing system, the method
comprising;
determining, with the computing system, an eye gaze
direction of the user into the field of view;
mserting a computer-generated gaze direction indicator
into the 1image visible to the user, the computer-gener-
ated gaze direction 1indicator a representation of the eye
gaze direction of the user into the field of view;
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determiming an auxiliary pointer direction of an auxiliary
pointer into the field of view, a point of origin of the
auxiliary pointer direction oflset from a point of origin
of the eye gaze direction, the auxiliary pointer being
one ol a pointing finger of a user and a pointing object
held 1n a user’s hand within the 1mage;

inserting a computer-generated auxiliary pointer direction
indicator, different than the computer-generated gaze
direction 1ndicator, mnto the image visible to the user,
the computer-generated auxiliary pointer direction
indicator a representation of the auxiliary pointer direc-
tion into the field of view, the computer-generated
auxiliary pointer direction indicator intersecting the
computer-generated gaze direction indicator over a first
object 1 the image visible to the user; and

selecting the first object in the 1mage over which the
computer-generated auxiliary pointer direction 1ndica-
tor and the computer-generated gaze direction indicator
intersect.

2. The method of claim 1, wherein the computer-gener-
ated gaze direction indicator 1s displayed on a transparent
display screen positioned between the user and the objects.

3. The method of claim 2, wherein the transparent display
screen 1s worn by the user.

4. The method of claim 1, further comprising:

detecting, with the computing system, eye movement of
the user;

determiming, with the computing system, an adjusted eye
gaze direction of the user into the field of view, the
adjusted eye gaze direction resulting from the eye
movement; and

adjusting the computer-generated gaze direction indica-
tor, the adjusted computer-generated gaze direction
indicator a representation of the adjusted eye gaze
direction of the user into the field of view.

5. The method of claim 1, wherein the auxiliary pointer 1s

a compass-cnabled mobile device held by the user, and
wherein the determiming the auxiliary pointer direction of
the auxiliary pointer into the field of view comprises receiv-
ing orientation data from the compass-enabled mobile
device.

6. The method of claim 1, further comprising:

determiming an adjusted auxiliary pointer direction of the
auxiliary pointer into the field of view, the adjusted
auxiliary pointer direction resulting from auxiliary
pointer manipulation; and

adjusting the computer-generated auxiliary pointer direc-
tion indicator, the adjusted computer-generated auxil-
1ary pointer direction indicator a representation of the
adjusted auxiliary pointer direction of the auxiliary
pointer mto the field of view, the adjusted computer-
generated auxiliary pointer direction indicator inter-
secting the computer-generated gaze direction indicator
over a second object in the 1mage visible to the user.

7. A computing system for augmenting an image of
objects visible 1n a field of view to a user of the computing
system, the system comprising:

a gaze capture unit;

a gaze direction determination unit configured to receive
gaze capture data from the gaze capture unit, and
further configured to determine an eye gaze direction of
the user mto the field of view using the gaze capture
data;

a gaze direction indicator generator in communication
with the gaze direction determination unit, the gaze
direction indicator generator configured to 1nsert a gaze
direction indicator into the image visible to the user, the
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gaze direction indicator a representation of the eye gaze
direction of the user into the field of view;

an auxiliary pointer capture unit associated with an aux-
iliary pointer;

an auxiliary pointer direction determination unit config-
ured to receive auxiliary pointer capture data from the
auxiliary pointer capture unit, and further configured to
determine an auxiliary pointer direction of the auxiliary
pointer 1into the field of view using the auxiliary pointer
capture data, a point of origin of the auxiliary pointer
direction oflset from a point of origin of the eye gaze
direction, the auxiliary pointer being one of a pointing
finger of a user and a pointing object held 1n a user’s
hand within the 1image; and

an auxiliary pointer direction indicator generator in com-
munication with the auxiliary pointer direction deter-
mination unit, the auxiliary pointer direction indicator
generator configured to insert an auxiliary pointer
direction indicator different than the gaze-direction unit
into the image visible to the user, the auxiliary pointer
direction indicator a representation of the auxiliary
pointer direction into the field of view, the auxiliary
pointer direction indicator intersecting the gaze direc-
tion mdicator over a first object 1n the 1mage visible to
the user, the first object 1n the 1mage over which the
computer-generated auxiliary pointer direction 1ndica-
tor and the computer-generated gaze direction indicator
intersect being correspondingly selected.

8. The system of claim 7, further comprising:

a transparent display screen positioned between the user
and the objects, wherein the gaze direction indicator 1s
displayed on the transparent display screen.

9. The system of claim 8, wherein the transparent display

screen 1s worn by the user.

10. The system of claim 7, wherein the gaze direction
determination unit i1s further configured to determine, 1n
response to eye movement of the user, an adjusted eye gaze
direction of the user 1nto the field of view.

11. The system of claim 7, wherein the gaze direction
indicator generator 1s further configured to adjust, 1n
response to eye movement of the user, the gaze direction
indicator 1n the 1mage visible to the user.

12. The system of claim 7, wherein the auxiliary pointer
1s a compass-enabled mobile device held by the user, and
wherein the auxiliary pointer capture data 1s orientation data
from the compass-enabled mobile device.

13. The system of claim 7, wherein the auxiliary pointer
direction determination unit i1s further configured to deter-
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mine, 1n response to auxiliary pointer manipulation, an
adjusted auxiliary pointer direction into the field of view.

14. The system of claim 7, wherein the auxiliary pointer
direction indicator generator 1s further configured to adjust,
in response to auxiliary pointer manipulation, the auxiliary
pointer direction indicator 1n the image visible to the user.

15. A computer program product for augmenting an image
ol objects visible 1n a field of view to a user of a computing
system, the computer program product comprising a com-
puter readable storage medium having program instructions
embodied therewith, the program instructions executable by
the computing system to perform a method comprising:

determining, with the computing system, an eye gaze

direction of the user into the field of view:
inserting a computer-generated gaze direction indicator
into the 1image visible to the user, the computer-gener-
ated gaze direction 1indicator a representation of the eye
gaze direction of the user into the field of view;

determining an auxiliary pointer direction of an auxiliary
pointer into the field of view, a point of origin of the
auxiliary pointer direction oilset from a point of origin
of the eye gaze direction, the auxiliary pointer being
one of a pointing finger of a user and a pointing object
held 1n a user’s hand within the 1image;

inserting a computer-generated auxiliary pointer direction

indicator different than the computer-generated gaze
direction indicator into the image visible to the user, the
computer-generated auxiliary pointer direction 1ndica-
tor a representation of the auxiliary pointer direction
into the field of view, the computer-generated auxiliary
pointer direction indicator intersecting the computer-
generated gaze direction indicator over a first object 1n
the 1mage visible to the user; and

selecting the first object 1n the image over which the

computer-generated auxiliary pointer direction indica-
tor and the computer-generated gaze direction indicator
intersect.

16. The computer program product of claim 15, wherein
the computer-generated gaze direction indicator 1s displayed
on a transparent display screen positioned between the user
and the objects.

17. The computer program product of claim 135, wherein
the auxiliary pointer 1s a compass-enabled mobile device
held by the user, and wherein the determiming the auxiliary
pointer direction of the auxiliary pointer into the field of
view comprises receiving orientation data from the com-
pass-enabled mobile device.
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