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COMPUTER-READABLE MEDIUM,
INFORMATION PROCESSING APPARATUS,
INFORMATION PROCESSING SYSTEM AND

INFORMATION PROCESSING METHOD

This application 1s based upon and claims the benefit of

priority of the prior Japanese Patent Application No.
JP2012-244559, filed on Nov. 6, 2012, the entire contents of

which are incorporated herein by reference.

FIELD

The present disclosure relates to an information process-
Ing program, an information processing apparatus, an infor-
mation processing system and an information processing
method for superimposing various kinds of information on
a real space.

BACKGROUND AND SUMMARY

The present disclosure adopts the following composition
in order to achieve the object described above. In other
words, one example of an information processing program
relating to the present disclosure 1s a computer-readable
medium storing an information processing program which
causes a computer to function as a feature detection unit
which detects a feature arranged 1n a real space an 1mage
generation unit which generates an 1image of a virtual space
including a virtual object arranged based on the detected
feature a display control unit which causes a display appa-
ratus to display an image in such a manner that a user
perceilves the image of the virtual space superimposed on the
real space a processing specification unit which specifies
processing that can be executed in relation to the virtual
space, based on the feature; and a menu output unit which
outputs a menu for a user to nstruct the processing specified
by the processing specification unit, 1n such a manner that
the menu can be operated by the user.

Here, the display apparatus may be connected as a periph-
eral device to a computer which executes a program relating
to the present disclosure, or may be connected to a computer
via a communications network, or the like. Furthermore, the
computer which 1s the subject that executes the program
relating to the present disclosure may be constructed 1n a
virtual environment, such as a so-called “cloud”.

Furthermore, a feature arranged 1n the real space may be,
for example, a so-called AR (augmented reality) marker, or
a two-dimensional barcode, or other code. A feature of this
kind may be attached to a component such as a card, or the
like. Furthermore, the feature of this kind 1s not limited to a
special marker or code, and so on. An article which 1s used
for other purposes can also be employed as the feature,
provided that 1t enables a display reference for the virtual
object to be acquired.

According to the present disclosure, processing that can
be executed 1n relation to the virtual space 1s specified based
on a feature which 1s detected 1n the real space, and a menu
for a user to instruct specified processing 1s output, whereby
it 1s possible to 1mpart variation corresponding to the fea-
tures 1n the real space to the processing that can be executed
in relation to the virtual space, in augmented reality tech-
nology.

There are no restrictions of the type of augmented reality
technology to which the present disclosure can be applied.
The present disclosure can be applied, for example, to
augmented reality technology of a type in which a user
percelves an 1mage of a virtual space superimposed on a real
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space by displaying a composite image of a virtual space
image synthesized with a captured image, and can also be
applied to augmented reality technology of a type 1n which
a user perceives an image of a virtual space superimposed on
a real space by projecting a virtual space image 1n the field
of view of the user (for example, a head-up display (HUD),
or the like).

Furthermore, the program may further cause the computer
to function as a captured 1mage acquisition unit which
acquires a captured image captured by an imaging apparatus,
and the feature detection unit may detect a feature in the real
space captured 1n the captured image, based on the captured
image.

Moreover, the display control unit may enable a user to
perceive an 1mage of the virtual space superimposed on the
real space, by causing the display apparatus to display a
composite 1image 1 which the image of the virtual space 1s
superimposed on the captured 1mage.

Furthermore, the feature detection unit may detect a
feature by which at least one of a type of the feature, a
position and a posture thereof 1n the real space can be
identified, and the processmg specification unit may specily
the processing by using at least one of the type of the feature,
the position and the posture thereof in the real space, as
identified based on the feature detected by the feature
detection unit.

Moreover, the processing specification unit may specily
the processing 1n accordance with at least one of the type of
the feature, the position and the posture thereof as detected
by the feature detection unit.

Furthermore, the processing specification unit may
specily the processing 1n accordance with at least one of a
relationship between types of a plurality of features, a
relationship between positions thereof and a relationship
between postures thereof, the plurality of features having
been detected by the feature detection unit.

Moreover, the processing specification unit may, when
there 1s one feature detected by the feature detection unit,
specily the processing based on the feature, and when there
1s a plurality of features detected by the feature detection
unit, specity the processing based on a relationship between
the plurality of features.

By specitying processing that can be executed 1n accor-
dance with a combination of a plurality of features, 1t 1s
possible to vary the processing that can be executed in
accordance with the relationship between features 1n the real
space, and an augmented reality function having greater
flexibility can be presented.

Furthermore, the program may also further cause the
computer to function as an operation receiving unit which
receives an operation by a user with respect to the menu; and
a processing execution unit which executes processing in
accordance with the operation by the user received by the
operation recerving unit.

Moreover, the processing may be at least one of process-
ing with respect to the virtual object, processing relating to
actions of the virtual object, and processing with respect to
the virtual space including the virtual object.

Furthermore, when a plurality of features 1s detected by
the feature detection unit, the processing specification unit
may specily the processing for each feature.

Moreover, when there 1s a plurality of combinations of
teatures detected by the feature detection unit, the process-
ing speciiication unit may specily the processing in accor-
dance with the combinations.

Furthermore, the display apparatus may have a first dis-
play region and a second display region, the display control
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unit may cause the image of the virtual space to be displayed
in the first display region, and the menu output unit may
output the menu so as to be displayed 1n the second display
region.

Moreover, the present disclosure can also be understood
as an nformation processing apparatus, an information
processing system including one or a plurality of informa-
tion processing apparatuses, a method executed by a com-
puter, or a program which 1s executed 1n a computer.
Furthermore, the present disclosure may be a program of this
kind recorded on a recording medium which can be read by
a computer or other apparatus, machine, or the like. Here, a
recording medium which can be read by a computer, or the
like, 1s a recording medium on which information, such as
data, a program, or the like, 1s stored by an electrical,
magnetic, optical, mechanical or chemical action, and from
which the information can be read by a computer, or the like.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 schematically shows a non-limiting example of a
system 1ncluding an imformation processing apparatus

FIG. 2 schematically shows a non-limiting example of a
functional composition of an information processing appa-
ratus

FIG. 3 shows a non-limiting example of a flowchart
showing a flow of information processing

FIG. 4 shows a non-limiting example 1 of a display screen
in a case where one marker 1s detected

FIG. 5 shows a non-limiting example 2 of a display screen
in a case where one marker 1s detected

FIG. 6 shows a non-limiting example of a display screen
in a case where two markers are detected; and

FIG. 7 shows a non-limiting example of a display screen
in a case where three markers are detected.

DETAILED DESCRIPTION OF NON-LIMITING
EXAMPLE EMBODIMENTS

Below, an embodiment of the present disclosure 1s
described based on the drawings. The embodiment
described below shows one example of implementing the
present disclosure, and the present disclosure 1s not limited
to the concrete composition described below. In implement-
ing the present disclosure, the concrete composition may be
adapted appropnately for each embodiment. For example,
the present disclosure can be adapted to an information
processing program which 1s executed 1n a computer of a
portable mformation processing apparatus, or to an infor-
mation processing apparatus, an information processing
system including one or a plurality of information process-
ing apparatuses, an information processing method, and the
like.

<System Composition>

FIG. 1 1s a diagram showing a composition of a system
100 relating to the present embodiment. The system 100
includes an mformation processing apparatus 1, and a plu-
rality of cards 2a to 2d (referred to simply as “card(s) 2”7
below, unless the type of card 1s to be specified).

The information processing apparatus 1 1s an information
processing apparatus which 1s electrically connected to a
central processing umt (CPU) 11, a random access memory
(RAM) 12, a read only memory (ROM) 13, an auxiliary
storage device 14, an imaging device 15, a display (display
apparatus) 16, and an mput device 17, such as buttons of
various Kinds, a touch panel, and the like. With regards to the
specific hardware composition of the information processing
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4

apparatus 1, 1n each embodiment, constituent elements may
be omitted, substituted or added, as appropnate.

The CPU 11 1s a central processing unit which controls the
respective constituent parts of the information processing
apparatus 1, such as the RAM 12, and the auxiliary storage
device 14, by processing commands and data developed 1n
the RAM 12 and the ROM 13, and the like. Furthermore, the
RAM 12 i1s a main storage apparatus, which 1s controlled by
the CPU 11, and various commands and data are written to

and read from the RAM 12. In other words, the CPU 11, the
RAM 12 and the ROM 13 constitute a control unit of the
information processing apparatus 1.

The auxiliary storage device 14 i1s a non-volatile storage
apparatus, and imnformation that 1s to be saved even when the
power supply to the information processing apparatus 1 1s
switched off, for example, an operating system (OS) of an
information processing apparatus 1 which 1s loaded 1nto the
RAM 12, various programs for executing the processing
described below, various kinds of data used by the infor-
mation processing apparatus 1, and the like, 1s written to and
read from this auxiliary storage device 14. For the auxiliary
storage device 14, 1t 1s possible to use an electrically
erasable programmable ROM (EEPROM), or a hard disk
drive (HDD), or the like. Furthermore, it 1s also possible to
use a portable medium which can be installed detachably in
the mformation processing apparatus 1, as the auxiliary
storage device 14. An example of a portable medium 1s a
memory card based on an EEPROM or the like, a compact
disc (CD), a digital versatile disc (DVD), a Blu-ray disc
(BD), or the like. An auxiliary storage device 14 based on a
portable medium and an auxihiary storage device 14 which
1s not portable can be used in combination.

Markers 3a to 3d which are mutually different (referred to
simply as “marker(s) 3” below unless the type of marker 1s
to be specified) are applied to the cards 2a to 2d by a method
such as printing. Each of these markers 3 corresponds to a
virtual object which 1s displayed by the information pro-
cessing apparatus 1, and 1s an indicator which indicates a
reference for a position and posture when the virtual object
corresponding to the marker 3 1s displayed. In FIG. 1, there
are four cards 2, but the number of cards 2 used may be one,
or two or more number of cards may be used. Furthermore,
respectively different markers 3a to 34 are applied to the
cards 2a to 34 1n order to display different virtual objects, but
it 1s also possible to use cards 2 to which the same marker
1s applied.

In the present embodiment, a virtual object 1s synthesized
and displayed at a prescribed position with respect to the
associated marker 3, on a display 16 of the information
processing apparatus 1. Furthermore, the virtual object has
upward/downward, frontward/rearward and leftward/right-
ward directions. Therefore, the marker 3 may also be
capable of identitying a display posture of the virtual object.
In other words, the marker 3 may be a symbol, a text, a
figure, a picture, or a combination of these, capable of
identifving a position and a posture with respect to an
imaging device 15, by capturing an image of the marker 3
by using an 1maging device 15.

Next, the functions of the mformation processing appa-
ratus 1 relating to the present embodiment will be described.
The information processing apparatus 1 relating to the
present embodiment 1s an information processing apparatus
provided with a so-called AR function. The information
processing apparatus 1 has a function for synthesizing a
virtual object 1n a virtual space rendered by using a virtual
camera, with a captured image of a real space which has
been captured using an 1imaging device 15 and displaying the
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composite 1mage on a display 16. In the present embodi-
ment, the virtual object 1s three-dimensional 1mage data.
However, the virtual data may also be two-dimensional
image data.

FIG. 2 1s a diagram showing a schematic view of the
functional composition of an information processing appa-
ratus relating to the present embodiment. By the CPU 11
interpreting and executing various programs developed 1n
the RAM 12, the information processing apparatus 1 relating,
to the present embodiment functions as an information
processing apparatus provided with a captured 1image acqui-
sition unit 21, a feature detection unit 22, a display reference
information updating unit 23, a display reference informa-
tion storage unit 24, an 1mage generation unit 25, a display
control unit 26, a processing specification unit 27, a menu
output umt 28, an operation receiving unit 29 and a pro-
cessing execution unit 30. The present embodiment 1is
described here with respect to an example where each of
these functions 1s executed by a generic CPU 11, but a
portion or all of these functions may also be achieved by one
or a plurality of dedicated processors.

The captured image acquisition unit 21 acquires a cap-
tured 1image which has been captured by the imaging device
15. The feature detection unit 22 1s able to detect a marker
3 included 1n an 1mage captured by the imaging device 15,
by applying image processing, such as pattern matching, for
example, to the captured image. The detection of a marker
3 1s carried out by using an 1mage recognition engine, for
example.

The display reference information updating unit 23
acquires information forming a reference indicating a posi-
tion and a posture 1n a space captured in the captured image,
based on the detected marker 3, and updates the display
reference information. In the present embodiment, even it
the camera moves or the marker 3 moves, the display
reference information stored by the display reference infor-
mation storage unit 24 1s updated in accordance with the
most recent marker position and posture with respect to the
camera.

The display reference imnformation storage unit 24 stores
display reference information for specilying a position and
a posture ol a virtual object which 1s arranged 1n a virtual
space. In the present embodiment, the display reference
information 1s a reference which 1s used in order to display
the position and the posture of the virtual object 1n the virtual
space. However, the display reference information may also
be a reference which 1s used 1n order to show only one of the
position or the posture of the virtual object in the virtual
space. In the reference acquisition processing according to
the present embodiment, 1n the display reference informa-
tion, a marker coordinates system which uses three mutually
orthogonal axes and takes a central point of the marker 3 as
a point of origin 1s acquired for each marker 3. However, the
display reference information may also use mformation that
1s not based on a marker coordinates system, for instance,
information based on the captured 1image 1tself. Furthermore,
it 1s also possible to share one marker coordinates system
between a plurality of markers 3. By defining a coordinates
system of the virtual space with reference to a marker 3
which 1s arranged 1n a real space, then 1t 1s possible to
associate the real space and the virtual space. This associa-
tion of the real space and the virtual space may employ a
method other than one using a marker coordinates system.

In the present embodiment, the virtual object arranged in
the virtual space 1s arranged in a marker coordinates system
of a marker 3 which 1s associated with a virtual object. The
marker coordinates system can be acquired by calculating
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the position and the posture of the marker 3 with respect to
the 1maging device 15, from the perspective of the marker 3
included 1n the captured image. The position and the posture
of the virtual camera in the marker coordinates system
coincide with the position and the posture of the imaging
device 15 1n the real space. Therefore, the virtual space 1s
defined based on the marker 3, and 11 the position or imaging
direction of the imaging device 15 changes 1n the virtual
space, then the image of the virtual space displayed on the
display 16 also changes.

The 1mage generation unit 235 renders a virtual space
image by arranging a virtual object having a position and a
posture specified 1n accordance with the display reference
information stored by the display reference information
storage unit 24, 1n the virtual space, and generating an 1mage
of the virtual space viewed from the virtual camera. For the
purpose of the AR function described above, the information
processing apparatus 1 relating to the present embodiment
generates a composite 1mage 1 which a captured image
acquired by the captured image acquisition unit 21 and a
virtual space 1image including a virtual object generated by
the 1mage generation unit 25 are mutually superimposed.

The display control unit 26 displays the generated com-
posite image on the display 16, which 1s a display apparatus.
In so doing, the user can gain a sensation of the virtual object
being actually present 1n the real space.

The processing specification umt 27 identifies the type,
the combination, the number, the position and posture, and
the like, of the markers, and specifies processing that can be
executed 1n relation to the wvirtual space, based on the
identified feature. The menu output unit 28 outputs a menu
which allows a user to select and nstruct the processing that
can be executed as specified by the processing specification
unit 27, in such a manner that the user can operate the menu.

In the AR function relating to the present embodiment, a
function 1s provided which enables processing correspond-
ing to an operation by the user with respect to the virtual
space. In order to present a function of this kind, the
operation receiving unit 29 receives an operation performed
by the user, and the processing execution unit 30 executes
processing in respect of the virtual space 1n accordance with
the received operation by the user.

Next, the information held 1n the information processing
apparatus 1 relating to the present embodiment will be
described. The information processing apparatus 1 holds
marker information, object information and processing
information, in addition to the display reference information
described above which i1s stored by the display reference
information storage unit 24.

The marker information 1s information relating to a
marker 3. The marker information includes, for example a
marker 1D for identifying a marker 3, a marker image, a
marker size, a corresponding object 1D, a virtual object
position and posture, an object display size, and the like. The
marker 1image 1s an 1mage which shows the external appear-
ance ol the marker 3. Furthermore, the marker size 1s
information indicating the size of the marker 3, such as the
longitudinal length and lateral length of the marker 3. The
display reference information updating umt 23 of the infor-
mation processing apparatus 1 can acquire the distance
between the 1maging device 15 and the marker 3, and the
posture of the marker 3, and the like, in other words, the
position and posture mformation of the marker 3 and the
marker coordinates system, from the viewpoint of the
marker 3 included in the captured image, based on the
marker image and the marker size. The corresponding object
ID 1s an 1dentification number of a virtual object which 1s
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displayed at a position corresponding to the marker 3. It 1s
possible for two or more virtual objects to be associated with
one marker 3. In the present embodiment, the marker
information includes an object ID of a virtual object which
1s managed by means of the marker coordinates system. The
position and posture of the virtual object are displayed at the
position (coordinates values) and the posture (vector) in the
marker coordinates system. There 1s marker information for
cach of the markers 3 which are used 1n the system 100.

The object information i1s information relating to a virtual
object which 1s displayed at a position corresponding to the
marker 3. The object information includes, for example, an
object ID and object data for 1dentitying the virtual object.
There 1s object information for each of the objects used 1n
the system 100.

The processing information 1s information relating to
processing which 1s executed 1n respect of the virtual space.
The processing information includes, for example a process-
ing 1D, content of an operation by the user which is the cause
of the execution of the processing, a pointer indicating a
program, or the like that 1s to be executed when an operation
by the user 1s received, conditions for enabling execution of
the processing, and the like. The processing information 1s
saved for each process which can be instructed by the user.
Here, the content of the operation by the user which 1s the
cause ol executing the processing 1s, for example, pressing
ol a related button, touching of a related icon displayed on
a touch panel display (not illustrated), and the like.

Furthermore, the conditions can include conditions based
on a detected marker. For example, the conditions are: the
type of the detected marker (which can be judged by using
the marker 1D, etc.), the combination of a detected plurality
of markers, the number of detected markers, the position and
posture ol detected markers, the positional relationship
between a detected plurality of markers, and the like.
Furthermore, the conditions may be a combination of the
alorementioned various elements (the type of detected
marker, the combination of a detected plurality of markers,
the number of detected markers, the position and posture of
detected markers, the positional relationship between a
detected plurality of markers, and so on). Moreover, the
processing executed in respect of the virtual space in the
present embodiment may include processing with respect to
the virtual object (such as attack processing against a virtual
object 1n a game), processing relating to actions of a virtual
object (such as virtual object animation processing), pro-
cessing with respect to the virtual space including the virtual
object (such as attack processing in respect of the virtual
space 1n a game), and so on.

<Processing Flow>

Next, a flow of processing executed in the present
embodiment will be described. The specific contents and
processing sequence of the processing illustrated in the
flowchart relating to the present embodiment are one
example for implementing the present disclosure. The spe-
cific processing contents and processing sequence may be
selected appropriately for each embodiment of the present
disclosure.

FIG. 3 1s a flowchart showing a flow of information
processing relating to the present embodiment. The nfor-
mation processing shown 1n the flowchart 1s started when an
operation by the user for starting an AR function 1s received
in the information processing apparatus 1. The information
stored 1n the display reference information storage unit 24 1s
reset when the AR function is started up, and the display
reference information storage unit 24 does not store display
reference information at the start up of the AR function. The
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processing relating to the present embodiment 1s repeated
for each of the frames, which are divided at a rate of 60
frames per second.

In step S101 and step S102, the captured i1mage 1s
acquired and markers 3 are detected from the captured
image. The captured image acquisition unit 21 acquires a
captured 1mage which has been captured by the imaging
device 15 (step S101). When a captured 1mage 1s acquired,
the feature detection unit 22 detects all of the markers 3
corresponding to the marker images contained in the marker
information, from the captured image, as features in the
captured space. The detection of markers 3 can be carried
out by using a generic image recognition engine. Thereafter,
the processing advances to step S103.

In step S103, reference acquisition processing 1s carried
out for each marker 3. For each and every one of the detected
markers 3, the display reference information updating unit
23 acquires position and posture information for the marker
3 in the real space, and updates the display reference
information for each marker 3. More specifically, the display
reference information updating unit 23 acquires the position
and the posture of the marker 3 1n the real space, based on
the position of the marker 3 1n the captured image, com-
parison results between the marker size included in the
marker information and the size of the marker 3 included in
the captured 1image, and distortion of the marker 3 in the
captured 1mage with respect to the marker image included 1n
the marker information. The display reference information
updating unit updates the display reference information
based on the position and posture information of the markers
in the real space, as acquired 1n this way. The processing
then advances to step S104.

In step S104 and step S105, the processing that can be
executed 1s specified based on the features. The processing
specification unit 27 firstly specifies the type, the combina-
tion, the number, and the position and posture, and the like,
of the markers (step S104). For example, the processing
specification unit 27 can 1dentify the type of each marker and
the combination of the plurality of markers based on marker
IDs of the detected markers. Furthermore, for instance, the
processing specification unit 27 can identify the positional
relationship between the markers from the relationship
between the position and posture information of the plurality
of markers acquired 1n step S103. The positional relationship
specified here does not include an order of the markers or a
relationship (angle, etc.) between the orientations of the
markers.

The processing specification unit 27 specifies processing,
that can be executed 1n relation to the virtual space, based on
the features (step S105). More specifically, by searching the
processing information, the processing specification unit 27
extracts processing for which the type, the number, the state,
the combination, and the like, of the features i1dentified 1n
step S104 satisiy the conditions for enabling execution of
the processing, and specifies the extracted processing as
allowed processing that can be executed in relation to the
virtual space. The processing then advances to step S106.

In step S106, a menu 1s displayed. The menu output unit
28 outputs a menu, which can be operated by the user, 1n
order to allow the user to select and instruct processing that
can be executed which has been specified by the processing
specification unit 27. The menu output unit 28 outputs a
menu, which can be operated by the user, in order to allow
the user to select and 1instruct processing that can be
executed, by, for example, outputting a menu consisting of
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touch-operable 1cons associated with the processing that can
be executed, on a touch panel display. The processing then
advances to step S107.

In step S107, the presence and absence of a user operation
1s judged. The operation recerving unit 29 receives a user
operation which instructs processing specified as processing
that can be executed 1n step S105. The information process-
ing apparatus 1 judges whether or not a user operation has
been received by the operation recerving unit 29. If it 1s
judged that an operation has been received, the processing
advances to step S108. On the other hand, if 1t 1s judged that
an operation has not been recerved, the processing advances
to step 5109.

In step S108, processing corresponding to the user opera-
tion 1s executed. The processing execution unit 30 executes
the processing that can be executed corresponding to the
user operation recerved by the operation reception unit 29.
For example, the processing execution umt 30 executes the
processing that 1s to be executed by a method such as using
the received user operation to search for processing infor-
mation, acquiring a pointer ol a program for the processing,
obtained by the search, and executing the program indicated
by the pointer. The specific contents of the processing to be
executed are described below with reference to FIG. 4 to
FIG. 7. The processing then advances to step S109.

In step S109, an 1image of a virtual space 1s generated. The
image generation unit 23 renders an 1image of a virtual space
including one or a plurality of virtual objects arranged 1n a
marker coordinates system from the viewpoint of a virtual
camera which 1s arranged at the same position as the
imaging device 15 1n the marker coordinates system, at least
one of the position and the posture of the objects being
specified 1 accordance with the display reference informa-
tion. Object data for rendering the virtual object 1s acquired
from the object information. "

The virtual object may be
amimated by changing every frame or every several frames.
Animation can be carried out by, for example, changing an
expression ol a character which 1s a virtual object, or by
moving a character. The processing then advances to step
S110.

In step S110, display processing 1s carried out. The
display control unit 26 generates a composite 1mage 1n
which an 1mage of the virtual space 1s superimposed on the
captured 1image, and this composite 1mage 1s output to and
displayed on the display 16.

As stated previously, the processing from step S101 to
step S110 in the flowchart 1s executed for each frame.
Therefore, the processing shown in the flowchart 1s repeated
periodically from step S101, until the AR function 1s termi-
nated (step S111) based on an operation by the user, or the
like.

FI1G. 4 to FIG. 7 show examples of a display screen of the
display 16 1n a case where an AR function 1s presented based
on information processing relating to the present embodi-
ment. The present embodiment 1s described with respect to
an example of a display screen 1n a case where a display
apparatus provided with two display regions 1s used. In the
present embodiment, the display apparatus has an upper
display region and a lower display region which are
arranged one above the other. A composite image generated
by superimposing the image of the virtual space on the
captured 1mage 1s displayed 1n the upper display region, and
a menu for selecting processing that can be executed, by a
user operation, 1s displayed 1n the lower display region. The
display screens shown in FIG. 4 to FIG. 7 are examples of
the implementation of the present disclosure and other
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display modes can be adopted. For example, the composite
image and the menu may be superimposed and displayed 1n
a single display region.

As described previously, the information stored in the
display reference information storage unit 24 1s reset at the
start-up of the AR function, and the display reference
information storage unit 24 does not store display reference
information at the start-up of the AR function. Therelore,
immediately after the AR function of the mformation pro-
cessing apparatus 1 has been started up 1n accordance with
an operation by the user, if the captured image does not
include a marker, then no virtual object 1s arranged 1n the
virtual space and only the captured image obtained by the
imaging device 15 1s displayed on the display 16.

When the marker 3 enters into the imaging range of the
imaging device 15 and the captured image includes a marker
3, then the display reference imnformation updating unit 23
updates the display reference information based on the
marker 3 detected by the feature detection unit 22, and a
virtual object 1s rendered at the position and the posture
corresponding to the marker 3, by the image generation unit

25. Theretfore, a composite 1mage 1 which a virtual object
1s superimposed on the marker 3 1s displayed on the display
16 (see FIG. 4 to FIG. 7).

FIG. 4 and FIG. 5 are diagrams showing examples of a
display screen when one marker has been detected in the
present embodiment. In the example shown in FIG. 4, a
marker 3a attached to a card 2a 1s detected, and in the
example shown 1n FIG. 5, a marker 34 which 1s different to
the marker 3a 1 FIG. 4 (a marker 34 which 1s attached to
a card 2d) 1s detected. Here, as stated previously, when a
marker 3 1s detected, the feature detection unit 22 refers to
the marker information and acquires the marker 1D of the
marker 3. The processing specification unit 27 uses the
marker ID to search for processing information and specifies
the corresponding processing.

In the example shown in FIG. 4, the virtual object
associated with the marker 3a 1s a virtual object of a
character which 1s a friend 1n a game that 1s implemented
using the AR function relating to the present embodiment,
and therefore “greeting” or “qump” 1s acquired as processing
that can be executed 1n relation to the virtual space. More
specifically, the processing specification unit 27 extracts the
processing “greeting” or “qump’” by searching the processing
information and identifying processing for which the con-
dition 1s that the marker ID 1s the marker ID of a friend
character. The “greecting” and “qump” extracted here 1is
processing relating to actions of a virtual object in the virtual
space. The user 1s able to display an animation of the
character 1ssuing a greeting, or jumping, by carrying out an
operation of selecting any of the processing that can be
executed, via the menus.

On the other hand, in the example shown in FIG. §, the
virtual object associated with the marker 34 1s a virtual
object of a character which 1s an enemy in the game, and
therefore “negotiate” and “attack™ are acquired as process-
ing that can be executed 1n relation to the virtual space. More
specifically, the processing specification unit 27 extracts the
processing “negotiate” and “attack™ by searching the pro-
cessing information and identifying processing for which the
condition 1s that the marker ID 1s a marker ID of an enemy
character. The “negotiate” processing extracted here 1s pro-
cessing with respect to a virtual object 1n the virtual space,
and “attack”™ 1s processing with respect to the virtual space
including the virtual object. The user i1s able to carry out a
negotiation or an attack in the development of the game with
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respect to an enemy character, by performing an operation of
selecting any of the processing that can be executed, via the
menus.

Furthermore, in the description given above, the process-
ing that can be executed varies depending on whether the
character relating to the marker 1s a friend or an enemy 1n the
game, but the types of marker are not limited to being
classified as enemy or fnend. For example, even in the case
of a marker relating to an enemy character, 1t 1s possible to
distinguish the type of enemy by the type of marker, and to
specily respectively different attack methods as processing
that can be executed, for each type of enemy. For example,
it 1s possible to present variations whereby, for instance, 1f
a marker of an enemy character which 1s a fighter plane 1s
detected, then “fire machine gun” processing 1s specified
based on the marker ID, and if a marker of an enemy

character which 1s a tank 1s detected, then ‘“fire rocket
launcher” processing is specified based on the marker ID. By
adopting this composition, 1t 1s possible to present the user
with different game play in accordance with the type of
marker. More specifically, according to the wvanation
described above, game play for directly aiming at an enemy
can be presented via a menu which includes “fire machine
oun”’, and game play for aiming at an enemy while predict-
ing a parabola-shaped trajectory can be presented via a menu
which includes “fire rocket launcher”.

FIG. 6 1s a diagram showing one example of a display
screen 1 a case where two markers are detected in the
present embodiment. In the example shown i FIG. 6, the
relationship between the character relating to the marker 3a
and the character relating to the marker 35 1s a friendly
relationship 1n the game which 1s being played by using the
AR function relating to the present embodiment, and there-
fore “greeting’” and “save screen” are acquired as processing
that can be executed in relation to the virtual space. More
specifically, the processing specification unit 27 extracts the
processing “greeting”’ and “save screen” by searching the
processing information and 1dentifying processing for which
the condition 1s that the combination of a plurality of marker
IDs 1s a friendly relationship. The user 1s able to display an
amimation of the characters 1ssuing a greeting, or to save the
displayed image, by performing an operation of selecting the
menus.

According to the example shown 1n FIG. 6, 1t 15 possible
to make the contents of the menu different, depending on the
combination of markers. For example, 1f the relationship
between the characters relating to a plurality of markers 1s an
enemy relationship in the game, then “negotiate” processing
and “attack” processing can be extracted.

Moreover, 1t 1s also possible to set the number of detected
markers as a condition. For example, 11 the condition “the
number of detected markers 1s no less than 3 1s set for the
processing “character of virtual object makes peace sign to
everyone”, then 1t the number of detected markers 1s two,
processing corresponding to the combination of detected
markers 1s specified, but 1t the number of detected markers
1s three or more, then the processing “character of virtual
object makes peace sign to everyone™ 1s specified as pro-
cessing that can be executed.

FIG. 7 1s a diagram showing one example of a display
screen 1 a case where three markers are detected in the
present embodiment. In the example shown i FIG. 7, the
processing for operating the characters relating to the mark-
ers 3a and 35 1s specified 1n accordance with the combina-
tion of markers, and a menu 1s displayed for each marker. In
other words, if there 1s a plurality of combinations of the
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detected markers, then the processing specification unit 27
specifies processing that can be executed in respect of the
combinations of markers.

Here, the processing for operating the characters relating
to the markers 1s specified based on the combination of
markers and the positional relationship with an enemy. More
specifically, the combination of the marker 3a and the
marker 3¢ 1s an enemy relationship, and the positional
relationship between the marker 3a and the marker 3¢ 1s a
positional relationship in which another marker 356 1s
arranged therebetween. Therelfore, the processing specifica-
tion unit 27 extracts, and specifies as processing that can be
executed, the processing (“fire arrow” and “defend”) for
which the conditions are “combination having enemy rela-
tionship” and “other marker present therebetween”, based
on the processing information. On the other hand, the
combination of the marker 36 and the marker 3¢ 1s an enemy
relationship and the positional relationship between the
marker 35 and the marker 3¢ 1s a positional relationship in
which another marker 3 1s not arranged therebetween.
Therefore, the processing specification unit 27 extracts, and
specifles as processing that can be executed, the processing,
(“negotiate”, attack with sword” and “defend”) for which the
conditions are “combination having an enemy relationship™
and “no other marker present therebetween”, based on the
processing mformation.

<Variation of the Embodiment>

In the embodiment described above, the display control
unit 26 causes the display apparatus to display a composite
image 1n which an 1image of a virtual space 1s superimposed
on a captured 1image, whereby the user 1s able to percerve the
image of the virtual space superimposed on a real space.
However, the display control unit 26 1s not limited to a
method which displays a composite image, provided that an
image 1s displayed on the display apparatus in such a manner
that the user perceives an 1mage of the virtual space super-
imposed on the real space. For example, the present disclo-
sure can also be applied to augmented reality technology of
a type which enables a user to perceive an 1mage of a virtual
space superimposed on a real space by projecting an 1image
of a virtual space 1n a user’s field of vision, such as a head-up
display (HUD) or another method which projects an image
of a virtual space onto glasses worn by the user, and so on.

Furthermore, the embodiment described above relates to
an example where a marker coordinates system 1s used as
display reference information, but the display reference
information may be information obtained from the real
space which can be used as a reference for at least one of the
position and the posture of a virtual object 1n a virtual space.
For example, the display reference information may be a
captured 1mage 1itself. If a captured 1mage 1s used as display
reference mformation, then the image generation unit 25
extracts a display reference for the virtual object from a
captured 1mage which 1s stored as the display reference
information, for each image frame.

While certain example systems, method, devices and
apparatuses have been described herein, 1t 1s to be under-
stood that the appended claims are not to be limited to the
systems, methods, devices and apparatuses disclosed, but on
the contrary, are intended to cover various modifications and
equivalent arrangements included within the spirit and scope
of the appended claims.

What 1s claimed 1s:
1. A non-transitory computer-readable storage medium
storing an nformation processing program which, when
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executed by a computer communicably coupled to an 1imag-
ing device, causes the computer to perform operations
comprising;

detecting, based upon mformation including an 1mage of

a real space captured by the imaging device, a marker
arranged 1n the real space;

generating an 1image of a virtual space including a virtual

object arranged based on the detected marker;

causing a display apparatus to display an image in such a

manner that the image of the virtual space 1s superim-
posed on the image of the real space;
storing processing information including processing that
can be executed in relation to the virtual space and a
condition for enabling execution of the processing,
wherein the condition includes at least a combination of
detected markers, and wherein the processing i1s pro-
cessing relating to actions of the virtual object;

searching, when two or more markers are detected by said
detecting, the stored processing information and
extracting processing for which the detected two or
more markers satisiy the stored condition; and

outputting a menu configured for a user to instruct the
extracted processing, in such a manner that the menu
can be operated by the user.
2. The non-transitory computer-readable storage medium
storing an information processing program according to
claim 1,
wherein the computer detects a marker by which at least
one of a type of the marker, a position and a posture
thereol 1n the real space can be identified, and

wherein the computer 1dentifies the processing by using at
least one of the type of the detected marker, the position
and the posture thereof in the real space.

3. The non-transitory computer-readable storage medium
storing an information processing program according to
claim 2, wherein the computer identifies the processing 1n
accordance with at least one of the type of one of the
detected markers the position and the posture thereof.

4. The non-transitory computer-readable storage medium
storing an nformation processing program according to
claim 3, wherein the computer identifies the processing 1n
accordance with at least one of a relationship between types
of a plurality of markers, a relationship between positions
thereof and a relationship between postures between thereot,
of the detected plurality of markers.

5. The non-transitory computer-readable storage medium
storing an information processing program according to
claim 4,

wherein
when there 1s a plurality of markers detected by the

computer, specifying the processing based on a rela-

tionship between the plurality of markers.

6. The non-transitory computer-readable storage medium
storing an nformation processing program according to
claim 1, further causing the computer to perform operations
comprising:

receiving an operation by a user with respect to the menu;

and

executing processing in accordance with the recerved

operation.

7. The non-transitory computer-readable storage medium
storing an information processing program according to
claim 1, wherein the processing 1s at least one of processing
with respect to the virtual object and processing with respect
to the virtual space including the virtual object.

8. The non-transitory computer-readable storage medium
storing an information processing program according to
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claim 1, wherein when there 1s a plurality of combinations
of markers detected by the computer, specilying the pro-
cessing 1n accordance with the combinations.

9. The non-transitory computer-readable storage medium
storing an information processing program according to
claim 1, further causing the computer to perform operations
comprising;

acquiring a captured 1mage captured by an 1maging appa-

ratus,

wherein the computer detects a marker 1n the real space

captured 1n the captured 1mage, based on the captured
1mage.

10. The non-transitory computer-readable storage
medium storing an information processing program accord-
ing to claim 9, wherein the computer enables a user to
percerve an 1mage of the virtual space superimposed on the
real space, by causing the display apparatus to display a
composite image 1n which the image of the virtual space 1s
superimposed on the captured image.

11. The non-transitory computer-readable storage
medium storing an information processing program accord-
ing to claim 1,

wherein the display apparatus has a first display region

and a second display region,

and wherein the computer 1s configured to:

cause the 1image of the virtual space to be displayed 1n
the first display region; and

output the menu so as to be displayed in the second

display region.

12. An information processing apparatus comprising:

an interface connectable to an 1mage capture device; and

at least one processor communicably coupled to the

interface, and configured to perform operations com-
prising;:

detecting, based upon information including an 1mage of

a real space captured by the image capture device, a
marker arranged 1n the real space;

generating an 1mage of a virtual space including a virtual

object arranged based on the detected marker;
causing a display apparatus to display an image in such a
manner that a user perceives the 1mage of the virtual
space superimposed on the image of the real space;

storing processing information including processing that
can be executed 1n relation to the virtual space and a
condition for enabling execution of the processing,
wherein the condition includes at least a combination of
detected markers, and wherein the processing 1s pro-
cessing relating to actions of the virtual object;

searching, when two or more markers 1s detected by said
detecting, the stored processing information and
extracting processing for which the detected two or
more markers satisiy the stored condition;

and

outputting a menu configured for a user to instruct the

extracted processing, 1n such a manner that the menu
can be operated by the user.

13. An mformation processing system comprising:

a component to which a marker 1s attached, a position and

a posture of the marker with respect to an 1maging
apparatus being identifiable when an 1mage of the
marker 1s captured by the imaging apparatus; and

an information processing apparatus,

wherein the information processing apparatus includes at

least one processor configured to perform operations
comprising:
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detecting, based upon mformation including an 1mage of
a real space captured by the i1maging apparatus, a
marker arranged 1n the real space;

generating an 1mage of a virtual space including a virtual
object arranged based on the detected marker;
causing a display apparatus to display an 1image 1n such a
manner that a user perceives the 1mage of the virtual
space superimposed on the image of the real space;
storing processing information including processing that
can be executed 1n relation to the virtual space and a
condition for enabling execution of the processing,
wherein the condition includes at least a combination of
detected markers, and wherein the processing 1s pro-
cessing relating to actions of the virtual object;
searching, when two or more markers 1s detected by said
detecting, the stored processing information and
extracting processing for which the detected two or
more markers satisty the stored condition; and
outputting a menu configured for a user to instruct the
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extracted processing, 1n such a manner that the menu »g

can be operated by the user.
14. An information processing method for causing a

computer to execute:

16

detecting, in an i1mage of a real space captured by an
imaging device, a marker arranged 1n the real space;

generating an 1mage of a virtual space including a virtual
object arranged based on the detected marker;

causing a display apparatus to display an 1image in such a
manner that a user perceives the image of the virtual
space superimposed on the image of the real space;

storing processing information including processing that
can be executed 1n relation to the virtual space and a
condition for enabling execution; of the processing,
wherein the condition includes at least a combination of
detected markers, and wherein the processing 1s pro-
cessing relating to actions of the virtual object;

searching, when two or more markers 1s detected by said
detecting, the stored processing information and
extracting processing for which the detected two or
more markers satisiy the stored condition;

and

outputting a menu configured for a user to instruct the
extracted processing, 1n such a manner that the menu
can be operated by the user.
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