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(57) ABSTRACT

A failure detecting apparatus has a storage unit that stores
patterns, indicating occurrences ol failures, of messages.
The failure detecting apparatus executes a process that
includes i1dentifying, when a new message 1s output from a
target to be monitored, a message to be replaced, which 1s
output from the target to be momtored before the output of
the new message and 1s not output from the target to be
monitored after the output of the new message, extracting a
pattern including the message to be replaced from the
storage unit, registering a pattern resulting from substitution
of the message to be replaced included i the extracted
pattern 1n the storage unit with the new message, and
detecting whether or not messages output from the target to
be momitored include any of the patterns stored 1n the storage
unit.
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FAILURE DETECTING APPARATUS AND

FAILURE DETECTING METHOD USING

PATTERNS INDICATING OCCURRENCES
OF FAILURES

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of International Appli-
cation No. PCT/JP2012/070271, filed on Aug. 8, 2012, the

entire contents of which are incorporated herein by refer-
ence.

FIELD

The embodiments discussed herein are directed to a

tailure detecting apparatus, a failure detecting program, and
a Tailure detecting method.

BACKGROUND

Techniques for detecting statuses of computers based on
messages output from the computers have been known (see,
for example, Japanese Laid-open Patent Publication No.
2008-225912). For example, when a failure occurs in a
computer, a particular combination of messages may be
output. A managing apparatus momtors whether or not
messages output from a computer to be monitored include a
pattern of messages indicating an occurrence of a failure to
detect the occurrence of the failure. This pattern 1s a com-
bination of messages that occur when the failure occurs and
1s stored in the managing apparatus 1in advance.

The messages output by the computer may be changed by
a change in configuration, for example, by a soltware
version upgrade. If the messages output from the computer
are changed as mentioned, the managing apparatus 1s unable
to recognize the change in the messages. Therefore, the
managing apparatus 1s unable to detect the occurrence of the

tailure from the changed messages.

SUMMARY

According to an aspect of an embodiment, a failure
detecting apparatus includes: a processor that executes a
process 1ncluding: identifying, when a new message 1s
output from a target to be monitored, a message to be
replaced, which 1s output from the target to be monitored
betore the output of the new message and 1s not output from
the target to be monitored after the output of the new
message; extracting a pattern including the message to be
replaced, from patterns of messages stored 1n a storage unit,
the patterns indicating occurrences of failures, and register-
ing, 1n the storage umit, a pattern resulting from substitution
of the message to be replaced included in the extracted
pattern with the new message; and detecting whether or not
messages output from the target to be monitored include any
of the patterns stored 1n the storage unit.

The object and advantages of the mmvention will be
realized and attained by means of the elements and combi-
nations particularly pointed out in the claims.

It 1s to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the inven-
tion, as claimed.

BRIEF DESCRIPTION OF DRAWINGS

FI1G. 1 1s a diagram 1illustrating an example of a functional
configuration of a managing apparatus;
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2

FIG. 2 1s a diagram schematically 1illustrating a configu-
ration of a message log;

FIG. 3 1s a diagram illustrating an example of a data
configuration of a message information table;

FIG. 4 1s a diagram illustrating an example of a data
configuration of a pattern table;

FIG. 5 1s a diagram 1llustrating an example of messages
occurring 1n five minutes around an occurrence of each of
messages “Q”, “Y”, and “Z”;

FIG. 6 1s a diagram 1illustrating an example of vectors
“v”, and *“z”;

FIG. 7 1s a diagram 1llustrating an example of registering
a new pattern 1n the pattern table;

FIG. 8 1s a diagram illustrating another example of
registering a new pattern in the pattern table;

FIG. 9 1s a diagram illustrating an example of a case
where messages have changed;

FIG. 10 1s a diagram 1llustrating an example of a notifi-
cation;

FIG. 11 1s a diagram illustrating an example of deleting
data from the pattern table;

FIG. 12 1s a diagram illustrating another example of
deleting data from the pattern table;

FIG. 13 1s a flow chart illustrating a procedure of an
updating process;

FIG. 14 1s a flow chart illustrating a procedure of an
identifying process;

FIG. 15 1s a flow chart illustrating a procedure of a
registering process;

FIG. 16 1s a flow chart illustrating a procedure of a
detecting process;

FIG. 17 1s a tlow chart illustrating a procedure of a
deleting process; and

FIG. 18 1s a diagram 1illustrating a computer that executes
a failure detecting program.

LY

q .

DESCRIPTION OF EMBODIMENTS

Preferred embodiments of the present invention will be
explained with reference to accompanying drawings. The
respective embodiments may be combined with one another
as appropriate, so long as no contradiction arises in the
processed contents.

[a] First Embodiment

A first embodiment will be described. In the first embodi-
ment, a case, where a managing apparatus, which monitors
messages output from each device 1n a network system, 1s
used as an example of a failure detecting apparatus, will be
described.

FIG. 1 1s a diagram 1llustrating an example of a functional
configuration of the managing apparatus. As illustrated 1n
FIG. 1, a managing apparatus 10 has a communication
interface (I/F) unmit 20, a storage unit 21, and a control unit
22.

The communication I/'F unit 20 1s an interface that con-
trols communication with another device via a data trans-
mission path, such as a network, which 1s not illustrated in
the figure. To the network, another device, for example, a
device to be monitored by the managing apparatus 10, 1s
communicatably connected. The device to be monitored
outputs, to the managing apparatus 10, various messages
related to processes that have been executed. For example,
the device to be monitored outputs, when an abnormality
occurs 1n an application or the like, a message related to the
abnormality. The communication I/F unit 20 receives, via
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the network, the messages from the device to be monitored.
As the communication I/F unit 20, a network interface card,
such as a LAN card, may be used.

The storage unit 21 1s a storage device, which may be: a
semiconductor memory element, such as a flash memory; a
hard disk; an optical disk; or the like. The storage unit 21 1s
not limited to the storage device of the above type, and may
be a random access memory (RAM), or a read only memory
(ROM).

The storage unit 21 stores therein an operating system
(OS) executed by the control unit 22 and various programs
used 1n detection of a failure 1n the device to be monitored.
Further, the storage unit 21 stores therein various data used
in the programs executed by the control unit 22. For
example, the storage unit 21 stores therein a message log 30,
a message iformation table 31, and a pattern table 32.

The message log 30 1s data storing therein messages
received from the device to be monitored. For example, in
the message log 30, the messages transmitted from the
device to be monitored and received by the communication
I/F unit 20 are stored by a later described storing unit 40 1n
the received order. In another example, the message log 30
1s referred to by later described updating unit 41 and
identifying unit 42, for detection of a failure.

FIG. 2 1s a diagram schematically illustrating a configu-
ration of the message log. The horizontal axis 1n FIG. 2
represents passage of time and respective numerical values
indicate time. In the example of FIG. 2, the various mes-
sages stored are represented respectively by upper case
alphabets. For example, the example of FIG. 2 illustrates
that messages, “Y”, “B”, “P”, “C”, . . ., have been recerved
over time.

The message nformation table 31 1s a table storing
therein various information related to the messages that have
occurred. For example, 1n the message information table 31,
data are registered and updated by the later described
updating umt 41. In another example, the message informa-
tion table 31 1s referred to by the later described identifying,
unit 42 for identification of a new message that has newly
occurred.

FIG. 3 1s a diagram 1illustrating an example of a data
configuration of the message information table. As 1llus-
trated 1n FIG. 3, the message information table 31 has
therein respective items, which are “Message”, “Time of
Start of Occurrence”, “Time of Last Occurrence”, and
“Average Occurrence Interval”. The 1item, “Message”, 1s an
area storing therein identification information identifying a
message. This identification information may be data of the
message themselves or information uniquely 1dentitying the
message by a number, letters, or the like. The item, “Time
of Start of Occurrence”, 1s an area storing therein a time at
which the message started occurring. The 1tem, “Time of
Last Occurrence”, 1s an area storing therein a time at which
the message last occurred. The item, “Average Occurrence
Interval”, 1s an area storing therein an average interval of
occurrences of the message.

The example of FIG. 3 illustrates that a message, “Q”,
started occurring four hours ago, occurred last four hours
ago, and has an average occurrence interval of four hours.
Further, the example illustrates that a message, “Z”, started
occurring twelve hours ago, occurred last s1x hours ago, and
has an average occurrence interval of eight hours.

The pattern table 32 1s a table storing therein a pattern of
messages, the pattern indicating an occurrence of a failure.
In the pattern table 32, a pattern of messages, which occur
when a failure occurs, 1s registered from a log or the like of
past occurrences of failures. For example, 1in the pattern
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4

table 32, the number of occurrences and the number of
failures are updated by the later described updating unit 41.
In another example, the pattern table 32 1s referred to and
updated by the later described registering unit 43 when a
pattern 1s generated. In yet another example, the pattern
table 32 1s referred to by a later described detecting unit 44
when a pattern 1s detected.

FIG. 4 1s a diagram 1illustrating an example of a data
configuration of the pattern table. As illustrated in FIG. 4,
the pattern table 32 has respective items, which are “No.”,
“Pattern”, “Number of Occurrences (Actual Measurement)”,
“Number of Failures (Actual Measurement)”, “Number of
Occurrences (Copy)”, “Number of Failures (Copy)”, and
“Former No.”. The item, “No.”, 1s an area for storing
identification information identifying a pattern. To the pat-
terns, 1dentification numbers respectively identifying the
patterns are given. In the item, “No.”, the identification
numbers given to the patterns are stored. The i1tem, “Pat-
tern”, 1s an area storing therein a combination of messages
regarded as a pattern. In the item, “Pattern”, information
indicating a combination of messages that occur when a
tailure occurs 1s stored, from the log or the like of the past
occurrences of failures. The item, “Number of Occurrences
(Actual Measurement)”, 1s an area storing therein the num-
ber of times the messages of the pattern have occurred. The
item, “Number of Failures (Actual Measurement)”, 1s an
arca storing therein the number of times the failure has
occurred upon occurrence of the messages of the pattern.
The 1tem, “Number of Occurrences (Copy)”, 1s an area for
storing therein the number of times a former pattern before
substitution has occurred when a pattern substituted with a
new message 1s registered by the later described registering
unit 43. The item, “Number of Failures (Copy)”, 1s an area
storing therein the number of failures for the former pattern
betore the substitution when the pattern substituted with the
new message 1s registered by the later described registering,
unit 43. The 1tem, “Former No.”, 1s an area storing therein
an 1dentification number of the former pattern before the
substitution. If a former pattern before substitution exists, an
identification number of the former pattern before the sub-
stitution 1s stored in the 1item, “Former No.”, which 1s blank
if no former pattern before substitution exists.

The example of FIG. 4 illustrates that the pattern num-
bered “1” 1s a combination of messages, “A”, “B”, “C”, “X”,
and “Y”. Further, the example 1llustrates that for the pattern
numbered “17, the actually measured number of occurrences
1s <1007, the actually measured number of failures 1s “907,
the copied number of occurrences 1s “0”, and the copied
number of failures 1s “0”. Furthermore, the example illus-
trates, for the pattern numbered “17, that the item, “Former
No.”, 1s blank and that no former pattern before substitution
exi1sts.

Returning to FIG. 1, the control umt 22 has an internal
memory for storing therein programs and control data,
which prescribe various procedures, and the control unit 22
executes various processes by them. The control unit 22 1s:
an integrated circuit, such as an application specific inte-
grated circuit (ASIC) or a field programmable gate array
(FPGA); or an electronic circuit, such as a central processing
unit (CPU) or a micro processing unit (MPU). The control
unit 22 functions as various processing units by operations
of the various programs. For example, the control unit 22 has
the storing unit 40, the updating unit 41, the 1identitying unit
42, the registering unit 43, the detecting unit 44, a notifying
unit 45, and a deleting unit 46.

The storing unit 40 1s a processing unit that stores various
data 1n the storage unit 21. The storing unit 40 stores
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received messages 1n the message log 30. For example, the
storing unit 40 receives the messages received by the
communication I/F unit 20 and collects the recerved mes-
sages. The storing unit 40 then adds and stores, as a
generation history of messages, the collected messages and
their received dates and times 1n association with each other,
into the message log 30.

The updating unit 41 1s a processing unit that updates
various data. The updating unit 41 updates the pattern table
32. For example, the updating unit 41 sequentially reads
messages from the message log 30 at predetermined timings.
If any of the patterns that have been registered 1n the pattern
table 32 occurs 1n the message log 30, the updating unit 41
then counts up the value of “Number of Occurrences (Actual
Measurement)” of the pattern that has occurred 1n the pattern
table 32. Further, 1f a failure had occurred at the date and
time at which any of the patterns occurred, the updating unit
41 counts up the value of “Number of Failures (Actual
Measurement)” of the pattern that has occurred 1n the pattern
table 32. The predetermined timings may be at predeter-
mined intervals like daily or monthly timings, or at timings
when an administrator or the like instructs updating. Further,
whether or not a failure had occurred at a date and time when
the messages of the pattern were recorded may be deter-
mined from the messages stored in the message log 30.
Further, whether or not a failure had occurred at a date and
time when the messages of the pattern were recorded may be
determined from separate data by storing, as the separate
data, a time period during which the failure was occurring 1n
the device to be monitored.

Further, the updating unit 41 updates the message nfor-
mation table 31. For example, the updating unit 41 finds,
based on a received date and time of each message stored in
the message log 30, the time of start of occurrence, the time
of last occurrence, and the average occurrence interval for
cach type of the messages. For a message already registered
in the message information table 31, the updating unit 41
updates “Time of Last Occurrence” and “Average Occur-
rence Interval” of that message. Further, for a message not
registered 1n the message information table 31 yet, the
updating umt 41 registers “Time of Start of Occurrence”,
“Time of Last Occurrence”, and “Average Occurrence Inter-
val” of that message.

The 1dentifying unit 42 1s a processing unit that performs
various 1dentifications. The identifying unit 42 identifies,
based on “Time of Start of Occurrence” stored in the
message mformation table 31, a new message that has newly
occurred. For example, the identifying unit 42 1dentifies a
message, which started occurring at a date and time that 1s
within a predetermined time period from the present, as a
new message. Or, the identifying unit 42 identifies a mes-
sage, which has started occurring at a date and time that 1s
at or after a date and time at which the message information
table 31 was last updated, as a new message.

If a new message has been 1dentified, the identifying unait
42 1dentifies a message to be replaced, which had been
output from the target to be monitored belfore the output of
the new message and has not been output from the target to
be monitored since the output of the new message. For
example, the identifying unit 42 identifies a message to be
replaced, based on an average occurrence interval and a time
pertod from the last occurrence for each message. For
example, the 1dentifying unit 42 identifies, as a message to
be replaced, a message, which has last occurred before the
occurrence of the new message and for which a time period
from the last occurrence i1s equal to or greater than a
predetermined multiple of its average occurrence interval.
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This predetermined multiple may be any multiple as long as
the multiple 1s greater than the average occurrence interval
multiplied by one. For the predetermined multiple, the
greater the multiplier 1s, the more accurately the message no
longer occurring will be able to be 1dentified, but the longer
the time period taken for the message no longer occurring to
be 1dentifiable will be. The predetermined multiple may be
variable. I the variance of the occurrence interval of the
message 1s large, the multiplier may be increased and 11 the
variance 1s small, the multiplier may be decreased. In this
embodiment, the predetermined multiple may be, for
example, twice the average occurrence interval.

The 1dentifying umt 42 identifies, based on the message
log 30, for the message to be replaced and the new message,
other messages that occur around their occurrences, respec-
tively. For example, the identifying unit 42 identifies, for
cach of the message to be replaced and the new message,
messages that occur during a predetermined period around
its occurrence. This predetermined period may be deter-
mined according to a period during which the respective
messages ol the pattern stored in the pattern table 32 are
output. For example, if respective messages ol a particular
pattern 1ndicating an occurrence of a failure are output in
five minutes when a failure occurs, the predetermined period
1s set to five minutes. In this embodiment, the predetermined
period 1s, for example, five minutes.

The 1dentifying unit 42 then finds a similarity between the
messages that occur around the occurrence of the message to
be replaced and the messages that occur around the occur-
rence of the new message, and 1dentifies the message to be
replaced having a high similanty.

For example, for the case of the states illustrated 1n FIG.
2 and FIG. 3, the 1identifying unit 42 identifies the messages,
“QQ” and “Z”, as new messages. Further, the identifying unit
42 1dentifies the message, “Y ™, as a message to be replaced,
because the message, “Y”, occurred before the occurrences
of the new messages, “Q” and “Z”, and the period from 1ts
last occurrence 1s equal to or greater than twice its average
occurrence interval.

In this embodiment, since two new messages, which are
the messages, “Q” and “Z”, are available, two cases, which
are a case where the message, “Y”’, has changed to the
message, “QQ”, and a case where the message, “Y”, has
changed to the message, “Z”, are possible.

The 1dentifying unit 42 identifies, based on the message
log 30, messages that occur during the five minutes around
the occurrence of each of the messages, “Q”, “Y”, and “Z”.
FIG. 5 15 a diagram 1illustrating an example of the messages
occurring in the five minutes around the occurrence of each
of the messages, “Q”, “Y”, and “Z”. The example of FIG. 5
illustrates that the messages output around the message,
“Y, are [A, B, Y], [B, C, Y], and [A, C, Y]. Further, the
example 1llustrates that the messages output around the
message, “Z”, are [A, B, Z] and [A, P, Z]. Furthermore, the
example 1illustrates that the messages output around the
message, “Q”, are [C, Q, P] and [P, Q, B].

The 1dentifying unit 42 counts the number of occurrences
of each of the other messages output therearound, for each
of the messages, “Q”, “Y”, and “Z”. For the messages, “Q”,
“Y”, and “Z”, the 1identifying unit 42 then finds a similarity
between the message to be replaced and the new message by
using a calculation method of regarding the numbers of
occurrences ol the respective messages as elements of a
vector and finding a similarity between vectors.

For example, if 26 types, “A” to “Z”, of messages occur,
the identifying unit 42 associates the messages, “A” to “Z”,
with the elements (A, B, C, . . ., Z) of the vector and as
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illustrated 1n FIG. 6, finds vectors, “q”, “y”, and “z”, having
the number of occurrences of each message as a value of an
clement thereotf. FIG. 6 1s a diagram 1illustrating an example
of the vectors, “q”, “y”, and “z”. As 1illustrated 1n FIG. 6,
around the message, “Y”, the message, “A”, occurs twice,

the message, “B”, occurs twice, and the message, “C”,
occurs twice. Thus, 1n the vector, “y”, the values of the
clements corresponding to the messages, “A”, “B”, and “C”,
are “2”. Further, around the message, “Z”, the message, “A”,
occurs twice, the message, “B”, occurs once, and the mes-
sage, “P”, occurs once. Thus, 1n the vector “z”, the value of
the element corresponding to the message, “A”, 1s 27, and
the values of the elements corresponding to the messages,
“B” and “P”, are “1”. Further, around the message “Q”, the
message, “B”, occurs once, the message, “C”, occurs once,
and the message, “P”, occurs twice. Thus, 1n the vector, “q”,
the values of the elements corresponding to the messages,
“B” and “C”, are “1” and the value of the element corre-
sponding to the message, “P”, 1s “2”.

The 1dentifying unit 42 finds a similarity between the
message, Y, and message, “Q”, and a similarity between
the message, “Y ", and message, “Z”’, by using calculation of
finding a similarity (X, y) between a vector, “x”, and a vector,

“y”, which 1s expressed by the following Equation (1).

(1)

For example, from Equation (1), a smmilarity (y, q)
between the vector, “y”, and vector, “q”, 1s calculated as
expressed by the following Equation (2). Thus, the similarity

between the message, “Y”, and the message, “Q”, 1s found
to be “0.4714”.

Similarity (x,y)=xv/(Ix|x[y])

4 2 (2)
— — =04714
273 V6

342

Similarity(y, g) =

Similarly, from Equation (1), a similarity (y, z) between

the vector, “y”, and vector, “z”, 1s calculated, as expressed

by the following Equation (3). Thus the similarity between

the message, “Y”, and the message, “Z”, 1s found to be
“0.7071.

N 6 1 (3)
Similarity(y, z) = = — =0.7071

W3VE V2

The 1dentitying unit 42 identifies a combination of mes-
sages having a similarity greater than a predetermined
threshold value and having the greatest similarity. This
threshold value may be set at an appropriate value at which
the message 1s regarded as having changed. In this embodi-
ment, the threshold value 1s, for example, “0.5”.

The 1dentifying unit 42 then determines that messages
have changed between the messages of the 1dentified com-
bination. For example, the similanty between the message,
“Y”, and the message, “Z”, 1s larger than the similarity
between the message, “Y”, and the message, “Q”, and the
similarity 1s larger than “0.5”. Thus, the identifying unit 42
identifies the message to be replaced with the new message,
“Y”, to be the message, “Z”. I the greatest similarity 1s
equal to or less than the threshold value, the identifying unit
42 1dentifies the replacement target to be none.

Returming to FIG. 1, the registering unit 43 1s a processing,
unit that performs registration of a new pattern. If a message
to be replaced 1s 1dentified by the i1dentifying unit 42, the
registering unit 43 extracts, from the pattern table 32, a
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pattern including the message to be replaced identified by
the 1dentifying unit 42. The registering unit 43 then gener-
ates a pattern resulting from substitution of the message to
be replaced included in the extracted pattern with the new
message. The registering unit 43 registers the generated
pattern in the pattern table 32. When registering the gener-
ated pattern in the pattern table 32, the registering unit 43
stores, 1n the item, “Former No.”, the value in the item,
“No.”, of the pattern that 1s a former of the registered pattern.

Further, 11 the extracted pattern does not include any other
new message, the registering unit 43 respectively copies the
values of “Number of Occurrences (Actual Measurement)”
and “Number of Failures (Actual Measurement)” of the
extracted pattern mto “Number of Occurrences (Copy)” and
“Number of Failures (Copy)” of the pattern to be registered.
On the contrary, if the extracted pattern includes another
new message, the registering unit 43 respectively copies the
values of “Number of Occurrences (Copy)” and “Number of
Failures (Copy)” of the extracted pattern into “Number of
Occurrences (Copy)” and “Number of Failures (Copy)” of
the pattern to be registered.

FIG. 7 1s a diagram 1llustrating an example of registering,
a new pattern 1n the pattern table. The example of FIG. 7
illustrates a case where the message to be replaced with the
new message, “Z”°, has been 1dentified to be the message,
“Y”. In the example of FIG. 7, patterns numbered 7 to “9”,
resulting from substitution of the message, “Y”, included in
the patterns numbered “1” to “3” with the message, “Z”, are
registered in the pattern table 32. Further, the patterns
numbered “1”” to “3” do not include any other new message.
Thus, 1n the example of FIG. 7, the values of “Number of
Occurrences (Actual Measurement)” and “Number of Fail-
ures (Actual Measurement)” of the patterns numbered “1” to
“3” are copied mnto “Numbers of Occurrences (Copy)” and
“Numbers of Failures (Copy™) of the patterns numbered “7”
to <97,

FIG. 8 1s a diagram 1illustrating another example of
registering a new pattern in the pattern table. The example
of FIG. 8 1llustrates a case where the message to be replaced
with the new message, “Z”, has been identified to be the
message, “Y ", and a message to be replaced with a new
message, “G”, has been 1dentified to be the message, “C”. In
the example of FIG. 8, similarly to FIG. 7, the patterns
numbered “7” to “9”, resulting from substitution of the
message, <Y, included 1n the patterns numbered “1” to “3”
with the message, “Z”, are registered in the pattern table 32.
Further, 1n the example of FIG. 8, patterns numbered “10”
to “157, resulting from substitution of the message, “C”,
included in the patterns numbered “1”” to *“3” and 77 to “9”
with the message, “G”, are registered 1n the pattern table 32.
The patterns numbered “7” to “9” include the message, “Z”,
which 1s another new message. Thus, 1n the example of FIG.
8, the values in “Number of Occurrences (Copy)” and
“Number of Failures (Copy)” of the patterns numbered “7”
to “9” are respectively copied 1nto “Number of Occurrences
(Copy)” and “Number of Failures (Copy)” of the patterns
numbered “10” to “12”. However, the patterns numbered
“1” to “3” do not 1include any other new message. Thus, 1n
the example of FIG. 8, the values 1n “Number of Occur-
rences (Copy)” and “Number of Failures (Copy)” of the
patterns numbered “1” to “3” are respectively copied nto
“Number of Occurrences (Copy)” and “Number of Failures
(Copy)” of the patterns numbered “13” to “15”.

Returning to FIG. 1, the detecting unit 44 1s a processing,
unmit that detects a pattern from recerved messages. The
detecting unit 44 detects whether or not the recerved mes-
sages 1nclude any of the patterns stored 1n the pattern table
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32. For example, when a message 1s received, the detecting
unit 44 extracts messages that have been generated within a
predetermined period from the present time point, from the
message log 30. This predetermined period may be deter-
mined, as described above, according to a period during
which the respective messages of a pattern stored in the
pattern table 32 are output. In this embodiment, the prede-
termined period 1s, for example, five minutes.

The detecting unit 44 then sequentially reads the patterns
stored 1n the pattern table 32 and determines whether or not
all of the messages of the read pattern are included in the
messages generated within the predetermined period. The
order of messages output from a target to be monitored
sometimes changes depending on the order in which the
messages are processed in the target to be monitored. Thus,
the detecting unit 44 determines whether or not all of the
messages ol the pattern have been received 1n the predeter-
mined period by determining whether or not all of the
messages of the pattern are included in the recerved mes-
sages and extracted messages, without assessing the order of
the messages.

For example, even 1f a message output from a target to be
monitored 1s changed by a change 1n a configuration of the
target to be monitored, a pattern including the changed
message 1s registered 1n the pattern table 32. As a result, the
managing apparatus 10 1s able to detect an occurrence of a
fallure even if a message output from a target to be moni-
tored 1s changed.

FIG. 9 1s a diagram 1illustrating an example of a case
where a message has changed. The example of FIG. 9
illustrates a case where the message, Y, output from a
target to be monitored 1s changed to the message, “Z”. In this
case also, as 1llustrated 1n FIG. 7 and FIG. 8, a pattern
including the messages “A”, “B”, “C”, “X”, and “Z” 1s
registered and thus the detecting unit 44 1s able to detect the
pattern including the messages “A”, “B”, “C”, “X”, and “Z”.

Returming to FIG. 1, the notitying unit 45 1s a processing,
unit that performs various notifications. The notifying unit
45 performs a notification when any of the patterns 1is
detected by the detecting unit 44 from the recerved mes-
sages. For example, the notifying unit 45 reads the item,
“Source No.”, of the detected pattern from the pattern table
32. The 1tem, “Source No.”, has a value stored therein 1f the
detected pattern 1s a pattern, which has been subjected to
substitution of messages, and 1s blank if the detected pattern
1s a pattern, which has not been subjected to substitution of
messages. If the item, “Source No.”, 1s blank, the notifying
unit 45 respectively reads values of “Number of Occurrence
(Actual Measurement)” and “Number of Failures (Actual
Measurement)” of the detected pattern from the pattern table
32, and divides the number of failures by the number of
occurrences to calculate a probability of occurrence of
tailure. On the contrary, if a numerical value is stored 1n the
item, “Source No.”, the notitying unit 45 reads “Number of
Occurrence (Copy)” and “Number of Failures (Copy)” of
the detected pattern from the pattern table 32, and divides
the number of failures by the number of occurrences to
calculate a probability of occurrence of failure. The notity-
ing unit 45 then notifies the calculated probability of occur-
rence of failure to an administrator or the like.

FIG. 10 1s a diagram illustrating an example of a notifi-
cation. The example of FIG. 10 illustrates an example of
performing notification by a mail to an administrator. In the
example of FIG. 10, a probability of occurrence of failure 1s
mentioned. Further, in the example of FIG. 10, a failure type
indicating what type of failure occurs from the detected
pattern and a predicted time at which the failure 1s predicted
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to occur are also mentioned. The failure type 1s able to be
identified by, for example, registering 1n advance a failure
type correspondingly with each pattern 1n the pattern table
32. Further, the predicted time 1s able to be identified by, for
example, registering 1n advance how much later a failure
occurs and an occurrence period of the failure, correspond-
ingly with each pattern in the pattern table 32.

Returning to FIG. 1, the deleting unit 46 1s a processing,
unit that deletes various data. For each pattern registered in
the pattern table 32, i1f the actually measured number of
occurrences thereol becomes equal to or greater than a
predetermined number, the deleting umt 46 divides the
actually measured number of failures by the actually mea-
sured number of occurrences to calculate an actually mea-
sured probability of occurrence of failure. Further, the
deleting unit 46 divides the copied number of failures by the
copied number of occurrences to calculate a copied prob-
ability of occurrence of failure. If the actually measured
probability of occurrence of failure 1s less than the copied
probability of occurrence of failure by a predetermined
value or more, the deleting unit 46 deletes, from the pattern
table 32, any pattern that has been subjected to substitution
with the same message as the pattern with the copied
probability of occurrence of failure less by the predeter-
mined value or more. On the contrary, i1t the actually
measured probability of occurrence of failure 1s not less than
the copied probability of occurrence of failure by the pre-
determined value or more, the deleting unit 46 deletes values
in the items, “Number of Occurrences (Copy)”, “Number of
Failures (Copy)”, and “Source No.” of the registered pattern.
The above predetermined number may be determined
according to an allowable error for a calculated probabaility
ol occurrence of failure. In this embodiment, the predeter-
mined number 1s, for example, five [times]. Further, the
above predetermined value may be set to an approprate
value allowing the failure occurrence probabilities to be
regarded as being different. In this embodiment, the prede-
termined value 1s, for example, 20%.

FIG. 11 1s a diagram illustrating an example of deleting
data from the pattern table. In the example of FIG. 11, an
actually measured probability of occurrence of failure of the
pattern numbered “7” 1s “4/5=80%" and its copied prob-
ability of occurrence of failure 1s “90/100=90%". In this
case, the deleting unit 46 deletes the values in the items,
“Number of Occurrences (Copy)”, “Number of Failures
(Copy)”, and “Source No.” of the pattern numbered “7”. As
a result, the pattern numbered *“7” 1s no longer regarded as
a pattern rewritten and registered and becomes equivalent to
a pattern that has been registered in advance.

FIG. 12 1s a diagram illustrating another example of
deleting data from the pattern table. In the example of FIG.
12, an actually measured probability of occurrence of failure
of the pattern numbered 77 1s “0/5=0%" and 1ts copied
probability of occurrence of failure 1s “90/100=90%". In this
case, the deleting unit 46 deletes the patterns numbered “7”
to “9” from the pattern table 32. As a result, notification of
failures for the patterns numbered “7” to “9” will no longer
be performed.

Next, a flow of an updating process of updating, based on
the message log 30, the pattern table 32 and the message
information table 31, by the managing apparatus 10 accord-
ing to this embodiment, will be described. FIG. 13 1s a tlow
chart illustrating a procedure of the updating process. This
updating process 1s executed at predetermined timings, for
example, at predetermined 1ntervals, such as at certain dates
and times.
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As 1llustrated 1in FIG. 13, the updating unit 41 reads the
messages from the message log 30 in order from that having
the eldest receiving date and time (step S10). The updating
unit 41 determines, as a result of the reading, whether or not
the terminal of the message log 30 has been reached (step
S11).

If the terminal of the message log 30 has not been reached
(step S11: No), the updating unit 41 determines whether or
not a read message has been registered in the message
information table 31 (step S12). If not registered in the
message mformation table 31 (step S12: No), the updating
unit 41 registers the read message 1n the message iforma-
tion table 31 by setting the recerved date and time of the read
message 1n the items, “Iime of Start of Occurrence” and
“Time of Last Occurrence” (step S13). On the contrary, if

registered 1n the message information table 31 (step S12:
Yes), the updating unit 41 finds an occurrence interval from
the time of last occurrence of the read message stored 1n the
message information table 31 and the receirved date and time
of the read message (step S14). The updating unit 41 then
updates the time of last occurrence of the read message in
the message information table 31 to the received date and
time (step S15).

The updating unit 41 determines whether or not any of the
patterns registered 1n the pattern table 32 has occurred 1n the
messages received 1n the predetermined period including the
read message (step S16). If any of the patterns has occurred
(step S16: Yes), the updating unit 41 increments the value of
“Number of Occurrences (Actual Measurement)” of the
occurring pattern stored in the pattern table 32, by one (step
S17). The updating unit 41 then determines whether or not
a Tailure was occurring at the date and time when the pattern
occurred (step S18). If a failure was occurring (step S18:
Yes), the updating unit 41 increments the value of “Number
of Failures (Actual Measurement)” of the occurring pattern
stored 1n the pattern table 32 by one (step S19), and proceeds
to above described step S10.

On the contrary, 1f none of the patterns has occurred (step
S16: No) and a failure has not occurred (step S18: No),
above described step S10 1s performed.

If the terminal of the message log 30 has been reached
(step S11: Yes), an average occurrence interval for each
message 1s found, the average occurrence interval of each
message 1n the message information table 31 1s updated
(step S20), and the process 1s ended.

Next, a flow of an 1dentifying process of identifying a new

message and a message to be replaced, by the managing
apparatus 10 according to this embodiment, will be
described. FIG. 14 1s a tlow chart illustrating a procedure of
the 1dentifying process. This 1identifying process 1s executed
at a predetermined timing, for example, at a timing at which
the above described updating process 1s ended.

As 1llustrated 1n FIG. 14, the 1identifying unit 42 identifies,
based on “Time of Start of Occurrence” stored in the
message information table 31, a new message that has newly
occurred (step S30). The 1dentifying unit 42 then identifies
a message to be replaced, which had been output from a
target to be monitored before the output of the new message
and has not been output from the target to be monitored
since the output of the new message (step S31).

The i1dentitying unit 42 identifies other messages that
occur around each of the message to be replaced and the new
message (step S32). By respectively regarding the message
to be replaced and the new message as vectors, the 1denti-
tying unit 42 then finds a similarity therebetween (step S33).
The 1dentifying unit 42 then identifies, based on the found
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similarity, a combination of the new message for replace-
ment and the message to be replaced (step S34), and ends the
pProcess.

Next, a flow of a registering process of registering a new
pattern 1n the pattern table 32, by the managing apparatus 10
according to this embodiment, will be described. FIG. 135 1s
a flow chart illustrating a procedure of the registering
process. This registering process 1s executed at a predeter-
mined timing, for example, at a timing at which the above
described identifying process 1s ended.

As 1illustrated 1 FIG. 15, the registering unit 43 deter-
mines whether or not all of the combinations identified by
the identitying process have been processed (step S40). It all
of the combinations have been processed (step S40: Yes), the
process 1s ended.

On the contrary, 11 all of the combinations have not been
processed (step S40: No), the registering unit 43 selects any
of combinations that have not been selected yet (step S41).
The registering unit 43 extracts any pattern, which includes
the message to be replaced of the selected combination, from
the pattern table 32 (step S42). The registering unit 43 then
generates a pattern resulting from substitution of the mes-
sage to be replaced included 1n the extracted pattern with the
new message (step S43).

The registering umt 43 determines whether or not the
extracted pattern includes any other new message (step S44).
If any other new message 1s not included (step S44: No), the
registering unit 43 registers the pattern 1n the pattern table 32
by performing a process like the following (step S45) and
proceeds to step S40. Specifically, the registering unit 43
copies the values of “Number of Occurrences (Actual Mea-
surement)” and “Number of Failures (Actual Measure-
ment)” of the extracted pattern into “Number of Occurrences
(Copy)” and “Number of Failures (Copy)” and registers the
generated pattern 1n the pattern table 32.

On the contrary, if another new message 1s included (step
S44: Yes), the registering unit 43 registers the pattern 1n the
pattern table 32 by performing a process like the following
(step S46) and proceeds to step S40. Specifically, the reg-
istering unit 43 registers the generated pattern 1n the pattern
table 32 by respectively copying the values of “Number of
Occurrences (Copy)” and “Number of Failures (Copy)” of
the extracted pattern.

Next, a flow of a detecting process of detecting a pattern
from received messages, by the managing apparatus 10
according to this embodiment, will be described. FIG. 16 1s
a tlow chart illustrating a procedure of the detecting process.

This detecting process 1s executed at a timing at which
messages have been received.

As 1llustrated 1n FIG. 16, the detecting unit 44 detects
whether or not any of the patterns stored 1n the pattern table
32 is 1n the received messages (step S50). If the detecting
umt 44 detects any of the patterns (step S50: Yes), the
notifying unit 45 performs a notification (step S51) and the
process 1s ended. On the contrary, if the detecting unit 44
does not detect any of the patterns (step S50: No), the
process 1s ended.

Next, a flow of a deleting process of deleting data from the
pattern table 32, by the managing apparatus 10 according to
this embodiment, will be described. FIG. 17 1s a flow chart
illustrating a procedure of the deleting process. This detect-
ing process 1s executed at predetermined timings, for
example, at predetermined 1ntervals, such as at certain dates
and times.

As 1llustrated 1n FI1G. 17, the deleting unit 46 1dentifies a
pattern, which has been newly registered 1n the pattern table
32 and for which the actually measured number of occur-
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rences has become equal to or greater than a predetermined
number (step S60). The deleting unit 46 determines whether
or not all of the 1dentified patterns have been processed (step
S61). IT all of the patterns have been processed (step Sé61:
Yes), the process 1s ended.

On the contrary, 1 all of the patterns have not been
processed (step S61: No), the deleting unit 46 selects a
pattern from the patterns that have not been processed yet
(step S62). The deleting unit 46 calculates an actually
measured probability of occurrence of failure by dividing
the actually measured number of failures by the actually
measured number of occurrences (step S63). Further, the
deleting unit 46 calculates a copied probability of occur-
rence of failure by dividing the copied number of failures by
the copied number of occurrences (step S64).

The deleting unit 46 determines whether or not the
actually measured probability of occurrence of failure 1s less
than the copied probability of occurrence of failure by a
predetermined value or more (step S63). If less by the
predetermined value or more (step S65: Yes), the deleting
unit 46 deletes, from the pattern table 32, any pattern that has
been subjected to substitution with the same message as the
pattern having the copied probability of occurrence of
tailure that 1s less by the predetermined value or more (step
S66) and proceeds to above described step Sé61.

On the contrary, 1f not less by the predetermined value or
more (step S65: No), the deleting unit 46 deletes the values
in the 1tems, “Number of Occurrences (Copy)”, “Number of
Failures (Copy)”, and “Source No.” of the pattern (step S67)
and proceeds to above described step S61.

As described, the managing apparatus 10 stores, in the
storage unit 21, patterns of messages indicating occurrences
of failures. Further, if a new message not available before 1s
output from a target to be monitored, the managing appa-
ratus 10 identifies a message to be replaced, which had been
output from the target to be monitored before the output of
the new message and has not been output from the target to
be monitored since the output of the new message. The
managing apparatus 10 extracts a pattern including the
message to be replaced from the patterns stored in the
storage unit 21 and registers, 1n the storage unit 21, a pattern
resulting from substitution of the message to be replaced
therein with the new message. The managing apparatus 10
then detects whether any pattern stored 1n the storage unit 21
1s 1n messages output from the target to be monitored. As a
result, the managing apparatus 10 1s able to detect an
occurrence of a failure even 11 a message output from a target
to be monitored 1s changed.

Further, the managing apparatus 10 identifies a message
to be replaced, based on an average occurrence interval of
cach message and a period from 1ts last occurrence. As a
result, the managing apparatus 10 1s able to i1dentily a
message that no longer occurs, accurately.

Further, the managing apparatus 10 find a similarity
between messages that occur 1n a predetermined period
around an occurrence of a message to be replaced and
messages that occur 1n a predetermined period around an
occurrence of the new message, and 1dentifies a message to
be replaced with a high similarity. As a result, the managing
apparatus 10 1s able to i1dentily a message that has been
changed, accurately.

Further, the managing apparatus 10 stores, 1n the storage
unit 21, the number of occurrences and number of failure
occurrences for each pattern. The managing apparatus 10
copies the number of occurrences and the number of failure
occurrences for the extracted pattern and registers the copied
numbers correspondingly with the substituted pattern in the
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storage unit 21. The managing apparatus 10 then notifies a
probability of occurrence of failure from the number of
occurrences and the number of failure occurrences for the
detected pattern. As a result, the managing apparatus 10 1s
able to notify the probability of occurrence even 1f a regis-
tered new pattern 1s detected and the number of occurrences
and the number of failures for the new pattern have not been
counted suiliciently.

Further, 11 the extracted pattern does not include any other
new message, the managing apparatus 10 copies the number
ol occurrences and the number of failure occurrences for
that pattern. Further, if the extracted pattern includes any
other new message, the managing apparatus 10 further
copies the number of occurrences and the number of failure
occurrences that have been copied for the pattern. As a
result, even 1 substitution of messages have occurred 1n a
plurality of pairs, from the copied number of occurrences
and number of failure occurrences, an appropriate probabil-
ity of occurrence 1s able to be notified.

Further, 1f a probability of occurrence of failure for a
pattern registered in the storage unit 21 i1s less than a
probability of occurrence of failure for a pattern that i1s a
former of the registered pattern by a predetermined value or
more, the registered pattern 1s deleted from the storage unit
21. As a result, because a pattern with a small reliability 1s
deleted, detection accuracy for an occurrence of a failure 1s
improved in the managing apparatus 10.

[b] Second Embodiment

The embodiment related to the disclosed apparatus has
been described, but the disclosed technique may be embod-
led 1n wvarious different modes, other than the above
described embodiment. Thus, hereinafter, other embodi-
ments mcluded 1n the present mvention will be described.

In the above embodiment, a case where an occurrence of
a failure 1s detected from messages notified from another
device has been described, but the disclosed apparatus 1s not
limited thereto. For example, the disclosed apparatus may be
used 1n a case where an occurrence of a failure 1s detected
from messages that occur in the apparatus itsellf.

Further, respective structural elements of each device are
functionally and conceptually illustrated 1n the drawings and
may be not physically configured as illustrated therein. That
1s, a specific state ol separation and integration of the
respective devices 1s not limited only to those illustrated in
the drawings, and all or a part thereol may be configured by
functional or physical separation or integration thereof 1n
arbitrary units depending on various loads and use situa-
tions. For example, any of the respective processing units,
which are the storing unit 40, the updating unit 41, the
identifving unit 42, the registering unit 43, the detecting unit
44, the notitying unit 45, and the deleting unit 46, may be
integrated with one another as appropriate. Further, all or
any part ol respective processing functions performed 1n
cach processing unit may be realized by a CPU and a
program analyzed and executed by the CPU, or realized as
hardware by wired logic.

Failure Detecting Program

Further, the various processes described in the above
described embodiment may also be realized by executing,
by a computer system, such as a personal computer or a
work station, a program prepared in advance. Accordingly,
hereinafter, an example of a computer system that executes
a program having functions similar to those of the above
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described embodiment will be described. FIG. 18 1s a
diagram 1llustrating a computer that executes a failure
detecting program.

As 1llustrated 1n FIG. 18, a computer 300 has a CPU 310,
a read only memory (ROM) 320, a hard disk drive (HDD)
330, and a random access memory (RAM) 340. These units
310 to 340 are connected to one another via a bus 400.

In the ROM 320, a failure detecting program 320q having
functions similar to those of the respective processing units
of the above embodiment 1s stored 1n advance. For example,
the failure detecting program 320aq having functions similar
to those of the storing unit 40, the updating unit 41, the
identifying unit 42, the registering unit 43, the detecting unit
44, the notitying unit 45, and the deleting unit 46 of the first
embodiment 1s stored therein. The failure detecting program
320a may be divided as appropriate.

In the HDD 330, various data are stored. For example, the
HDD 330 stores therein various data used in an OS or
detection of a failure.

By the CPU 310 reading and executing the failure detect-
ing program 320a from the ROM 320, operations similar to
those of the respective processing units of the first embodi-
ment are executed. That 1s, the failure detecting program
320a executes operations similar to those of the storing unit
40, the updating unit 41, the 1dentifying unit 42, the regis-
tering unit 43, the detecting unit 44, the notifying unit 45,
and the deleting unit 46 of the first embodiment.

The failure detecting program 320a may be not stored in
the ROM 320 mutially. The failure detecting program 320a
may be stored 1n the HDD 330 1nstead.

For example, the program may be stored in a “portable
physical medium™, such as a flexible disk (FD), a compact
disk read only memory (CD-ROM), a digital versatile disk
(DVD), a magneto-optic disk, or an IC card, which 1s
inserted 1 the computer 300. The computer 300 then may
read and execute the program therefrom.

Further, the program may be stored 1n “another computer
(or server)” or the like connected to the computer 300 via a
public network, the Internet, a LAN, a WAN, or the like. The
computer 300 then may read and execute the program
therefrom.

According to the embodiments of the present invention,
even 1l messages output from a target to be monitored are
changed, an occurrence of a failure 1s able to be detected.

All examples and conditional language recited herein are
intended for pedagogical purposes of aiding the reader 1n
understanding the invention and the concepts contributed by
the inventor to further the art, and are not to be construed as
limitations to such specifically recited examples and condi-
tions, nor does the orgamization of such examples in the
specification relate to a showing of the superiority and
inferiority of the mmvention. Although the embodiments of
the present mnvention have been described 1n detail, 1t should
be understood that the various changes, substitutions, and
alterations could be made hereto without departing from the
spirit and scope of the invention.

What 1s claimed 1s:

1. A tailure detecting apparatus comprising:

a processor that executes a process comprising:

identifying, when a new message 1s output from a target
to be monitored, a message to be replaced, which 1s
output from the target to be monitored before the output
of the new message and 1s not output from the target to
be monitored after the output of the new message;

extracting a pattern including the message to be replaced,
from patterns of messages stored 1n a storage unit, the
patterns indicating occurrences of failures, and regis-
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tering, in the storage unit, a pattern resulting from
substitution of the message to be replaced included 1n
the extracted pattern with the new message; and

detecting whether or not messages output from the target
to be monitored include any of the patterns stored 1n the
storage unit.

2. The failure detecting apparatus according to claim 1,
wherein the 1dentifying includes 1dentifying the message to
be replaced, based on an average occurrence interval and a
period from a last occurrence, of each message.

3. The failure detecting apparatus according to claim 2,
wherein the identifying includes finding a similarity between
messages that occur 1 a predetermined period around an
occurrence of the message to be replaced and messages that
occur 1n a predetermined period around an occurrence of the
new message, and 1dentifying a message to be replaced with
a high similarity.

4. The failure detecting apparatus according to claim 1,
wherein

the storage unit stores therein a number of occurrences

and a number of failure occurrences, for each of the
patterns,

the registering includes copying the number of occur-

rences and the number of failure occurrences of the
extracted pattern and registering the copied number of
occurrences and number of failure occurrences of the
extracted pattern corresponding with the substituted
pattern in the storage unit, and

the process further comprises notifying a probability of

occurrence of failure from the number of occurrences
and the number of failure occurrences for a detected
pattern.
5. The failure detecting apparatus according to claim 4,
wherein when the registered pattern does not include any
other new message, the registering includes copying the
number of occurrences and the number of failure occur-
rences ol the extracted pattern, and when the registered
pattern includes any other new message, the registering
includes copying the number of occurrences and the number
of failure occurrences of the registered pattern.
6. The failure detecting apparatus according to claim 5,
the process further comprising deleting the registered pattern
when a probability of occurrence of failure for the registered
pattern 1s less than a probability of occurrence of failure for
the extracted pattern by a predetermined value or more.
7. A non-transitory computer-readable recording medium
having stored therein a program for causing a computer to
execute a process, the process comprising:
identifying, when a new message 1s output from a target
to be monitored, a message to be replaced, which 1s
output from the target to be monitored betfore the output
of the new message and 1s not output from the target to
be monitored after the output of the new message;

extracting a pattern including the message to be replaced,
from patterns of messages stored 1n a storage unit, the
patterns indicating occurrences of failures, and regis-
tering, 1n the storage unit, a pattern resulting from
substitution of the message to be replaced included 1n
the extracted pattern with the new message; and

detecting whether or not messages output from the target
to be monitored include any of the patterns stored in the
storage unit.

8. A failure detecting method comprising:

identilying, using a processor, when a new message 1s

output from a target to be monitored, a message to be
replaced, which 1s output from the target to be moni-
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tored before the output of the new message and 1s not
output from the target to be monitored after the output
of the new message;

extracting, using a processor, a pattern including the
message to be replaced, from patterns of messages 5
stored 1n a storage unit, the patterns indicating occur-
rences of failures, and registering, 1n the storage unit, a
pattern resulting from substitution of the message to be
replaced 1included in the extracted pattern with the new
message; and 10

detecting, using a processor, whether or not messages
output {from the target to be monitored include any of
the patterns stored 1n the storage unit.
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