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USING A MULTICAST ADDRESS AS A
TUNNEL REMOTE GATEWAY ADDRESS IN
A LAYER 2 TUNNELING PROTOCOL
ACCESS CONCENTRATOR

BACKGROUND

The Layer 2 Tunneling Protocol (L2TP) 1s a client-server
protocol that allows a data link layer protocol, such as the
Point-to-Point Protocol (PPP), to be tunneled across a net-
work. A L2TP access concentrator (LAC), associated with a
first end of a tunnel, may forward packets to L2TP network
server (LNS) associated with a second end of the tunnel.

SUMMARY

According to some possible implementations, a method
may include: receiving, by a device, an 1indication to set up
a layer 2 tunneling protocol (L2TP) tunnel associated with
a client device; determining, by the device and based on
information associated with the client device, a multicast
address associated with mitiating setup of the L2TP tunnel;
providing, by the device and to the multicast address, a
request associated with iitiating the L2TP tunnel, where the
request may be provided such that a plurality of other
devices receives the request; receiving, by the device, a set
of responses to the request, where the set of responses may
be provided by a respective set of other devices, where the
plurality of other devices may include the respective set of
other devices; selecting, by the device and based on the set
ol responses, a particular device, of the respective set of
other devices, with which to set up the L2TP tunnel; and
iitiating, by the device, setup of the L2TP tunnel with the
particular device.

According to some possible implementations, a layer 2
tunneling protocol access concentrator (LAC) may include
one or more processors to: receive an indication to set up a
layer 2 tunneling protocol (L2TP) tunnel; determine, based
on the indication, a multicast address associated with 1niti-
ating setup of the L2TP tunnel; provide, to the multicast
address, a request associated with mitiating the L2TP tunnel,
where the request may be provided such that a plurality of
L2TP network servers (LNSs) receives the request; receive
a set of responses to the request, where the set of responses
may be provided by a respective set of LNSs, where the
plurality of LNSs may include the respective set of LNSs;
and select, based on the set of responses, a particular LNS,
of the respective set of LNSs, with which to set up the L2TP
tunnel.

According to some possible implementations, a non-
transitory computer-readable medium may store one or more
instructions that, when executed by one or more processors,
cause the one or more processors to: receive an indication to
set up a tunnel associated with a data link layer connection;
determine, based on information associated with the data
link layer connection, a multicast address associated with
iitiating setup ol the tunnel; provide, to the multicast
address, a request associated with mmitiating the tunnel,
where the request may be provided such that a plurality of
devices receives the request; receive a set of responses to the
request, where the set of responses may be provided by a
respective set of devices, where the plurality of devices may
include the respective set of devices; select, based on the set
of responses, a particular device, of the respective set of
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2

devices, with which to set up the tunnel; and set up the
tunnel with the particular device.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1A-1C are diagrams of an overview of an example
implementation described herein;

FIG. 2 1s a diagram of an example environment in which
systems and/or methods, described herein, may be imple-
mented;

FIGS. 3A and 3B are diagrams of example components of
one or more devices of FIG. 2; and

FIG. 4 1s a flow chart of an example process for simul-
taneously attempting to mitiate set up of a L2'TP tunnel with
multiple LNSs, and selecting a LNS, of the multiple LNSs,
with which to mmitiate set up of the L2TP tunnel.

DETAILED DESCRIPTION

The following detailed description of example implemen-
tations refers to the accompanying drawings. The same
reference numbers 1n different drawings may identily the

same or similar elements.

The L2TP may be used to tunnel data link layer (1.e., layer
2) traflic across a network, such as the Internet. Two primary
components associated with L2TP are the LAC and the LNS,
which are located at opposite ends of a L2TP tunnel and act
to send and/or receive the data link layer traflic. In some
implementations, the L2TP tunnel may be set up in order to
allow a first device (e.g., a client device) to communicate
with a remotely located second device (e.g., a server device)
using a data link layer protocol, such as point-to-point
protocol (PPP), PPP over Ethernet (PPPoE), or the like.

The LAC may be configured on a network device (e.g., a
router, a gateway, etc.) that provides the client device with
access to the network. Here, the LAC may receive an
indication to set up a L2TP tunnel when, for example, the
LAC recerves a request associated with mnitiating a data link
layer connection between the client device and the server
device. The LAC may determine (e.g., based on the request,
information that identifies the server device, information
that 1dentifies the client device, etc.) a set of LNSs with
which the L2TP tunnel may be set up in order to allow the
data link layer trathic (e.g., PPP frames, PPPoE frames, etc.)
to be transmitted between the client device and the server
device. The set of LNSs may be associated with one or more
network devices that provide the server device with access
to the network.

As an example, the LAC may 1dentily a set of tunnel
profiles, where each tunnel profile corresponds to a respec-
tive LNS with which the LAC may set up the L2TP tunnel.
The LAC may then attempt to set up the L2TP tunnel with
cach LNS (e.g., one at a time, sequentially) until a LNS
responds such that the LAC may set up the L2TP tunnel.
However, 1n the situation where the LAC makes multiple
attempts to establish the L2TP tunnel (e.g., when set up of
the L2TP tunnel fails for one or more LNSs belfore being
successiully set up) the client device may experience an
unreasonable delay before being able to communicate with
the server device. Moreover, processing resources, network
bandwidth, battery power, or the like, may be wasted as a
result of one or more failed attempts to establish the L2TP
tunnel. Furthermore, the LAC must be configured with
separate tunnel profiles for each of the LNSs, which may
consume memory of the LAC and/or may require substantial
configuration by a user.
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Implementations described herein may allow a LAC to
simultaneously attempt to mitiate a L2TP tunnel with mul-
tiple LNSs by multicasting a setup request to each of the
multiple LNSs. The LAC may then select a LNS, of the
multiple LNSs, based on a set of responses to the setup
request. This may reduce a delay in setting up the L2TP
tunnel, reduce consumption of resources associated with
setting up the L2TP tunnel, and/or reduce an amount of
configuration associated with the multiple LNSs.

FIGS. 1A-1C are diagrams of an overview of an example
implementation 100 described herein. For the purposes of
example 1mplementation 100, assume that a client device
has received an indication to establish a connection that
allows the client device to communicate (e.g., across a
network, such as the Internet) with a remotely located server
device at the data link layer. Further, assume that a LAC 1s
positioned to provide the client device with access to the
network, and that a LNS 1s positioned to provide the server
device with access to the network.

As shown 1n FIG. 1A, the client device may provide, to
the LAC, information indicating that the LAC 1s to set up a
L.2TP tunnel such that the client device and the server device
may exchange data link layer traflic (e.g., via a PPP con-
nection). As further shown, the LAC may determine (e.g.,
based on information associated with the client device,
information associated with a user of the client device,
information associated with the server device, etc.) a mul-
ticast address associated with initiating setup of the L2TP
tunnel. For the purposes of example implementation 100,
assume that multiple LNSs (e.g., LNS 1 through LNS N) are
configured to receive traflic provided to the multicast
address. As further shown, the LAC may provide, to the
multicast address, a request associated with mitiating setup
of the L2TP tunnel. As shown, the multiple LNSs may
receive the request.

As shown 1n FIG. 1B, based on receiving the request, one
or more of the multiple LNSs may provide a respective set
of responses to the request associated with mitiating setup of
the L2TP tunnel. As shown, the LAC may receive the set of
responses, and may select a particular LNS (e.g., LNS N)
with which to set up the L2TP tunnel. In some 1implemen-
tations, the LAC may select the particular LNS based on
path information included in the set of responses, availabil-
ity information included in the set of responses, a selection
algorithm stored or accessible by the LAC, a set of generated
selection scores, or the like, as described 1n further detail
below.

As shown i FIG. 1C, the LAC may set up the L2TP
tunnel with the particular LNS, and may establish a session
that allows the client device to provide data link layer trathic
to the server device. As shown, the client device and the
server device may then send and/or recerve data link layer
traflic via the L2TP tunnel.

In this way, a LAC may simultaneously attempt to initiate
a L2TP tunnel with multiple LNSs, and select a LNS, of the
multiple LNSs, based on information provided by one or
more of the multiple LNSs. This may reduce a delay in
setting up the L2TP tunnel, reduce consumption of resources
associated with setting up the L2TP tunnel, and/or reduce an
amount of configuration associated with the multiple LNSs.

FIG. 2 1s a diagram of an example environment 200 in
which systems and/or methods, described herein, may be
implemented. As shown in FIG. 2, environment 200 may

include a client device 205, a LAC 210, two or more LNSs
215-1 through 215-N (N=z1) (heremnafter referred to collec-
tively as LNSs 215, and individually as LNS 215), a server

device 220, and a network 225. Devices of environment 200
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4

may interconnect via wired connections, wireless connec-
tions, or a combination of wired and wireless connections.

Client device 205 may include one or more devices
capable ol communicating with other devices of environ-
ment 200. For example, client device 205 may include a
computing device, such as a laptop computer, a tablet
computer, a handheld computer, a desktop computer, a
mobile phone (e.g., a smart phone, a radiotelephone, etc.), a
server, or a similar device. In some 1mplementations, client
device 205 may configured to send and/or receive data link
layer traflic over network 225.

LAC 210 may include a device capable of initiating setup
of a L2TP tunnel with LNSs 215 such that data link layer
information may be tunneled across network 225, and send-
ing and/or receiving data link layer traflic via the L2TP
tunnel. For example, LAC 210 may include a router, a
gateway, a switch, a bridge, a server, a modem, a network
interface card (NIC), a hub, an optical add-drop multiplexer
(OADM), or another type of traflic transfer device. In some
implementations, LAC 210 may provide client device 205
with access to network 225. In some implementations, LAC
210 may include a network access server (NAS) that pro-
vides access services for PPP users.

LNS 215 may include a device capable of sending and/or
receiving data link layer traflic via the L2'TP tunnel initiated
by LAC 210. For example, LNS 215 may include a router,
a gateway, a switch, a bridge, a server, a modem, a NIC, a
hub, an OADM, or another type of traflic transier device. In
some 1mplementations, LAC 210 may provide server device
220 with access to network 225. In some implementations,
LNS 215 may include an edge device associated with an
enterprise network.

Server device 220 may include one or more devices
capable of communicating with other devices of environ-
ment 200. For example, server device 220 may include a
server, a group of servers, a user device, or a similar device.
In some 1mplementations, server device 220 may be con-
figured to send and/or receive data link layer tratlic over
network 225.

Network 225 may include one or more wired and/or
wireless networks that allow remotely located devices to
communicate, such as client device 205 and server device
220. For example, network 225 may include a local area
network (“LAN”), a wide area network (“WAN"), a metro-
politan area network (“MAN”), a telephone network (e.g.,
the Public Switched Telephone Network (“PSTN™)), an ad
hoc network, an intranet, the Internet, a fiber optic-based
network, a private network, a cloud computing network,
and/or a combination of these or other types of networks.

The number and arrangement of devices and networks
shown 1n FIG. 2 are provided as an example. In practice,
there may be additional devices and/or networks, fewer
devices and/or networks, different devices and/or networks,
or differently arranged devices and/or networks than those
shown 1n FIG. 2. Furthermore, two or more devices shown
in FIG. 2 may be implemented within a single device, or a
single device shown in FIG. 2 may be implemented as
multiple, distributed devices. Additionally, or alternatively, a
set of devices (e.g., one or more devices) of environment
200 may perform one or more functions described as being
performed by another set of devices of environment 200.

FIG. 3A 1s a diagram of example components of a device
300. Device 300 may correspond to LAC 210 and/or LNS

215. In some implementations, LAC 210 and/or LNS 215
may include one or more devices 300 and/or one or more
components of device 300. As shown 1n FIG. 3A, device 300
may include one or more input components 305-1 through
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305-A (A=z1) (heremafiter referred to collectively as input
components 303, and individually as input component 305),
a switching component 310, one or more output components
315-1 through 315-B (Bz=1) (hereinafter referred to collec-
tively as output components 315, and individually as output
component 315), and a routing component 320.

Input component 305 may include points of attachment
tor physical links and may be points of entry for traflic, such
as packets. Input component 305 may process received
traflic, such as by performing data link layer encapsulation
or decapsulation. In some 1mplementations, mput compo-
nent 305 may send packets to output component 315 via
switching component 310.

Switching component 310 may interconnect imnput com-
ponents 3035 with output components 315. Switching com-
ponent 310 may be implemented using one or more of
multiple, different techniques. For example, switching com-
ponent 310 may be implemented via busses, via crossbars,
and/or with shared memories. The shared memories may act
as temporary bullers to store traflic from 1put components
305 before the traflic 1s eventually scheduled for delivery to
output components 3135. In some 1implementations, switch-
ing component 310 may enable input components 305,
output components 3135, and/or routing component 320 to
communicate.

Output component 315 may include points of attachment
for physical links and may be points of exat for tratfic, such
as packets. Output component 315 may store packets and
may schedule packets for transmission on output physical
links. Output component 315 may 1nclude scheduling algo-
rithms that support priorities and guarantees. Output com-
ponent 315 may support data link layer encapsulation or
decapsulation, and/or a variety of higher-level protocols. In
some 1mplementations, output component 315 may send
packets and/or receive packets.

Routing component 320 may include one or more pro-
cessors, microprocessors, field-programmable gate arrays
(FPGAs), application-specific integrated circuit (ASICs), or
similar types of processing components. In some implemen-
tations, routing component 320 may communicate with
other devices, networks, and/or systems connected to device
300 to exchange information regarding network topology.
Routing component 320 may create routing tables based on
the network topology information, create forwarding tables
based on the routing tables, and forward the forwarding
tables to mput components 305 and/or output components
315. Input components 305 and/or output components 315
may use the forwarding tables to perform route lookups for
incoming packets.

The number and arrangement of components shown in
FIG. 3A are provided as an example. In practice, device 300
may include additional components, fewer components,
different components, or differently arranged components
than those shown in FIG. 3A. Additionally, or alternatively,
a set of components (e.g., one or more components) of
device 300 may perform one or more functions described as
being performed by another set of components of device
300.

FIG. 3B 1s a diagram of example components of a device
325. Device 325 may correspond to client device 205 and/or
server device 220. In some implementations, client device
205 and/or server device 220 may include one or more
devices 325 and/or one or more components of device 325.
As shown 1n FIG. 3B, device 325 may include a bus 330, a
processor 335, a memory 340, a storage component 345, an
input component 350, an output component 335, and a
communication interface 360.
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Bus 330 may include a component that permits commu-
nication among the components of device 325. Processor
335 1s implemented 1n hardware, firmware, or a combination
of hardware and software. Processor 335 may include a
processor (e.g., a central processing unit (CPU), a graphics
processing unit (GPU), an accelerated processing umnit
(APU), etc.), a microprocessor, and/or any processing com-
ponent (e.g., an FPGA, an ASIC, etc.) that interprets and/or
executes 1nstructions. In some 1implementations, processor
335 may include one or more processors that are pro-
grammed to perform a function. Memory 340 may include
a random access memory (RAM), a read only memory
(ROM), and/or another type of dynamic or static storage
device (e.g., a flash memory, a magnetic memory, an optical
memory, etc.) that stores information and/or instructions for
use by processor 335.

Storage component 345 may store information and/or
soltware related to the operation and use of device 325. For
example, storage component 345 may include a hard disk
(e.g., a magnetic disk, an optical disk, a magneto-optic disk,
a solid state disk, etc.), a compact disc (CD), a digital
versatile disc (DVD), a tloppy disk, a cartridge, a magnetic
tape, and/or another type of computer-readable medium,
along with a corresponding drive.

Input component 350 may include a component that
permits device 325 to receive information, such as via user
iput (e.g., a touch screen display, a keyboard, a keypad, a
mouse, a button, a switch, a microphone, etc.). Additionally,
or alternatively, mnput component 350 may include a sensor
for sensing information (e.g., a global positioning system
(GPS) component, an accelerometer, a gyroscope, an actua-
tor, etc.). Output component 355 may include a component

that provides output information from device 3235 (e.g., a
display, a speaker, one or more light-emitting diodes
(LEDs), etc.).

Communication interface 360 may include a transceiver-
like component (e.g., a transceiver, a separate receiver and
transmitter, etc.) that enables device 325 to communicate
with other devices, such as via a wired connection, a
wireless connection, or a combination of wired and wireless
connections. Communication interface 360 may permit
device 325 to receive information from another device
and/or provide information to another device. For example,
communication interface 360 may include an Ethernet inter-
face, an optical interface, a coaxial interface, an infrared
interface, a radio frequency (RF) interface, a universal serial
bus (USB) interface, a Wi-Fi1 interface, a cellular network
interface, or the like.

Device 325 may perform one or more processes described
herein. Device 325 may perform these processes 1n response
to processor 335 executing soitware nstructions stored by a
computer-readable medium, such as memory 340 and/or
storage component 345. A computer-readable medium 1s
defined herein as a non-transitory memory device. A
memory device includes memory space within a single
physical storage device or memory space spread across
multiple physical storage devices.

Software instructions may be read into memory 340
and/or storage component 345 from another computer-
readable medium or from another device via communication
interface 360. When executed, software instructions stored
in memory 340 and/or storage component 345 may cause
processor 335 to perform one or more processes described
herein. Additionally, or alternatively, hardwired circuitry
may be used in place of or 1n combination with software
istructions to perform one or more processes described
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herein. Thus, implementations described herein are not
limited to any specific combination of hardware circuitry
and software.

The number and arrangement of components shown in
FIG. 3B are provided as examples. In practice, device 3235
may include additional components, fewer components,
different components, or diflerently arranged components
than those shown 1n FIG. 3B. Additionally, or alternatively,
a set of components (e.g., one or more components) of
device 325 may perform one or more functions described as
being performed by another set of components of device
325.

FIG. 4 1s a flow chart of an example process 400 for
simultaneously attempting to mnitiate set up of a L2TP tunnel
with multiple LNSs, and selecting a LNS, of the multiple
LLNSs, with which to imitiate set up of the L2TP tunnel. In
some 1mplementations, one or more process blocks of FIG.
4 may be performed by LAC 210. In some implementations,
one or more process blocks of FIG. 4 may be performed by
another device or a group of devices separate from or
including LAC 210, such as client device 205 and/or another
device of environment 200.

As shown 1n FIG. 4, process 400 may include receiving an
indication to set up a L2TP tunnel associated with a client
device (block 410). For example, LAC 210 may receive an
indication to set up a L2TP tunnel associated with client
device 205. In some implementations, LAC 210 may receive
the indication after client device 203 establishes a data link
layer connection with a LAC 210, such as a PPP link.
Additionally, or alternatively, LAC 210 may receive the
indication when LAC 210 receives mformation indicating
that client device 205 wishes to extend the data link layer
connection such that client device 205 and server device 220
may exchange traflic at the data link layer across network
225,

In some 1mplementations, the indication to set up the
L.2TP tunnel may be based on establishment of a data link
layer connection with LAC 210. For example, client device

205 may mitiate a PPP connection with LAC 210, and may
exchange Link Control Protocol (LCP) packets with LAC

210 m order to establish the PPP connection. LAC 210 may
also authenticate client device 205 while establishing the
PPP connection. Next, LAC 210 may determine whether to
terminate the PPP connection at LAC 210 or to tunnel the
PPP connection to LNS 215. In some implementations, LAC
210 may determine whether to tunnel the PPP connection
based on, for example, a username, a password, a device
identifier, a client device address, a domain name, authen-
tication information, information that associated with server
device 220 or the like, provided by client device 205 during
establishment of the PPP connection (e.g., provided during
the LCP packet exchange, during authentication of client
device 203, etc.).

As further shown i FIG. 4, process 400 may include
determining a multicast address associated with 1mitiating
setup of the L2TP tunnel (block 420). For example, LAC
210 may determine a multicast address associated with
iitiating setup of the L2TP tunnel. In some implementa-
tions, LAC 210 may determine the multicast address after
LAC 210 determines that LAC 210 is to tunnel the L2TP
session associated with client device 20S.

The multicast address may include a network address
associated with attempting to initiate setup of the L2TP
tunnel with multiple LNSs 215 at once (1.e., simultane-
ously). For example, the multicast address may include a
network address (e.g., a remote gateway address) to which
LAC 210 may provide a request (e.g., a Start-Control-
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Connection-Request (SCCRQ))) associated with iitiating
setup of the L2TP tunnel, where the request may be sub-
stantially concurrently received by multiple LNSs 215.

In some 1mplementations, LAC 210 may determine the
multicast address based on imnformation associated with the
PPP connection. For example, LAC 210 may store or have
access to a group of L2TP tunnel profiles associated with
configurations for setting up L2TP tunnels, where each of
the L2TP tunnel profiles may include a multicast address.
Here, LAC 210 may identify, based on the information
associated with the PPP connection (e.g., the username, the
password, the device 1dentifier, the client device address, the
domain name, the authentication information, etc.) a par-
ticular tunnel profile to be used to set up the L2TP tunnel,
and may determine the multicast address included 1n the
tunnel profile.

In some implementations, multiple LNSs 215 may be
configured with the multicast address such that each of the
multiple LNSs 215 may receive a request provided to the
multicast address. In some implementations, the multiple
LLNSs 215 may be configured such that the multiple LNSs
215 automatically (e.g., upon powering on, upon enabling
LNS functionality, etc.) join a multicast group associated
with the multicast address. This may eliminate a need to
configure a remote gateway address, associated with each
LNS 215, on LAC 210. Alternatively, the multiple LNSs 215
may join the multicast group, and the multicast address,
associated with the multicast group, may be added in a
remote gateway address field at LAC 210.

As such, configuration of LAC 210 and/or the multiple
LNSs 215 may be simplified. Moreover, an amount of
memory resources consumed by LAC 210 may be reduced,
since LAC 210 may store fewer network addresses and/or
tunnel profiles (e.g., as compared to storing network
addresses for each of the multiple LNSs 215). Similarly, an
amount of processing resources consumed by LAC 210 may
be reduced since LAC 210 may perform fewer lookups
when determining the multicast address as compared to
looking up multiple network addresses.

As further shown in FIG. 4, process 400 may include

providing a request, associated with nitiating setup of the
L.2TP tunnel, to the multicast address (block 430). For
example, LAC 210 may provide a request, associated with
initiating setup of the L2TP tunnel, to the multicast address.
In some implementations, LAC 210 may provide the request
after LAC 210 determines the multicast address.
In some implementations, LAC 210 may provide the
request 1n order to cause the multiple LNSs 215 to receive
the request (e.g., the multiple LNSs 215 configured to listen
to the multicast address). In some implementations, the
request may 1nclude a request associated with nitiating
setup of the L2TP tunnel, such as a SCCRQ).

In this way, LAC 210 may simultaneously attempt to
initiate setup of the L2TP tunnel with the multiple LNSs 215
(c.g., rather than one at a time, sequentially, etc.). In some
implementations, an amount of resources, consumed by
LAC 210, may be reduced as a result of providing the
request to the multicast address. For example, by providing
the request to the multicast address, an amount of processing
resources and/or network bandwidth may be reduced (e.g.,
as compared to sending separate requests to the multiple
LNSs 215). Moreover, an amount of power consumed by
LAC 210 may be reduced as a result of providing the request
to the multicast address.

As further shown in FIG. 4, process 400 may include
receiving a set of responses to the request (block 440). For
example, LAC 210 may receive a set of responses to the




US 9,680,664 B2

9

request. In some implementations, LAC 210 may receive the
set of responses after LAC 210 provides the request to the
multicast address. Additionally, or alternatively, LAC 21
may receive the set of responses after a corresponding one
or more LNSs 215 provide the set of responses.

In some implementations, the set of responses may
include one or more responses provided by one or more
LNSs 215 of the multiple LNSs 215. For example, as
described above, multiple LNSs 215 may be configured to
receive the request provided to the multicast address. Here,
one or more ol the multiple LNSs 215 may receive the
request and provide a response indicating that the request
was accepted (e.g., to indicate that setup of the L2TP tunnel
may continue). In some implementations, one or more of the
multiple LNSs 215 may not provide a response (e.g., when
the request 1s not accepted). In some 1mplementations, the
set of responses may include a set of Start-Control-Connec-

tion-Replies (SCCRPs) responsive to the SCCRQ provided
by LAC 210.

In some mmplementations, one or more of the multiple
LNSs 215 may provide responses to the request. For
example, a first LNS 2135, of the multiple LNSs 215, may
provide a response when the first LNS 215 1s available to
support the L2TP tunnel. Conversely, a second LNS 215, of
the multiple LNSs 215, may not provide a response when the
second LNS 213 1s not available to support the L2TP tunnel.
As such, the set of responses may include responses asso-
ciated with one or more LNSs 215 with which the LAC 210

may set up the L2TP tunnel. Thus, based on providing a
single request, LAC 210 may determine which LNSs 215, of
the multiple LNSs 215 configured to receive requests pro-
vided to the multicast address, are available to set up the
L2TP tunnel (e.g., since only those LNSs 215 that accept the
request may provide a response). In some 1implementations,
the multiple LNSs 215 may be configured with varying
delay settings associated with providing respective
responses (e.g., 1 order to achieve load balancing of
responses received by LAC 210).

In some 1implementations, a response, provided by LNS
215, may include information that may be used by LAC 210
to select a particular LNS 215 with which to setup the L2TP
tunnel, as described below. For example, the response may
include path information associated with a route between
LAC 210 and LNS 213, such as a path length, a path cost,
or the like. As another example, the response may include
availability information associated with LNS 2135, such as a
number of L2TP tunnels currently supported by LNS 215, an
amount ol available processing resources of LNS 215, an
amount of available memory of LNS 215, an amount of
availlable bandwidth associated with LNS 215, or the like.

As further shown i FIG. 4, process 400 may include
selecting, based on the set of responses, a particular LNS
with which to set up the L2TP tunnel (block 450). For
example, LAC 210 may select, based on the set of responses,
a particular LNS 215 with which to set up the L2TP tunnel.
In some implementations, LAC 210 may select the particu-
lar LNS 215 when LAC 210 receives the set of responses.
In some implementations, LAC 210 may select the particu-
lar LNS 215 when LAC 210 receives information indicating
that LAC 210 1s to select the particular LNS 215.

In some 1implementations, LAC 210 may select the par-
ticular LNS 215 based on timing of the set of responses
received by LAC 210. For example, LAC 210 i1dentily an
carliest recerved response (e.g., a response received first 1in
time) and may select the LNS 215 that provided the earliest
received response. As another example, LAC 210 may
identily responses received within a threshold amount of
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time after sending the request (e.g., two seconds, five
seconds, ten seconds, etc.) and may select the particular LNS
215 based on the responses received within threshold
amount period of time. As a particular example, LAC 210
may receive the responses within the threshold amount of
time, and may select the particular LNS 215 based on path
information and/or availability information associated with
those LNSs 215, as described below.

Additionally, or alternatively, LAC 210 may select the
particular LNS 215 based on the path information and/or the
availability information associated with two or more LNSs
215. For example, LAC 210 may select the particular LNS
215 with a shortest path length, a lowest path cost, a smallest
number of L2TP tunnels currently supported, a greatest
amount of available processing resources, a greatest amount
ol available memory, a greatest amount of available band-
width, or the like. In some implementations, LAC 210 may
select the particular LNS 2135 based on a combination, or a
weighted combination, of the information 1dentified above.

Additionally, or alternatively, LAC 210 may select the
particular LNS 215 based on a selection algorithm stored or
accessible by LAC 210. Here, LAC 210 may provide the
path information and/or the availability information, asso-
ciated with two or more LNSs 2135, as inputs to the algo-
rithm, and may receive mformation that identifies the par-
ticular LNS 215 as an output of the algorithm. As an
example, the selection algorithm may cause LAC 210 to
identify a first group of LNSs 215 based on timing of
responses associated with the set of LNSs 215 (e.g., a first
group of LNSs 215 corresponding to a first received five
responses to the request, a first group of LNSs 215 corre-
sponding to responses received within a threshold time
period after sending the request, etc.). The selection algo-
rithm may then cause LAC 210 to select, from the first group
of LNSs 215, a second group of LNSs 215 based on the path
information associated with the first group of LNSs 215
(e.g., a group ol LNSs 215, of the first group of LNSs 215
with a path cost below a threshold value, etc.). The selection
algorithm may then cause LAC 210 to select, from the
second group of LNSs 215 the particular LNS 2135 based on
the availability information associated with the second
group of LNSs 215 (e.g., a particular LNS 215, of the second
group of LNSs 215, with a lowest number of L2TP tunnels
currently supported, etc.).

Additionally, or alternatively, LAC 210 may select the
particular LNS 215 based on generating a set of selection
scores associated with two or more LNSs 215. For example,
LAC 210 may store or have access to a formula (e.g., a
mathematical formula) designed to calculate, for each LNS
215, a selection score (e.g., a value from 0 to 1, a value from
0 to 10, etc.) based on the number of L2TP tunnels currently
supported by LNS 215, the amount of available processing
resources ol LNS 215, the amount of available memory of
LNS 215, the amount of available bandwidth associated
with LNS 2135, or the like. Here, LAC 210 may calculate a
set of selection scores for each LNS 215, of the two or more
LNSs 215 that provided the responses, and LAC 210 may
select the particular LNS 215 based on the set of selections
scores (e.g., a highest selection score, a lowest selection
score, a selection score that satisfies a threshold, etc.). In
some 1mplementations, the manner mn which LAC 210
selects the particular LNS 215 may be configurable on LAC
210.

As further shown in FIG. 4, process 400 may include
setting up the L2TP tunnel with the particular LNS (block
460). For example, LAC 210 may set up the L2TP tunnel
with the particular LNS 215. In some implementations, LAC
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210 may set up the L2TP tunnel with the particular LNS 215
after LAC 210 selects the particular LNS 2185.

In some implementations, LAC 210 may set up the L2TP
tunnel with the particular LNS 215 based on providing a
message to the particular LNS 215. For example, LAC 210
may provide, to the particular LNS 215, a message (e.g., a
Start-Control-Connection-Connected (SCCCN) message) 1n
reply to the response provided by the particular LNS 2185.
The particular LNS 215 may receive the message, and may
provide, to LAC 210, an acknowledgment (e.g., a Zero-

Length Body (ZLLB) message) in order to complete the setup
of the L2TP tunnel between LAC 210 and the particular

LNS 215. Session establishment between the LAC 210 and
the particular LNS 215 may proceed and, after session
establishment 1s complete, the PPP connection between
client device 205 and LNS 215 1s complete, and client
device 2035 and server device 220 may exchange data link
layer information via the L2TP tunnel.

In this way, LAC 210 may need to communicate with a
single LNS 215 (e.g., the particular LNS 215) 1n order to set
up the L2TP tunnel after providing the request. As such, a
delay associated with setting up the L2TP tunnel, a delay
associated with communications between client device 2035
and server device 220, an amount of processing resources
consumed by LAC 210, and/or amount of network resources
consumed by LAC 210 may be reduced.

Although FIG. 4 shows example blocks of process 400, 1n
some 1mplementations, process 400 may include additional
blocks, fewer blocks, different blocks, or differently
arranged blocks than those depicted 1n FI1G. 4. Additionally,
or alternatively, two or more of the blocks of process 400
may be performed in parallel.

Implementations described herein may allow a LAC to
simultaneously attempt to mitiate a L2TP tunnel with mul-
tiple LNSs by multicasting a setup request to each of the
multiple LNSs. The LAC may then select a LNS, of the
multiple LNSs, based on a set of responses to the setup
request. This may reduce a delay in setting up the L2TP
tunnel, reduce consumption of resources associated with
setting up the L2TP tunnel, and/or reduce an amount of
configuration associated with the multiple LNSs.

The 1foregoing disclosure provides illustration and
description, but 1s not intended to be exhaustive or to limait
the implementations to the precise form disclosed. Modifi-
cations and variations are possible i light of the above
disclosure or may be acquired from practice of the imple-
mentations.

As used herein, the term component 1s mtended to be
broadly construed as hardware, firmware, and/or a combi-
nation of hardware and software.

Some 1mplementations are described herein 1n connection
with thresholds. As used herein, satisiying a threshold may
refer to a value being greater than the threshold, more than
the threshold, higher than the threshold, greater than or equal
to the threshold, less than the threshold, fewer than the
threshold, lower than the threshold, less than or equal to the
threshold, equal to the threshold, etc.

It will be apparent that systems and/or methods, described
herein, may be implemented in different forms of hardware,
firmware, or a combination of hardware and software. The
actual specialized control hardware or software code used to
implement these systems and/or methods 1s not limiting of
the implementations. Thus, the operation and behavior of the
systems and/or methods were described herein without
reference to specific software code—it being understood that
software and hardware can be designed to implement the
systems and/or methods based on the description herein.
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Even though particular combinations of features are
recited 1n the claims and/or disclosed 1n the specification,
these combinations are not intended to limait the disclosure of
possible implementations. In fact, many of these features
may be combined 1n ways not specifically recited in the
claims and/or disclosed in the specification. Although each
dependent claim listed below may directly depend on only
one claim, the disclosure of possible 1mplementations
includes each dependent claim in combination with every
other claim in the claim set.

No element, act, or instruction used herein should be
construed as critical or essential unless explicitly described
as such. Also, as used herein, the articles “a” and “an” are
intended to include one or more items, and may be used
interchangeably with “one or more.” Furthermore, as used
herein, the terms “group” and “set” are intended to include
one or more items (e.g., related i1tems, unrelated items, a
combination of related items and unrelated 1tems, etc.), and
may be used interchangeably with “one or more.” Where
only one 1tem 1s intended, the term “one” or similar language
1s used. Also, as used herein, the terms ‘“has,” “have.,”
“having,” or the like are intended to be open-ended terms.
Further, the phrase “based on” 1s intended to mean “based,
at least 1n part, on” unless explicitly stated otherwise.

What 1s claimed 1s:

1. A method, comprising:

receiving, by a device, an indication to set up a layer 2

tunneling protocol (L2TP) tunnel associated with a
client device;

determining, by the device and based on information

assoclated with the client device, a multicast address
associated with mitiating setup of the L2TP tunnel;

providing, by the device and to the multicast address, a

request associated with mitiating the L2TP tunnel,
the request being provided such that a plurality of other
devices receives the request;

recerving, by the device, a set of responses to the request,

the set of responses being provided by a respective set
of other devices,
the plurality of other devices including the respective
set of other devices:

selecting, by the device and based on the set of responses,

a particular device, of the respective set of other
devices, with which to set up the L2TP tunnel; and
imitiating, by the device, setup of the L2TP tunnel with the

particular device.

2. The method of claim 1, where the device includes a
L.2TP access concentrator and the plurality of other devices
includes a plurality of L2'TP network servers.

3. The method of claim 1, where determining the multi-
cast address comprises:

identitying, based on the information associated with the

client device, a tunnel profile associated with the client
device; and

determiming the multicast address based on the 1dentified

tunnel profile.

4. The method of claim 1, further comprising;:

establishing the L2TP tunnel with the particular device

after selecting the particular device.

5. The method of claim 1, where selecting the particular
device comprises:

identifying an earliest received response of the set of

responses; and

selecting the particular device as one of the respective set

of other devices that provided the earliest received
response.
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6. The method of claim 1, where selecting the particular
device comprises:

providing imnformation included 1n the set of responses as

input to a selection algorithm,

the information included 1n the set of responses 1nclud-
ing path information or availability information
associated with the respective set of other devices;
and

receiving imnformation that identifies the particular device

as an output of the selection algorithm.

7. The method of claim 1, where selecting the particular
device comprises:

generating a set of selection scores corresponding to the

respective set of other devices,
the set of selection scores being generated based on
path information or availability information associ-
ated with the respective set of other devices; and
selecting the particular device based on the set of selec-
tion scores.

8. A layer 2 tunneling protocol access concentrator
(LAC), comprising;:

one or more processors to:

receive an indication to set up a layer 2 tunneling
protocol (L2TP) tunnel;
determine, based on the indication, a multicast address
associated with initiating setup of the L2TP tunnel;
provide, to the multicast address, a request associated
with mitiating the L2TP tunnel,
the request being provided such that a plurality of
L2TP network servers (LNSs) receives the
request;
receive a set of responses to the request,
the set of responses being provided by a respective
set of LNSs,
the plurality of LNSs including the respective set
of LNSs; and
select, based on the set of responses, a particular LNS,
of the respective set of LNSs, with which to set up
the L2TP tunnel.

9. The LAC of claam 8, where the request 1s a Start-
Control-Connection-Request and the set of responses 1s a set
ol Start-Control-Connection-Replies.

10. The LAC of claim 8, where the one or more proces-
sors, when determining the multicast address, are to:

identily, based on information included 1n the indication,

a tunnel profile associated with the L2TP tunnel; and
determine the multicast address based on the identified
tunnel profile.

11. The LAC of claim 8, where the one or more processors
are fTurther to:

set up the L2TP tunnel with the particular LNS after

selecting the particular LNS.

12. The LAC of claim 8, where the one or more proces-
sors, when selecting the particular LNS, are to:

identify an earliest received response of the set of

responses; and

select the particular LNS as one of the respective set of

LLNSs that provided the earliest received response.

13. The LAC of claim 8, where the one or more proces-
sors, when selecting the particular LNS, are to:

provide information included 1n the set of responses as

iput to a selection algorithm,
the information included 1n the set of responses 1nclud-
ing path information or availability information
associated with the respective set of LNSs; and
receive mmformation that identifies the particular LNS as
an output of the selection algorithm.

14

14. The LAC of claim 8, where the one or more proces-
sors, when selecting the particular LNS, are to:
generate a set of selection scores corresponding to the
respective set of LNSs,

5 the set of selection scores being generated based on
path mformation or availability information associ-
ated with the respective set of LNSs; and

select the particular LNS based on the set of selection

SCOres.

15. A non-transitory computer-readable medium storing
instructions, the instructions comprising:

one or more instructions that, when executed by one or

more processors, cause the one or more processors 1o:
receive an mdication to set up a tunnel associated with
a data link layer connection;
determine, based on information associated with the
data link layer connection, a multicast address asso-
ciated with mitiating setup of the tunnel;
provide, to the multicast address, a request associated
with mitiating the tunnel,
the request being provided such that a plurality of
devices recerves the request;
receive a set of responses to the request,
the set of responses being provided by a respective
set of devices,
the plurality of devices including the respective set
of devices;
select, based on the set ol responses, a particular
device, of the respective set of devices, with which
to set up the tunnel; and
set up the tunnel with the particular device.

16. The non-transitory computer-readable medium of
claim 15, where the plurality of devices includes a plurality
of layer 2 tunneling protocol network servers.

17. The non-transitory computer-readable medium of
claim 15, where the one or more instructions, that cause the
one or more processors to determine the multicast address,
cause the one or more processors to:

identily, based on information associated with the data

link layer connection, a tunnel profile associated with
the tunnel; and

determine the multicast address based on the identified

tunnel profile.
18. The non-transitory computer-readable medium of
claim 15, where the one or more 1nstructions, that cause the
one or more processors to select the particular device, cause
the one or more processors 1o:
determine path information or availability information
associated with the respective set of devices; and

select the particular device based on respective weighted
combinations of the path information or the availability
information.

19. The non-transitory computer-readable medium of
claim 15, where the one or more instructions, that cause the
55 one or more processors to select the particular device, cause
the one or more processors 1o:

provide mformation included in the set of responses as

input to a selection algorithm,
the information included 1n the set of responses 1nclud-
ing path information or availability information
associated with the respective set of devices; and
recerve mformation that identifies the particular device as
an output of the selection algorithm.

20. The non-transitory computer-readable medium of

65 claim 15, where the one or more instructions, that cause the
one or more processors to select the particular device, cause
the one or more processors to:
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generate a set of selection scores corresponding to the
respective set of devices,
the set of selection scores being generated based on
path information or availability information associ-
ated with the respective set of devices; and 5

select the particular device based on the set of selection
SCOres.

16
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