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SYSTEM AND METHOD FOR VEHICLE
BUILD VERIFICATION

TECHNICAL FIELD

The field of the embodiments presented herein 1s directed
toward vehicle build verification testing, and more particu-
larly, to awareness of the build state of the vehicle and
performing tests of installations during vehicle assembly.

BACKGROUND

Many commercial vehicles are manufactured by multiple
vendors and each vendor may be responsible for building
one or more portions of the vehicle. For example, the vehicle
may be manufactured in separate sections and one vendor
may be responsible for building one section and another
vendor may be responsible for building another section. The
separate sections are transported to a location where they are
assembled together into a complete vehicle.

When manufacturing aircrait, the equipment systems
delivered by vendors typically have final flight software
pre-installed. This final flight software does not include any
features to assist 1n the building of the aircraft. Built-in-test
equipment (BITE) functionality 1s included in the hardware
but the associated software 1s limited to fail-safe and main-
tenance concerns. This 1s useful when the aircraft 1s in
service but not when the aircraft 1s being buailt.

Such vehicles are built according to a predetermined build
plan developed to ensure that each completely assembled
vehicle matches a certified design and will perform as
designed. Administrative software referred to as factory
build software within each manufacturing facility schedules
and tracks the vehicle build as well as coordinates the
inventory needed for each vehicle build. Factory build
soltware typically includes online work 1nstructions (OWIs)
that 1dentity what tasks need to be performed. An assembly
line worker interfaces with the factory build software to sign
ofl when each OWI 1s completed.

The build plan includes multiple phases or levels of the
build that define a list of equipment systems and i1dentify
when they are to be installed. After an equipment system 1s
installed, 1t 1s tested to verity that it 1s electrically installed
correctly. Traditionally, an external test cart 1s rolled up to
the aircraft section and numerous wiring connections are
made manually to connect sensors within the external test
cart to the equipment system being tested. In many cases,
wiring bundles withuin the aircraft are opened up to make
these connections to the external test cart. Power 1s applied
from the external test cart to the wiring onboard the aircrait
connected to the sensors on the external test cart to perform
one or more tests. Software hosted by the external test cart
performs the desired tests. For example, if the desired
signals are sensed, then the connections are disconnected
and reconnected manually elsewhere to perform additional
tests. The external test cart 1s repeatedly connected and
disconnected to verity the various equipment installations.
Therefore, a factory build requires a significant amount of
manual interaction and specialized equipment to verily
correct equipment installations.

In an aircrait not all equipment systems within each
section are self-contained. Most are intertwined with other
sections of the aircrait. Therefore, to test and vernly a
section, the equipment systems that are not yet present 1n the
build sequence would have to be emulated. Once equipment
system 1nstallations have been tested, final assembly pro-
cesses are performed that would make additional testing
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difficult due to limited accessibility. Aircrait could be built
at a faster rate and orders for completed aircrait could be

filled more quickly with the use of verification testing
systems earlier 1n the build process.

It 1s with respect to these and other considerations that the
disclosure herein i1s presented.

SUMMARY

It should be appreciated that this Summary 1s provided to
introduce a selection of concepts 1n a simplified form that are
further described below in the Detailed Description. This
Summary 1s not intended to be used to limit the scope of the
claimed subject matter.

According to one embodiment disclosed herein, a com-
puter-implemented method (where the computer comprise
hardware and software) for verifying proper installation of
equipment systems 1n a vehicle designed to be assembled 1n
multiple build stages 1s provided. The method includes
providing one or more partially constructed vehicle portions
of the vehicle and providing a build plan for assembling the
vehicle comprising a plurality of build stages. The method
also 1ncludes providing build verification software config-
ured for determining from the build plan a current build
stage of at least one partially constructed vehicle portion,
determining one or more prerequisite equipment systems to
be 1nstalled 1n the one or more partially constructed vehicle
portions according to the current build stage, determining
which of the one or more prerequisite systems have been
installed 1n the one or more partially constructed vehicle
portions during the current build stage, thereby defining one
or more 1nstalled equipment systems, and testing during the
current build stage whether the one or more installed equip-
ment systems are electrically connected correctly in the one
or more partially constructed vehicle portions. The method
may also include emulating prerequisite equipment systems
that are not yet installed but are necessary for testing.

According to another embodiment disclosed herein, a
system for verilying proper installation of equipment sys-
tems within one or more partially constructed vehicle por-
tions 1s provided. The system includes a predetermined build
plan having multiple build stages for assembling the one or
more partially constructed vehicle portions. The system also
includes prerequisite equipment systems to be installed
within the one or more partially constructed vehicle por-
tions. At least one of the prerequisite equipment systems
configured to be installed during each of the build stages
wherein each of the prerequisite equipment systems becom-
ing installed equipment systems when installed 1n the one or
more partially constructed vehicle portions. The system also
includes build verification software configured to determine
a current build stage of the plurality of build stages, which
of the plurality of prerequisite equipment systems are to be
installed during the current build stage, which of the plu-
rality of prerequisite equipment systems that are to be
installed during the current build stage but are not yet
installed 1n the one or more partially constructed vehicle
portions, and test electrical connectivity of the installed
equipment systems 1n the one or more partially constructed
vehicle portions to verily proper installation during each of
the plurality of build stages.

According to yet another embodiment disclosed herein, a
computer-readable storage medium 1s provided that includes
instructions for determining a current build stage of one or
more partially constructed vehicle portions from a plurality
of build stages, instructions for determining prerequisite
equipment systems to be installed i the one or more
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partially constructed vehicle portions during the current
build stage, mstructions for determining which prerequisite

equipment systems are to be installed during the current
build stage that are not yet installed in the one or more
partially constructed vehicle portions, and instructions for
testing during each of the plurality of build stages whether
at least one mstalled equipment system installed in the
partially constructed vehicle portion 1s properly electrically
connected within the one or more partially constructed
vehicle portions.

According to still yet another embodiment disclosed
herein, a computer-implemented method for verifying
proper 1nstallation of equipment systems of a primary power
busing network within a first modular equipment center
(MEC) 1s provided. The method includes routing a low
voltage test power to a first plurality of contactors within the
first MEC, determining whether or not the low voltage test
power 1s present at each of the first plurality of contactors of
the first MEC, and collecting contactor information from
cach of the first plurality of contactors across an internal
MEC data network of the first MEC to a computing and
network interface (CNI) module of the first MEC.

The features, functions, and advantages that have been
discussed can be achieved independently 1n various embodi-
ments of the present disclosure or may be combined 1n yet
other embodiments, further details of which can be seen with
reference to the following description and drawings.

BRIEF DESCRIPTION OF THE

DRAWINGS

The embodiments presented herein will become more
tully understood from the detailed description and the
accompanying drawings, wherein:

FIG. 1 1llustrates a top view of one configuration of an
aircraft with spatially distributed modular equipment centers
(MECs) wherein equipment loads are serviced by the nearest
MEC according to at least one embodiment disclosed herein,

FIG. 2 illustrates the splitting of two generators per
atrcraft engine relative forward and att of the aircraft accord-
ing to at least one embodiment disclosed herein,

FIG. 3 illustrates one configuration of primary power
feeders connected to generators energizing a power bus
network according to at least one embodiment disclosed
herein,

FI1G. 4 1llustrates one configuration of a primary MEC and
a secondary MEC according to at least one embodiment
disclosed herein,

FIGS. 5A-5F illustrate one configuration of a fault toler-
ant combined primary and secondary power distribution
network of primary MECs, secondary MECS, and a standby
MEC according to at least one embodiment disclosed herein,

FI1G. 6 illustrates one configuration of a secondary power
busing network 1n a forward section of the aircraft according,
to at least one embodiment disclosed herein,

FIG. 7 illustrates one configuration of a MEC for servic-
ing equipment loads and having a computing and network
interface module for distributed computing functions and
gateway routing of bi-directional data between MECs
according to at least one embodiment disclosed herein,

FIG. 8 illustrates one configuration of a data network
structure with communication bus interfaces between spa-
tially distributed MECs separated by section breaks accord-
ing to at least one embodiment disclosed herein,

FI1G. 9 illustrates one configuration of the computing and
interface module for distributed computing functions and
gateway routing of bi-directional data according to at least
one embodiment disclosed herein,
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FIG. 10 illustrates a common structure and layout of a
primary power switching network device having a common
power 1nput source and a plurality of common power
outputs for use with the primary MECs according to at least
one embodiment disclosed herein,

FIG. 11 1illustrates an exploded perspective view of a
multi-layered mtegrated truss system of a MEC according to
at least one embodiment disclosed herein,

FIG. 12 illustrates one configuration of the distribution of
either alternating current (AC) or DC power from the TRUSs
and ATUs to equipment loads utilizing twisted and shielded
clectrical conductor pairs according to at least one embodi-
ment disclosed herein,

FIG. 13 1llustrates one configuration of an integrated truss
system of a MEC within the floor of an aircrait according to
at least one embodiment disclosed herein,

FIG. 14 illustrates one configuration of an aircraft having
remote MECs (RMECs) throughout the aircrait 1n the pres-
surized and unpressurized portions of the aircrait according
to at least one embodiment disclosed herein,

FIG. 15 illustrates one configuration of a block diagram of
an RMEC having a fault-tolerant power and communication
system and that 1s customizable based on the needs of an
aircraft subsystem according to at least one embodiment
disclosed herein,

FIGS. 16A and 16B illustrate one configuration of an
RMEC for a landing gear control and indication system
according to at least one embodiment disclosed herein,

FIGS. 17A and 17B illustrate one configuration of an
RMEC on a passenger entry door of a passenger entry door
system according to at least one embodiment disclosed
herein,

FIG. 18 illustrates one configuration of a routine for
providing power and data to remote power and data ele-
ments ol a vehicle according to at least one embodiment
disclosed herein,

FIG. 19 illustrates one configuration of a computer envi-
ronment and a build verification system for use with one or
more partially constructed vehicle portions having an
RMEC according to at least one embodiment disclosed
herein,

FIG. 20 1llustrates one configuration of a computer envi-
ronment and a build verification system for use with one or
more partially constructed vehicle portions having an
RMEC interfacing with a MEC according to at least one
embodiment disclosed herein,

FIG. 21 illustrates one configuration of a computer envi-
ronment and a build verification system for use with a fully
assembled aircraft, prior to mnitial power up, having multiple
RMECs interfacing with multiple MECs and a flight man-
agement system (FMS) according to at least one embodi-
ment disclosed herein,

FIG. 22 illustrates one configuration of a computer envi-
ronment and a build verification system for use with a
flight-ready aircraft having a FMS but with the build veri-
fication system (BVS) removed according to at least one
embodiment disclosed herein,

FIG. 23 illustrates one configuration of multiple MECs of
a primary power switch network interfacing with one
another wherein the CNI modules have embedded BVS
soltware for veritying proper installation of the MECs by
routing power to contactors within the MECs and collecting
and sharing imformation about the contactors at the CNI
modules according to at least one embodiment disclosed
herein,

FIG. 24 illustrates one configuration of a routine for
verilying proper installation of equpment systems 1 a
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vehicle designed to be assembled in multiple build stages
according to at least one embodiment disclosed herein,

FIG. 25 illustrates one configuration of a routine for
veritying proper installation of equipment systems of a
primary power busing network within a MEC according to
at least one embodiment disclosed herein, and

FIG. 26 illustrates one configuration of a block diagram
showing an 1llustrative computer system capable of imple-
menting aspects of the embodiments presented herein.

The plurality of figures presented in this application
illustrates variations and different aspects of the embodi-
ments of the present disclosure. Accordingly, the detailed
description on each illustration will describe the differences
identified 1n the corresponding illustration.

DETAILED DESCRIPTION

The following detailed description 1s directed to the
manufacture and assembly of vehicles from multiple vehicle
portions according to a build plan of multiple stages and the
use of build venfication soiftware to test and verily that
equipment systems are installed properly within the vehicle
portions in such a way that reduces production time and such
that the testing of the installed equipment systems 1s com-
pleted prior to delivery of the vehicle to the customer. The
present invention 1s susceptible of embodiment 1n many
different forms. There 1s no intent to limit the principles of
the present invention to the particular disclosed embodi-
ments. References hereinafter made to certain directions,
such as, for example, “front”, “rear”, “left” and “right”, are
made as viewed from the rear of the vehicle looking for-
ward. In the following detailed description, references are
made to the accompanying drawings that form a part hereof
and 1n which are shown by way of illustration specific
embodiments or examples. Referring now to the drawings,
in which like numerals represent like elements throughout
the several figures, aspects of the present disclosure will be
presented.

Aspects of this disclosure may be used 1n many types of
vehicles such as, for example, aircraft, spacecratt, satellites,
watercrait, submarines, and passenger, agricultural or con-
struction vehicles. Aspects of this disclosure may also be
used 1n different constructions of vehicles. While the imme-
diate benefit 1s towards vehicles that have non-conducting
frames, chassis or skin, the disclosure features may be
suitable and beneficial of vehicles constructed of conductive
materials. For the sake of simplicity in explaining aspects of
the present disclosure, this specification will proceed utiliz-
ing a composite aircraft 10 as the primary example. How-
ever, as will be seen, many ol aspects of the present
disclosure are not limited to the composite aircrait 10.

As well understood by those skilled 1n the art, the exem-
plary aircraft 10 depicted in FIG. 1 includes a body com-
monly referred to as a fuselage that 1s made substantially of
composite materials, or composites. The outer composite
skin on the fuselage of the aircrait 10 conforms to the
curvature of fuselage frames. The fuselage includes a plu-
rality of vehicle sections such as a forward section 12, a
middle section 14, and an aft section 16. Section breaks 18,
20, 22 are defined between adjacent aircrait sections. The
composite aircraft 10 may have any number of engines. As
shown 1n FIG. 1, left engine 30 1s supported on the leit wing
and right engine 32 1s supported on the right wing. Each of
the engines 30, 32 has a rotor which defines a rotor burst

zone 38 (FIG. SA) in which damage to the fuselage and
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aircrait systems between the engines 30, 32 may occur as a
result of an event or an operational inconsistency with one
of the engines 30, 32.

The composite aircrait 10 may have any number of
sections and the position of the aircraft sections or systems
within the composite aircraft 10 may sometimes be
described as being forward or aft of the rotor burst zone 38.
Floor beams extend between fuselage frames to define a
passenger compartment above the floor beams and a cargo
area for holding cargo below the floor beams. Stanchions
extending between the fuselage frames and the floor provide
a fulcrum to assist 1n stiffening the floor of the composite
aircrait 10. The passenger area 1s pressurized and all or part
of the cargo area may be pressurized. Ducts may be posi-
tioned through the crown run of the composite aircrait 10
above the passenger compartment or below the floor 1n the
cargo area such as between the fuselage frame and the
stanchions.

On ecach of the engines 30, 32 are one or more main
primary power sources such as high voltage AC left power
generators 34a, 346 and high voltage AC right power
generators 36a, 366 (heremalter may be referred to collec-
tively and/or generically as “left generators 34, “right
generators 367 or “generators 34, 36). Primary power
teeders 40a and 405 extend from the left generators 34a, 345
and primary power feeders 42a and 426 extend from the
right generator 36a, 3656. As shown 1n FIG. 1, primary power
1s distributed throughout the composite aircrait 10 via the
primary power feeders 40a, 405, 42a, 425 (hereinafter may
be referred to collectively and/or generically as “power
teeders 40, 42”). The composite aircrait 10 may also have
one or more high voltage AC auxiliary power unit generators
54 for redundancy in the event one or more of the generators
34, 36 fail, as well as to provide power when the engines 30,
32 are not running. When the composite aircrait 10 1s parked
and the engines are not running, power may be provided to
the aircraft by one or more power sources such as low
voltage AC external power unit 36.

For purposes of this disclosure, low voltage and high
voltage are those voltages typically referred to as either low
or high voltage within the aircrait industry and as may be
described 1n DO-160, Environmental Conditions and Test
Procedures for Airborne Equipment, a standard for environ-
mental test of avionics hardware published by RTCA, Incor-
porated. Throughout this disclosure, 230 VAC 1s referred to
as high voltage but another voltage within a range of
voltages, higher or lower than 230 VAC, could also be
referred to as hugh voltage. Also, 28 VDC and 115 VDC are
referred to as low voltages but another voltage within a
range of voltages, higher or lower than either of 28 VDC and
115 VDC, could also be referred to as low voltage.

The composite aircrait 10 i FIG. 1 does not have
dedicated centralized equipment bays for housing power and
communications equipment. The equipment 1s configured
into modular power and communication equipment centers,
referred to as MECs, that are spatially distributed throughout
the composite aircrait 10. For example, one or more MECs
are spatially distributed 1n each of the forward, middle and
alt sections 12, 14, 16. Each of the MECs provide localized
power conversion and may be either a primary MEC 44, a
secondary MEC 46, or an auxiliary or standby MEC 48, as
described in greater detail below. Primary MEC 44, second-
ary MEC 46 and standby MEC 48 may generally be referred
to as “MEC” with one or more applicable reference numbers
44, 46, 48. Primary power 1s distributed from the generators
34, 36 via power feeders 40, 42 across section breaks 18, 20,
22 to a primary power input of each of the MECs 44, 46, 48.
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For optimized fault tolerance, the aircraft 10 may include
a standby MEC 48 positioned 1n the rear of the aircrait 10
and at least two MECs 44, 46 positioned 1n each of the
forward, middle, and aft sections 12, 14, 16 of the aircraft
10. For example, in FIG. 1 redundancy may be achieved by
having multiple MECs 44, 46, 48 in each aircrait section
without having to cross section breaks 18, 20, 22. Preferably,
cach section 12, 14, 16 includes a primary MEC 44 and a
corresponding secondary MEC 46 thereby defining a two by
three configuration of MECs 44, 46 plus a standby MEC 48.
If there are four separate aircraft sections then there 1s a two
by four configuration of MECs 44, 46. Preferably, the MECS
44, 46, 48 are alternately spaced on the left and right sides
relative to one another along the length of the aircrait 10. It
should be understood that the present disclosure 1s not
limited to any particular number or configuration of MECs
44, 46, 48.

Equipment loads 50 may be various electrical loads 1n an
aircraft including, but not limited to, displays, fans, envi-
ronmental units, and the like. Sometimes an equipment load
50 may be 1n the form of a line replaceable umt (LRU) 52
(FIG. 4). The equipment loads 50 within each of the aircraft
sections 12, 14, 16 are grouped into one or more zones of
power and communication. Each zone of equipment loads
50 across multiple systems may be associated with and
serviced by the nearest MEC 44, 46. Preferably, each zone
of equipment loads 50 1s located within a single section and
associated with at least one MEC location 1n the same zone.
Preferably, the connecting wires or lines do not cross section
breaks 18, 20, 22.

Generally, any equipment load 50 on the aircrait 10
requires both electrical power and communication data.
Data 1s needed to tell the equipment load 50 what to do, or
provide feedback about its current status, while electrical
power 1s needed so the equipment load 50 can perform its
intended function. If power and data are provided to an
equipment load 50 from different equipment centers and 1f
one of either the power or data 1s lost then the equipment
load 50 then has an indeterminable state. To avoid indeter-
minate states each MEC 44, 46, 48 independently provides
both the electrical power and communication data for ser-
vicing each of the localized equipment loads 50 within an
associated zone. The electrical power and data communica-
tion to an equipment load 50 may be synced or grouped
together 1n that both the power and the data communication
provided to the equipment load 50 originate from a single
source such as the nearest MEC 44, 46, 48. Synced electrical
power and communication data 1s sometimes referred to as
a power channel. Each of the equipment loads 50 within a
zone may receive power Irom a particular MEC 44, 46 and
therefore the network communication switches providing
data to those same equipment loads 50 are powered by that
same MEC 44, 46.

The MECs 44, 46, 48 are configured to distribute power
received from the main power sources. The MECs 44, 46, 48
may independently convert the primary power into second-
ary power. Secondary power may be distributed from the
MECs 44, 46, 48 to then independently service each of the
equipment loads 50 within each zone without a secondary
branch power network extending across the section breaks
18, 20, 22. In such case, control and conversion of the
primary power may be distributed to each of the primary
MECs 44 of each section of the aircrait 10 such that only
primary power 1s distributed across the section breaks 18,
20, 22 amongst the primary MECs 44. In a preferred
configuration, only high voltage power feeders and the data
backbone cross production breaks.
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Distributing only primary power across section breaks 18,
20, 22 reduces the amount of wire required for distributing
secondary power across multiple sections of the aircraft 10.
This 1s because the distributed MEC architecture creates a
separate secondary power distribution network within each
section that allows for shorter runs of secondary wiring.
Doing so reduces the overall weight of the wire utilized
throughout the aircrait as well as the number of secondary
connections required when joining adjacent fuselage sec-
tions. Also, because of the shorter secondary power runs, the
total loop area of the power feeder run 1s reduced as
compared to an implementation within a current return
network. Moreover, aircrait production processes are
improved because the secondary power network of wires
extending across section breaks are limited or eliminated.
The reduction of secondary power wires extending across
section break are more readily tested and build quality
verifled earlier due to reduced reliance on other sections
betore final assembly of the aircrait 10.

As shown 1n FIG. 1, primary power feeder 40a extends
from generator 345 on the left engine 30 into the maddle
section 14 to a MEC 44 shown on the left side of the mid
section 14, across section break 20 to another MEC 44
shown on the left side of forward section 12, and then to
another MEC 44 shown on the left side 1 front of forward
section 12. Primary power feeder 4056 extends from genera-

tor 34a on the left engine 30 into the middle section 14 to a
MEC 44 on the left, across section break 22 to a left att MEC

44, and then to a left aft MEC 48. Power feeder 42a extends
from generator 36a on the right engine 32 into the middle
section 14, across section break 20 to a MEC 44 on the right
in forward section 12, and then to another MEC 44 on the
right in front of the forward section 12. Primary power
feeder 425 extends from generator 366 on the right engine
32 into the middle section 14 to middle right MEC 44, across
section break 22 to right aft MEC 44, and then to right aft
MEC 44. Alternatively, the power feeders 40a, 4056 could
instead provide primary power to the MECs 44 on the right
side of one or more sections of the aircraft 10. In such case,
the power feeders 42a, 425 would provide primary power to
the MECs 44 on the left side of one or more sections the
aircraft 10.

Also, one of the generators 34a, 345 on the left engine 30
could provide primary power to one side of the aircraft
forward of a rotor burst zone 38 and the other of generators
34a, 345 on the left engine 30 could provide primary power
to the other side of the aircraft 10 ait of the rotor burst zone
38. In such case, one of the generators 36a, 3656 on the right
engine 32 could provide primary power forward of the rotor
burst zone 38 to the opposite side that 1s powered by one of
the left generators 34a, 34b. The other of generators 36a,
366 on the right engine 32 could provide primary power aft
of the rotor burst zone 38 to the opposite side powered by the
other one of the left generators 34a, 34b.

FIG. 2 illustrates splitting two generators per engine
relative the rotor burst zone 38 of the aircrait 10 which
increases the availability of primary power 1n the event of an
operational 1ssue with an engine 30, 32. If one of the engines
30, 32 i1s lost, or a generator 34a-b, 36a-b within one of the
engines 30, 32 fail, the two remaining generators 34a, 345,
36a, 360 on the remaining engine 30, 32 distribute both
forward and aft primary power to the aircraft 10. Generator
34a of the left engine 30 and generator 36a of the right
engine 32 power a pair of primary power switching buses
96a forward of the rotor burst zone 38 that are connected to
one another by a forward tie bus 76. Generator 345 of the lett
engine 30 and generator 365 of the right engine 32 power
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another pair of primary power switching buses 964 ait of the
rotor burst zone 38 that are connected by an aft tie bus 78.
A mid tie bus 80 connects at least one of the forward primary
power switching buses 96a with at least one of the aft
primary power switching buses 96a. Therefore, when an
engine 30, 32 experiences an operational imnconsistency, the
aircraft 10 continues to have power and control on one side
along the entire length of the aircraft 10 due to the distri-
bution of power from the remaining engine 30, 32 1n a
torward and aft manner. The power and control 1s distributed
from a single engine 30, 32 both forward and aft of the rotor
burst zone 38 without increasing the amount of wiring. FIG.
2 also 1illustrates the primary power switching buses 96a
distributing power to the secondary MECs 46 for power
conversion and distribution to equipment loads 50 as
explained 1n greater detail below. A standby MEC 48 may be
coupled to the primary MECs 44 and secondary MECs 46 to
provide backup power when the primary main AC power
sources are not available to the primary power switching
buses 96a as explained 1n greater detail below.

Un-serviced equipment loads 50 1n one or more zones
occurs primarily for two reasons. Either all of the generators
34, 36 failed and therefore primary power 1s no longer
available to any of the MECS 44, 46 or one or more of the
buses 96 are physically damaged due to an event such as a
rotor or tire burst. Rerouting of high voltage power from
either of the four generators 34, 36 or auxiliary power unit
generator 34 based on failure of one or more main primary
power sources occurs at the primary bus level via the tie
buses 76, 78, 80 through opening and closing of combina-
tions of switches as shown by the primary power busing
network system 90 depicted in FIG. 3. In one or more
embodiments, one or more standalone solid state switches,
for example contactors, are imncluded on the primary power
busing network system 90. The solid state switches each
have a self-contained control function configured to provide
one or more of localized protections, voltage sensing, and
current sensing, independent of the availability of other
power system components. The standalone solid state switch
can function without the need for data from other power
system components. Opening and closing of the solid state
switch interrupts and routes primary power across one or
more of the primary power switching buses to one or more
of the MECs 44, 46, 48. Beginning with FIG. 3, specific
contactors are depicted as either primarily closed or primar-
1ly open. The symbol for an open contactor 1s two parallel
lines. The symbol for a normally closed contactor 1s the
same with the exception that a diagonal line 1s drawn
through the parallel lines. The standalone solid state switch
may also include pulse width modulation to limit current
flow through the standalone solid state switch. Rerouting of
secondary power and low voltage DC between the MECs 44,
46, 48 based on failure of high voltage buses and conversion
occur by the opening and closing of combinations of
switches as shown by the power busing network system 90
as depicted 1n FIG. 3.

Each MEC 44, 46, 48 has both primary and secondary
power and 1s capable of independently performing closed
loop processing and local control of sensors without being
dependent on a central computer system. The distributed
power system control architecture permits sharing of the
overall vehicle power distribution status among the MECs
44, 46, 48 but each MEC 44, 46, 48 1s only responsible for
servicing equipment loads 50 in proximity of each MEC,
with the exception of MEC 48 which also distributes
standby power to all other MECs 44, 46. Each MEC 44, 46,

48 manages data associated with the zone of the nearest
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equipment loads 50 such that each MEC 44, 46, 48 inde-
pendently performs operations within its own zone of equip-
ment loads 50.

Each MEC 44, 46, 48 also preferably has solid state
switching for bus power control and also provides circuit
protections. In FI1G. 3 power from primary power feeders 40,
42 connected to the generators 34, 36 energizes primary
power switching buses 96a. Each primary power switching
bus 96a branches ofl to a primary power switching bus 9656
within MEC 44 and a primary power switching bus 96c
within MEC 46. Each primary power switching bus 96a
connected with distribution feed 98 to a primary power
switching bus 965 corresponds with a single primary MEC
44 as shown in FIG. 4 and as described in greater detail
below.

Referring to FIG. 4, a portion of each primary MEC 44
with a primary power switching bus 96a 1s a high power
portion 120 and another portion of the primary MEC 44 with
the primary power switching bus 965 1s a low power portion
122 of the primary MEC 44. The high power portion 120 of
a primary MEC 44 1s configured to receive primary power
from any high power main source available to the aircrait 10
and 1s sometimes referred to as a primary power switching
network device 302. The network of high power portions
120 of the primary MECs 44 within the aircraft 10 define a
high voltage power busing network system.

The low power portion 122 1s preferably configured to
handle a fraction of the power from onboard power sources
but still be able to handle the same voltages as the high
power portions 120. The primary power switching buses 96c¢
correspond with secondary MECs 46 shown 1n FIG. 4. FIG.
4 best 1llustrates the similarity between a secondary MEC 46
and the low power portion 122 of a primary MEC 44.
Primary MECs 44 include the primary level power network
busing structure of primary power switching buses 96a to
reroute primary sources across the aircrait 10 that the
secondary MECs 46 do not have. During normal as well as
abnormal operations, the primary and secondary MECs 44,
46 both have primary and standby power. Secondary MECs
46 service the nearest equipment loads 50 just like a primary
MEC 44.

Retferring back to FIG. 3, distribution feeds 98 extend
between primary power switching buses 96a and 9656 of
cach primary MEC 44 and distribution feeds 100 extend
between each bus 965 of the primary MEC 44 and the
primary power switching bus 96¢ of a secondary MEC 46
that directly receives power from the same source. Also, a
crosstie 102 extends between the bus primary power switch-
ing 966 of the primary MEC 44 associated with left gen-
erator 34a and the primary power switching bus 965 of the
primary MEC 44 associated with the right generator 36a. A
crosstie 104 extends between the primary power switching
bus 96c¢ of the secondary MEC 46 associated with left
generator 34a and the primary power switching bus 96c of
the secondary MEC 48 associated with the right generator
36a. A crosstie 106 extends between the primary power
switching bus 966 of the primary MEC 44 associated with
left generator 3456 and the primary power switching bus 965
of the primary MEC 44 associated with the right generator
36b. A crosstic 108 extends between the primary power
switching bus 965 of the secondary MEC 46 associated with
generator 346 and the primary power switching bus 965 of
the secondary MEC 46 associated with the right generator
36b6. Auxiliary power unit generator 54 1s connected to the
crossties 102, 106, respectively.

FIG. 5A illustrates one configuration of the fault tolerant
combined primary and secondary power distribution net-
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works of primary, secondary and standby MECS 44, 46, 48
within the aircraft 10. For purposes of illustrating greater
detail, FIGS. 5B-5E illustrate close-up partial views of four
separate portions which can be positioned next to each other
to assemble the complete system depicted 1n FIG. 5A. Two
dot-dash lines on each of FIGS. 5B-5E denote the broken
edges of each partial view. FIG. 5B 1illustrates the top left
portlon of FIG. SA. FIG. 5C 1llustrates the top right portion
of FIG. 5A. FIG. 5D illustrates the bottom left portion of
FIG. 5A and FIG. 5E illustrates the bottom right portion of
FIG. SA. Also, FIG. 5F illustrates one configuration of the
standby MEC 48 of the system of FIG. 5A. The contactors
shown 1n FIG. 3 are also shown symbolically i FIGS.

5A-SF, but without reference numbers to simply FIGS.
5A-SF, and may also be shown in other drawings without
any reference numbers or having diflerent reference num-
bers.

In FIG. SA the primary and secondary MECs 44, 46 are
arranged 1n such a way that there are a total of four 1n the
torward sections of the aircraft 10 and another four in the aft
sections ol the aircraft 10. Preferablyj there 1s a pnnlary
MEC 44 and a Secondary MEC 46 1n each of a pair of
torward sections and a primary MEC 44 and a secondary
MEC 46 1n each of a pair of ait sections. FIG. 5A also shows

a standby MEC 48 1n an aft section of the aircraft 10. The
non-time limited power source for the standby MEC 48 can
be a RAM air turbine (RAT) 128 or other suitable indepen-
dent time limited standby power source such as a battery or
tuel cell. In the event of an operational inconsistency with all
the generators 34, 36, the RAT 128 1s deployed to provide
standby power to standby MEC 48 as well as to one or more
of the MECs 44, 46 1n the event that all of the generators
34a, 34b, 36a, 366 have an operational 1nconsistency. The
battery 598 provides temporary operational power to
standby MEC 48 as well as to one or more of the MECs 44,
46 while the non-time limited RAT 128 1s being deployed.

If one of the generators 34a, 34b, 36a, 36b fails, power 1s
not being recerved at the primary power switching bus 964
of a primary MEC 46. Therefore, the equipment loads 50 off
of the lower power portion 122 of the primary power
switching bus 9656 of the unpowered pnnlary MEC 44 are
unserviced and the equipment loads 50 off of the primary
power switching bus 96¢ of an unpowered adjacent second-
ary MEC 46 are unserviced. Power 1s then rerouted at the
primary level from one of the other remaining operational
sources by opening and closing of combinations of contac-
tors to energize primary power switching bus 96a of unpow-
ered primary MEC 44 to power 1ts equipment loads 30 and
to energize primary power switching bus 96¢ of any unpow-
ered adjacent secondary MEC 46 to power its equipment
loads 50.

Alternatively, 1f a MEC 44, 46, 48 experiences a physical
tailure and as result 1ts equipment loads 50 are unpowered.,
then power may be rerouted to power the equipment loads
50 of the unpowered MEC 44, 46, 48 by another powered
MEC 44, 46, 48. Dependlng on the amount of power
available to be rerouted, all or only a portion of the equip-
ment loads 50, such as only the cntical loads, may be
repowered. Also, 11 all power sources are lost and the MECs
44, 46, 48 arc unpowered, then the standby MEC 48 with the
tuel cell or RAT 128 can power the critical equipment loads
50 of the other MECs 44, 46. Critical loads are those
equipment loads 50 that the aircraft 10 must have powered
to maintain continued safe tlight and landing. Essential loads
are those equipment loads 50 that are desirable to have such
as radios and other communications equipment but opera-
tion 1s not required to fly the aircrait 10. Non-essential loads
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are the lowest priority equipment loads 50 such as passenger
comiort loads including food preparation devices, decora-
tive lighting and cabin entertainment systems.

By way of example, the auxiliary power unit generator 54
could service the equipment loads 50 lost due to the failure
of one of the main generators 34, 36. IT generator 345 fails
then, through a combination of contactors 1n forward tie bus
76, aft tiec bus 78, mid tie bus 80, primary power 1s provided
directly from the remaining main generators 34, 36. Alter-
natively, primary power may be provided from the auxiliary

power unit generator 54 through another operational MEC

44, 46 across one or more of the crossties 102, 104, 106, 108,
to the primary power switching bus 96a of an unpowered
primary MEC 44 or to the primary power switching bus 96c¢
ol an unpowered secondary MEC 46.

In the event one or more of the MECs 44, 46 has a
physical operational inconsistency, all or part of the plurality
equipment loads 50 within the zone associated with each
operationally inconsistent MEC 44, 46 can be associated
with one or more other MECs 44, 46 that are nearest 1n
proximity. For example, 11 a primary MEC 44 physically
fails, the equipment loads 50 once serviced by that failed
MEC 44 may be serviced by another MEC 44, 46 or a
combination of MECs 44, 46. MECs 44, 46 can determine
the types of equipment loads 50 once serviced by the failed
MEC 44 and then determine whether one or more of the
combination of MECs 44, 46 should service those unpow-
ered equlpnlent loads 50. If 1t 1s determined that a secondary
MEC 46 1n closest proximity to the failed primary MEC 44
1s to service the additional equipment loads 50 then the zone
originally associated with that secondary MEC 46 1s
expanded to encompasses the zone formerly serviced by
falled primary MEC 44.

Alternatively, the additional equipment loads 30 may be
divided between a secondary MEC 46 and another primary
MEC 46 1n proximity to the failed primary MEC 46. In such
case, the zone of equipment loads 50 associated with the
nearest operational primary MEC 44 1s expanded to include
a portion of the zone formerly serviced by failed primary
MEC 44 and the zone of equipment loads 30 associated with
the nearest operational secondary MEC 46 1s expanded to
include the remaining portion of the zone formerly serviced
by failed pnnlary MEC 44. In either case, one or more other
MECs 44, 46 1n proximity of a failed MEC 44, 46 are
sourced to mndependently provide the services to the equip-
ment loads 50 previously serviced by the failled MEC 44, 46.

Each secondary MEC 46 and each low power portion 122
of each primary MEC 44 includes contactors coupled to
conversion equipment. The conversion equipment includes a
transiormer rectifier umt (TRU) 134, which rectifies the 230
VAC and converts 1t to the main DC output such as 28 VDC
for bus 136, and an autotransformer or auto-step down
transformer umt (ATU) 138 to convert 230 VAC to 115 VAC
for a low power AC output bus 140. Each secondary MEC
44 and low power portion 122 of a primary MEC 44 further
includes a second TRU 142, not just for redundancy, but to
provide power only to the critical loads absolutely necessary
for continued sate flight and landing. Limiting the second
TRU 142 to only critical loads ensures that the standby
power sources are not overloaded.

FIG. 6 illustrates the configuration of a secondary power
busing configuration, 1 forward section 12 for example,
where the primary power switching buses 965 1n the low
power portions 122 of the primary MECs 44 and the primary
power switching buses 96¢ of the secondary MECs 46 are
tied together. As described above, whether all or only a
portion of the unpowered equipment loads 50 of a damaged
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MEC 44, 46 are serviced by another MEC 44, 46 depends on
available power. In the event one of the TRUs 134 1n one of
the MECs 44, 46 within an aircraft section fails, the most
critical of equipment loads 50 from the operationally 1ncon-
sistent TRU 134 may be serviced by another MEC 44, 46 1n

that same aircraft section providing secondary power across
the various contactors and backup buses 148.

Preferably MECs 44, 46 in the ait section 16, have
secondary power tie-ins from the auxiliary power unit
generator 54 due to their proximity to one another which
mimmizes the power feeder wire weight. Also, the MECs
44, 46 1n the forward section 12 of the aircraft 10 tie 1n at
lower voltage levels such as 115 VAC from the external
power ground service equipment such as external power unit
56 as shown 1n FIGS. 2 and 6. However, the 115 VAC from
the ground to the low power AC output buses 140 in the
MECs 48 in the forward section 12 could be converted to
higher voltages such as 230 VAC by bi-directional ATUs 138
which then may be distributed to the other MECs 44, 46 in
other sections of the aircraft 10. Also, a second TRU 142,
typically used for more critical loads as explained above,
allows battery power from battery bus 294 via backup bus
148 to power those critical loads that were lost.

As shown 1 FIG. 7, a computing (software and hardware)
and network interface (CNI) module 162 located inside each
MEC 44, 46, 48 provides distributed computing functions
and gateway routing of bi-directional data. Each CNI mod-
ule 162 contains two failsafe computing systems that
become a fault tolerant computing system. Each fail safe
computing system 1s redundant to the other. This fault
tolerant computing system responds gracefully to unex-
pected hardware and/or software failures to allow no loss of
service to system functions within the aircraft 10. The CNI
module 162 transmits/receives data to/from internal MEC
computing functions and external MEC computing func-

tions via an internal system communication bus (such as
Flex-Ray, Controller Area Network (CAN), ARINC 664,
TTP or other bus technology). Other MECS 44, 46, 48 on the
atrcraft 10 will communicate with the CNI module 162 via
a data networking specification, such as the ARINC 664,
across external data communication channel A and external
data communication channel B as shown in FIG. 7 having
reference numbers 188 and 190, respectively.

The CNI module 162 1s a distributed computing element
that hosts specific software applications used within that
localized zone of the aircraft 10. Some examples of the
system applications that can be hosted on the CNI module
162 are the AC and DC power systems, cargo door system,
passenger entry door system, landing gear system, and

passenger cabin system. The computing functions that com-
municate to the CNI module 162 are TRUs 134, TRUs 142,
ATUs 138, solid state switches of a breakers module 166, a
generator control umit GCU 168 associated with one of the
generator 34, 36, solid state power distribution modules 170,
and remote data concentrators. The CNI module 162 com-
municates internally within the MEC 44, 46, 48 across
internal data channel A 202 and internal data channel B 204
to the TRUs 134, 142, the ATUs 138, the breaker modules
166, the GCU 168, and the power distribution modules 170
as described 1n greater detail below.

The CNI module 162 will transmit and receive data
to/from these computing functions. The CNI module 162
will also transmit and receive the status and health from
other MECs 44, 46, 48 and aircraft computing systems. Each
CNI module 162 manages the workload of an individual
MEC 44, 46, 48 with knowledge of what 1s going on 1n other
MECs 44, 46, 48. Once the information has been received by
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the CNI module 162 of a MEC 44, 46, 48, 1ts computing
function will determine which system needs the data, inter-
pret the health of the data, respond to any power system
anomalies, supply time sensitive information to computing
functions that need 1t, perform system level logic algorithms,
report airplane level system faults, and control the distribu-
tion of AC and DC power for that zone.

FIG. 8 1illustrates the data network structure with com-
munication bus interfaces between the spatially distributed
MECs 44, 46, 48 separated by section breaks 18, 20, 22. This
configuration allows each individual MEC 44, 46, 48 to
communicate with other MECs 44, 46, 48 as well as provide
the redundancy required to ensure continued communication
across failures. Section break 20 defines forward and aft
sections of the aircraft. The number of network communi-
cation switches needed 1s determined by the number of
MECs 44, 46, 48 and the desired fault tolerance. FIG. 8
illustrates nine MECs 44, 46, 48 with three pairs of network
switches 182q-b, 184a-b, 186a-b (herecinafter may be
referred to collectively and/or generically as “network
switches 182, 184, 186”). Each network switch 182, 184,
186 may be a multilayer network switch such as a layer-3
network switch that can receive secondary electrical power

from the CNI modules 162 of each of the mterfacing MECs
44, 46, 48. I there were more MECs 44, 46, 48 then more
network switches would be required to achieve the same

level of fault tolerance.
Each MEC 44, 46, 48 has A and B communication

channels. Channels A and B of each primary MEC 44
connects to two corresponding A or B switches on either
another primary MEC 44 or on a standby MEC 48. Each
primary MEC 44 1ncludes one switch 182, 184, 186 on either
channel A or channel B, while standby MEC 48 1n an aft
section of the aircrait includes both switches of a pair of
switches 182, 184, 186 on both A and B channels. Switches
182a, 184a, 186a correspond with channel A and switches
182H, 184b, 1866 correspond with channel B. External
communication data lines 192 indicate switch to switch data
lines.

Generally, a network switch on each primary MEC 44 on
one side of the section break 20 1s connected to two other
network switches of other primary or standby MECs 44, 48
where at least one of those MECs 44, 48 1s on the other side
of the section break 20 and one 1s on the opposite side of the
aircraft 10. For example, network switch 182a of the for-
ward right primary MEC 44 that 1s forward of the section
break 20 1s connected on the other side of the section break
20 to both network switch 184a on the aift left primary MEC
44 and to network switch 186a on the Standby MEC 48.
Network switch 1825 on the forward left primary MEC 44
that 1s forward of the section break 20 1s connected on the
other side of the section break 20 to both network switch
1845 on the aft right primary MEC 44 and to network switch
18656 on the standby MEC 48. Network switch 1865 on the
standby MEC 48 1s also connected to network switch 1845
on the opposite side of the aircrait 10. Network switch 184qa
1s also connected to network switch 186a of the standby
MEC 48.

Each of the secondary MECs 46 also has two data
channels with two other primary or standby MECs 44, 48.
External communication data lines 196 indicate data con-
nections ol a network switch of a primary MEC 44 directly
to a secondary MEC 44. One of the channels of each
secondary MEC 48 1s connected to a network switch on the
same channel of a primary MEC 48 on the other side of the
section break 20 and the other channel 1s connected to
another secondary MEC 46. Therefore, FIG. 8 shows eight
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data bus connections crossing section break 20 and four data
bus connections crossing each of the section breaks 18, 22.
This configuration minimizes the amount of communication
wiring across section breaks as well as the overall weight of
wiring 1n the aircraft. Separation 1s maintained between each
data bus by utilizing the space 1n the crown and the floor of
the aircrait 10. Healthy CNI modules 162 can optimally
respond to changing configurations of the power system in
a coordinated fashion by utilizing local environment infor-
mation and communications from other healthy CNI mod-
ules 162.

If any two MECS 44, 46, 48 are powered then the
communication network will be active and data will be
present so that those two MECS 44, 46, 48 can fully
communicate with each other. This communication network
1s a fault tolerant network in that any one connection
between a pair of MECs may be lost without reducing any
MEC 44, 46, 48 functionality. Moreover, loss ol any two
communication connections at the same time between the
MECs 44, 46, 48 at most results 1n the loss of data com-
munication wr[h only one of the MECs 44, 46, 48.

For example, loss of the network switch 182a on channel
A of the forward right primary MEC 44 does not result in
complete loss of communications to and from the forward
right primary MEC 44 because communications to and from
torward right primary MEC 44 may continue through chan-
nel B. Any other MECs 44, 46, 48 which had communicated
via channel A with the forward rnight primary MEC 44 can
directly communicate through channel B or via other MECs
44, 46, 48 that are connected to forward right primary MEC
44 via channel B. Also, if network switch 182a on channel
A of the forward rnght primary MEC 44 was lost in addition
to the channel B connection to the forward right secondary
MEC 44, communications to and from the forward right
primary MEC 44 would continue via channel B but then
communications would be lost only with the forward right
secondary MEC 44 because both channels A and B were
lost.

One aspect of the present disclosure 1s distributed power
control architecture. Power control 1s distributed to each
MEC 44, 46, 48 as well as power itself. Based on the local
data each 1nd1v1dual MEC 44, 46, 48 collects, each MEC 44,
46, 48 performs 1ts own power control of 1ts associated zone
to configure 1ts own equipment loads 50 without having to
rely on any other MECs 44, 46, 48. Only the data that 1s
really necessary, such as the need to reroute power, 1s sent
to the CNI modules 162 of other MECs 44, 46, 48.

Normal power up of an aircrait 10 on the ground 1s
preferably a sequential power up of the MECs 44, 46, 48.

Normal power up 1s done via the battery 598 which powers
all the standby buses 160 1n MECs 44, 46 via the static
inverter 290 and the backup bus 148. Should the battery 598
not be available, a limited amount of exterior power from the
external power unit 56 1s sent to power up the standby MEC
48. Once the standby MEC 48 1s powered up, power 1s then
distributed from the standby MEC 48 to each of the other
primary and secondary MECs 44, 46 to power up their CNI
modules 162 and configure contactors within each MEC 44,
46 as appropriate with the power sources that are available.
On the other hand, a sequential power up 1s not utilized if a
MEC 44, 46 becomes unpowered during normal flight
operations. If the CNI module 162 1n one of the MECs 44,
46 has no primary power, the low power 1nterconnecti0n
between two MECs 44, 46, such as a primary MEC 44 and
a secondary MEC 44 with a distribution feed 100, provides
a means to still power the unpowered MEC 44, 46 as

explained above.
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The CNI module 162 reads mput/output communications
from other systems or LRUs as well as configuration data

from other MECs 44, 46, 48. Broadcasting cach MEC’s 44,
46, 48 configuration data allows each of the other MECs 44,
46, 48 to determine what 1s going on elsewhere 1n the aircraft
10. The CNI module 162 then uses this data to configure
breakers and contactors within 1ts MEC 44, 46, 48 and then
writes configuration data onto channel A or B about the
equipment loads 50 within 1ts zone to broadcast to the other
MECs 44, 46, 48 so that other MECs 44, 46, 48 can do the
same. Hach CNI module 162 checks the validity of the
communications input/output and environmental data it
receives and, if necessary, refines it to determine its own
environment data and states of 1ts breakers. Once the CNI
module 162 figures out how i1t wants to command 1its
breakers and contactors within 1ts zone, it then sends 1ts
configuration data out to the other MECs 44, 46, 48.

The CNI module 162 of each MEC 44, 46, 48 only
controls the equipment loads 30 within the boundaries
assigned to that MEC 44, 46, 48. Each CNI module 162 of
a particular MEC 44, 46, 48 does not set the equipment load
configuration of other MECs 44, 46, 48 or decide how to
configure their breakers or contactors. However, all the
MECs 44, 46, 48 still may interact with one another to
provide a coherent and umified power transier function for
the primary and secondary power systems of the aircraft 10.

The CNI modules 162 of MECs 44, 46, 48 that are ©

func-
tioning properly are able to react to a MEC 44, 46, 48 that
has operational 1ssues and reroute power across power tie
buses 76, 78, 80, distribution feeds 98, 100 and crossties
102, 104, 106, 108 even 1 conjunction with additional
failures. The computing and networking architecture 1s both
fail safe and fault tolerant. ITf a CNI module 162 has an
operational 1ssue, all of its connected load will enter a
predefined default “fail sate” state. Adjacent CNI modules
162 do not have the capacity or authority to control other

equipment loads outside of their zone.
The CNI module 162 shown i FIG. 9 includes one

network switch 182a, 184a, 186a on one side of the CNI
module 162 corresponding with channel A and another
network switch 18254, 1845, 1865 on the other side corre-
sponding with the channel B. Both network switches 182,
184, 186 have one or more ports 206 for making external
data communication connections. Each side of the CNI
module 162 also has one or more ports 208 for making

internal data communication connections within the MEC

44, 46, 48 as described in greater detail below. The CNI
module 162 includes two multi-core processors 242, 244 for
running multiple istructions associated with processing
channel A and channel B data communications. Each pro-
cessor 242, 244 can process 1nstructions for recerving and
transmitting communication data within a MEC 44, 46, 48

at ports 208 or for receiving and transmitting communica-
tion data outside of the MEC 44, 46, 48 with either network
switch 182, 184, 186 through the ports 206. One of the
processors 242, 244 on one side of the CNI module 162
corresponds with one communication channel and the other
processor 244 on the other side of the CNI module 162
corresponds with the other communication channel. How-
ever, each processor 242, 244 has a crossover to the other
network switch 182, 184, 186 for the other communication
channel so that each processor 242, 244 can read and process
both channel A and B communications.

Each component or LRU 52 placed on a truss system of
a MEC 44, 46, 48 such as the CNI module 162 may include
a barcode reader 248 for optically reading labels. The
barcode reader 248 may be a quick response (QR) code
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reader for reading QR codes. Barcodes (not shown) may be
placed in the MEC, 44, 46, 48 or elsewhere 1n the aircraft 10
in proximity of the barcode reader 248. The barcode reader
248 reading barcodes allows the MEC 44, 46, 48 to input
information such as identification, position, time tracking
and other configuration information to set software param-
eters of the CNI module 162 of the MEC 44, 46, 48. For

example, the barcode reader 248 may read the position of the
CNI module 162 so that the MEC 44, 46, 48 knows which
section or which side of the aircraft 10 1t 1s located 1n. Also,
determining the location of the CNI module 162 allows the
MEC 44, 46, 48 to determine the nearest equipment loads
50. The configuration information may also be transmitted to
other MECs 44, 46, 48, elsewhere 1n the aircraft 10, or a
central facility outside of the aircraft 10 such as a mainte-
nance facility.

Based on how much power 1s distributed from the MEC
44, 46, 48, the CNI module 162 may require one or more
additional power mputs 288, such as 28 VDC or 115 VAC,
and power regulators 238, from one or more transier layers
of a truss system as explained below. For example, 28 VDC
1s 1put to point of use regulator 280 for the barcode reader
248. Each CNI module 162 also receives one or more DC
power mputs 284 from power outputs 286 of the CNI
modules 162 of one or more other MECs 44, 46, 48 to power
one or both network switches 182, 184, 186. Power inputs
284 and power regulators 246 provide redundancy to pre-
vent a single power failure from taking down any of the
processing or communication channels.

If there 1s a complete loss of power to a MEC 44, 46, 48
at inputs 288 from a transfer layer of the truss system, then
the MEC 44, 46, 48 with the CNI module 162, network
switches 182, 184, 186, the power regulators 246, and the
barcode reader 248, may still be powered. Because of the
one or more DC power mputs 284 routed from redundant
power outputs 286 of other CNI modules 162 of other MECs
44, 46, 48, the CNI module of the unpowered MEC 44, 46,
48 never loses power and 1s able to reroute power from an
adjacent MEC and then powers up one or more transier
layers of 1ts own MEC 44, 46, 48. The MEC 44, 46, 48 can
then still service some or all of its equipment loads 50 and
the CNI module 162 remains fully functional and can
communicate with other CNI modules 162 thereby keeping
truss system of the MEC 44, 46, 48 and the communications
network active.

A primary power switching network device (PPSND) 302
1s shown 1n FI1G. 10 with optional contactors 232, 250, 260,
2778 for various loads based on the primary power switching
configuration and where the MEC 44 1s within an aircraft 10
as explained above. Each PPSND 302 corresponds with the
high power portion 120 of each primary MEC 44 and 1s
configured to share common sources and outputs with
options for additional contactors 232, 250, 260, 278 for
receiving primary power directly from a standby MEC 48 or
for receiving primary power from auxiliary power unit
generator 54 which are connected via the forward, aft and
mid tie buses 76, 78, 80 as needed. As shown 1n FIG. 5C the
high power primary power switching bus 96a of aft right
primary MEC 44 1s connected to the standby MEC 48 with
tie 234.

Each PPSND 302 includes a primary power connection
210 from one of the main generators 34, 36, and a connec-
tion 212 to either the forward or aft ties 76, 78. Each PPSND
302 also includes an output connection 214 to an associated
secondary MEC 46. Each PPSND 302 also includes two
high current solid state contactors 216, 218 and two low
current solid state contactors 220, 222. The two high current
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contactors 216, 218 are connected together at connection
224. One of the high current contactors 216 1s also con-
nected at connection 210 for turning on and off main primary
power and the other high current contactor 218 1s also
connected at the connection 212 for the forward or aft ties
76, 78 depending on whether the primary MEC 44 1s 1n a
forward or ait section of the aircrait 10. The low current
contactor 220 1s connected to a connection 214 for the
associated secondary MEC 46. The other low current con-
tactor 222, in combination with the distribution feed 98 as
described in greater detail below, 1s for turning on and off
power between the high power portion 120 and the low
power portion 122 of each primary MEC 44. Each PPSND
302 may also include optional high current contactor 250, a
high current contactor 260, a low current contactor 232, or
a low current contactor 278. A set of substantially identical
PPSNDs 302 can be used with a primary MEC 44 to receive
three-phase primary power from one of the generators 34,
36. Each of the primary power feeders 40, 42 preferably 1s
a four conductor power wire connected to each of the
primary MECs 44 where three of the conductors carry either
of phases A, B or C of the three-phase power. The forth
conductor can be a neutral wire connected to a fourth
PPSND. Sets of the solid state elements constitute the
contactors 216, 218, 220, 222, 232, 250, 260 and 278 as
depicted 1n FIG. 10.

One or more of the MECS 44, 46, 48 may also include an
integrated truss system having a mounting structure of one
or more data and/or power transier layers separated by one
or more msulation layers. The truss 1s configured to facilitate
casy 1nstallation or replacement within an aircraft 10 and
may be constructed of rigid or flexible materials such as
sheet metal, thermoplastics, composites, or some other suit-
able material. In an aircrait, power or data could be trans-
terred to various locations on the mounting structure of the
truss system or to various locations in the aircrait. In some
confligurations, a via or a mechanism such as a truss inter-
connect can electrically connect one or more power or data
lines 1n one layer to one or more power or data lines in one
or more different layers of the integrated truss system. The
interconnect can also be used to electrically interconnect a
LRU mounted to the top surface layer of the integrated truss
system and to send power into the truss or from the truss 1nto
the LRU. An LRU with PPSNDs 302 has a conductive boss
(projection) and as the interconnect passes through the LRU
and 1nto the truss system the interconnect expands 1nto the
boss as well as the transfer layers of the truss system to make
clectrical connections between the LRU and the truss sys-
tem.

In some configurations, the integrated truss system may
clectrically connect both power and data systems. In further
configurations, the truss interconnect can also provide a
mechanical connection between one or more layers of the
integrated truss system. In additional configurations, the
truss interconnect may be configured for multiple insertions
and extractions, allowing the reuse of the truss interconnect.

FIG. 11 illustrates an exploded, perspective view of a
multi-layered integrated truss system 500 of a MEC 44, 46,
48. The tegrated truss system 500 may include msulation
layers 502a-50256 (hereinaiter referred to collectively and/or
generically as “insulation layers 502”") and transier layers
504a-504¢ (heremnafter referred to collectively and/or
generically as “transfer layers 504”). In some configurations,
the insulation layers 502 and the transter 504 layers are
alternately arranged among each other such that the 1nsula-
tion layers at least partially electrically separate the transier
layers 504 from one another. In further configurations, the
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insulation layers 502 are configured to, at least partially,
physically separate one or more of the transter layers 504
from one or more other transier layers 504. Also, in some
configurations one or more of the insulation layers may act
as a smoke or water drip barrier between the passenger and
cargo compartments.

Components of a MEC 44, 46, 48 may be detachably
secured to the truss system 500. A portion of the power
busing network system 90 of FIG. 3, for example corre-
sponding with the high power portion 120 of a primary MEC
44, with the PPSNDs 302, 1s housed in an LRU 52 mounted
to the top surface insulation layer 502a of the truss system
500. Also inside the LRU 52 with the power busing network
system 90 1s a microprocessor that receives channel A and B
data mputs from the CNI module 162 to control all the
contactors 216, 218, 220, 222, 232, 250, 260 and 278.

Three-phase primary power 506a-d (hereinafter may be
referred to collectively and/or generically as “three-phase
primary power 306) 1s provided from one of the main
generators 34, 36 to the PPSNDs 302 inside the power
busing network system 90. Phase A power 506a, phase B
power 506b, or phase C power 306c¢, or all three, may be
routed from the output connections 390aq-c through the
insulation layers 502 to one or more transfer layers 504 of
the truss system 500. The neutral 5064 of the three phase
primary power 506 also may be routed through the insula-
tion layers 502 to one or more transier layers 504 of the truss
system 500. Communication data 1s sent from one MEC 44,
46, 48 to any other MEC 44, 46, 48 across two data channels
188, 190 (commonly referred to as channels A and B). As
shown 1n FIG. 11, the mounting structure of the truss system
500 provides separate layers configured to provide separate
communication channels to system components mounted to
the truss system 3500. Both data channels 188, 190 may be
routed through the insulation layers 302 to one or more
transier layers 504 of the truss system 300. For example, the
transier layer 504a includes data transier path 336 and
transier layer 5045 includes data transter path 538. The data
transier paths 536, 538 may be separated from one another
by one or more layers 502, 504 such as transier layer 504c.
Data communications back and forth between the power
busing network system 90 with PPSNDs 302 and the CNI
module 162 are sent back and forth across the data channels
188, 190. Data channel 188 passes through the transfer path
536 of transfer layer 504aq and data channel 190 passes
through the transier path 538 of transfer layer 504c.

In some configurations, the transier layers 504 are con-
figured to 1nclude one or more power or data transier paths,
or both. For example, the transier layer 3045 may include
power transier paths 512q and 5125 which correspond with
phase B power 5065 and neutral 5064 of the three phase
primary power 506. The power transier path 512a receives
phase B power, of 230 VAC for example, and transfers 1t to
another LRU 352 mounted to the truss system 500 such as the
CNI module 162 shown 1n FIG. 11. Transter path 5125 1s the
current return path across the neutral 5064 tfrom the CNI
module 162 back to one of the PPSNDs 302.

Each MEC 44, 46, 48 also includes at least one power
distribution module 170 for distributing secondary power
from the MECs 44, 46, 48. Each distribution module 170
may be configured as one or more LRUs 52. Each distribu-
tion module 170 preferably receives all three phases but
distributes them to single phase leads 1n a balanced manner.
As shown in FIG. 11, phase A power 306a and phase B
power 5060 are provided through two different transier
layers 504 of the truss system 500. Also, phase A power

506a and phase B power 5060 would be distributed to
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distribution modes 170. Each distribution module 170 then
distributes single phase secondary power to the low power
equipment loads 50 within the assigned zone of each par-
ticular MEC 44, 46, 48. The equipment loads 50 associated
with each MEC 44, 46, 48 are preferably distributed evenly
across all three power phases. Preferably, each of the low
power equipment loads 30 1s connected to a distribution
module 170 with a twisted electrical conductor parr.
Although the present application depicts a particular number
of connections in one or more of the Figures, any number of
equipment loads 50 may be serviced by a MEC 44, 46, 48
subject to the amount of secondary power available.

Communication data from channels A and B 202, 204 of
truss transier layers 504a, 5045 controls when a distribution
module 170 turns on and off secondary power to the twisted
and shielded electrical conductor pairs to service the equip-
ment loads 50. The CNI module 162 1s connected to every
trace 1n every layer 504 of the truss system 500 of a MEC
44, 46, 48. Because there are multiple voltage inputs to the
CNI module 162, power regulators perform conversions to
the needed voltages. If any of the traces on one or more of
the layers 504 become powered, the CNI module 162
becomes active. For example, 11 all the MECs 44, 46 loses
primary power, power could be provided to the standby
MEC 48 with the RAT 128 or a fuel cell thereby providing
power to traces within a standby layer of the truss system.
Power 1n the traces would activate the CNI module 162. The
CNI module 162 also receives communication data for use
with the network switches 182, 184, 186 {from both channels
A and B 202, 204 from each of the transfer paths 536, 538
of the transter layers 504a, 5045.

FIG. 12 also generally 1llustrates the distribution of either
AC or DC power from an ATU 138 or a TRU 134, respec-
tively. However, more specifically as described above, the
primary power 506 1s first distributed to the power conver-
sion equipment and then to the distribution modules 170
connected to each of the low power equipment loads 50 with
multiple twisted and shielded electrical conductors where
the conductors carry essentially equal but opposite currents.
In application there may be small differences in current
carried by the conductors. For example, twisted and shielded
clectrical conductor pair 314 includes an electrical power
conductor 310 and a neutral or return conductor 312. The
neutral conductor may be routed with a three-phase power
feeder.

After converting the primary power 506, AC power 1s
distributed from each ATU 138 to AC equipment loads 50q
with an electrical power conductor 310 and current 1s
returned from each AC equipment load 50a on a correspond-
ing return conductor 312 of the twisted and shielded elec-
trical conductor pair 314. DC power 1s provided from each
TRU 134 to the DC equipment loads 505 with electrical
power conductor 310. Current 1s returned from each DC
equipment load 5056 on the corresponding return conductor
312 of the twisted electrical conductor patir.

Phase A power 506a, phase B power 5065, and phase C
power 506c are distributed from the generators 34, 36. A
fourth wire from the generators 34, 36 for the three-phase
primary power 506 1s also depicted that 1s the neutral
conductor 506d. Each of the AC equipment loads 50q
includes a shield termination wire 590 depicted by a broken
line connected to the neutral conductor 5064 and each of the
DC equipment loads 505 includes a shield termination wire
592 also depicted by a broken line connected to the neutral
conductor 5064. Although each of the equipment loads 50q
and 505 are connected to the neutral conductor 5064 with
shield termination wires 390 and 592, respectively, the load
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return currents are no longer cumulative. In FIG. 12, part of
the neutral conductor 5064 1s configured to appear as a
current return network (CRN) merely to illustrate that the
voltage differential 1s zero as a result of using small loops of
twisted wire conductor pairs for localized secondary power
distribution. The neutral conductor 5064 of the distributed
three-phase primary power 506 between MECs 44, 46, 48 of
the aircraft 10, which 1s much smaller than conductors that
would typlcally be utilized as part of a CRN, may simply be
referred to as a satety ground bus (SGB). Therefore, a CRN
1s no longer needed 1n the composite aircrait 10 waith
localized secondary power distribution provided by twisted
wire conductor pairs. The twisted wire conductor pair now
provides current return. Also, the cross-sectional area of the
loops created by the twisted conductor pair 1s much smaller
than the cross-sectional area created by the larger wire loop
of the CRN which reduces the lighting threat to the com-
posite aircrait 10. For comparison, the conductors of the
twisted pair may be about 16 to about 20 American wire
gauge (AW(G) whereas the conductors of the CRN are about
2 AWG or larger diameter.

FIG. 12 also 1llustrates the distribution of primary power
from generators 34, 36 among primary MECs 44 distributed
within the forward, mid and aft sections of the aircraft 10.
Each primary MEC 44 includes a TRU 134 and an ATU 138
for servicing equipment loads 506 and equipment loads 50aq,
respectively, as described above. Power 1s distributed from
cach MEC 44 to each equipment load 50 with a twisted and
shielded electrical conductor pair 314. FIG. 12 also depicts
a pair of MECs 44 providing 230 VAC for auxiliary loads
520. As referenced 1n FIGS. 12A-12C and the accompany-
ing text, 230 VAC power to and from the auxiliary loads 1s
controlled by the contactors 232, 278 of the PPSNDs 302 of
the primary MEC 44.

FIG. 12 also illustrates a plurality of LRUs 52, such as
avionics, serviced by the forward most primary MEC 44.
FIG. 12 also illustrates a battery 398 for providing standby
power. Although FIG. 12 depicts the battery 598 providing
standby power to only the forward most primary MEC 44,
battery standby power 1s preferably provided to all primary
MECs 44.

FIG. 13 illustrates an integrated truss system 600 which
may be used in aircrait manufacturing for providing one or
more power and data transter paths as explained above. One
or more MECs 44, 46, 48 may include the truss system 600
as a support or mounting structure for attaching all or part of
vehicle systems, components of a MEC 44, 46, 48, equip-
ment loads 50, LRUs 52, or other equipment.

The mounting structure of the truss system 600 may be a
multi-part or modular assembly of separate structural ele-
ments that stack, detachably connect or lock together to
create an integrated mounting structure that may be installed
in an aircraft 10 as a single unitary piece. Each structural
clement may have one or more transier layers and one or
more nsulation layers as described above. Each structural
clement of the multi-part truss system 600 may be detach-
able from one another to allow repair or replacement of
damaged structural elements without removing undamaged
structural elements from the aircraft 10. One or more layers
of each structural element may also be replaced. One ele-
ment of the truss system 600 could be swapped out without
having to remove the entire truss system 600. Also, all or at
least a portion of the truss system 600 may also be detach-
able from the support structure of the aircrait 10 such as the
floor beams or fuselage frame members. Alternatively, the
truss system 600 may be manufactured as a single mono-
lithic structure which may be installed or replaced 1n 1t’s
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entirely. The truss system 600 1s configured to extend within
a thin structural volume defined in the sidewall of the
fuselage between frame members, and by the depth of the
frame members, or in the space in the floor between the
passenger and cargo compartments of the aircraft 10, and by
the depth of the tloor beams. Alternately, a truss such as truss
system 600 could have a physical form configured to be
implemented within a traditional equipment bay. The truss
system 600 mounted i the sidewall of the aircraft 10
preferably corresponds with the curvature of the fuselage of
the aircrait 10. FIG. 13 1s a bottom view looking upward
toward the truss system 600 configured to extend from
sidewall to sidewall of the aircraft 10, under seat rails 610,
and between transverse floor beams 608. A MEC 44, 46, 48
positioned in the floor or in the sidewall of the aircrait 10
with a truss system such as truss system 600 can service the
equipment loads 50 within the passenger compartment and
in the cargo compartment of the aircraft 10 that are 1n
proximity of the MEC 44, 46, 48.

The truss system 600 1s configured to have a narrow
middle portion that extends over the top of two inner
adjacent tloor beams 608 and opposite end portions that
extend further outward from both sides of the two inner
adjacent tfloor beam 608 to the next floor beams 608 to
provide a wide surface for mounting components such as the
power distribution modules 170. In one or more embodi-
ments, the truss system 1s configured to have a width and
length between adjacent tloor beams 608, or between floor
beams 608 that are displaced from one another, that 1s
suitable for serving as a smoke barrier for obstructing smoke
from the cargo compartment from entering the passenger
compartment and/or as a water drip barrier for obstructing
water from the passenger compartment from dripping into

the cargo compartment.
FIG. 13 also shows the CNI module 162, power distri-

bution modules 170, TRUs 134, 142, the ATU 138, and the
PPSNDs 302 mounted to the truss system 600 of a primary
MEC 44. The TRU 134 recerves 230 VAC from the output
connections 390 of the PPSNDs 302. The TRUs 134 connect
to a power bus with 28 VDC to power the distribution
modules 170. Each power distribution module 170 has
connections 596 for interfacing with the equipment loads 50
associated with the primary MEC 44.

Each structural element of the truss system 600 has one or
more transfer and isulation layers as explained above. One
of the transfer layers may be configured to transier high
voltage power Ifrom one portion of a MEC 44, 46, 48 to
another portion of that same MEC 44, 46, 48. For example,
high voltage power may be provided inside the truss system
600 across a transier layer to the PPSNDs 302, configured
as an LRU 32, mounted to the surface of truss system 600.
Low voltage secondary power may also be provided through
another transfer layer of the truss system 600 to low power
equipment loads 50 mounted to the surface of the truss
system 600. Also, communication data can be provided
across a transfer layer of the truss 600 to an aircraft system
component mounted to the surface of the truss system 600.
One transier layer of the truss system 600 could provide
channel A to a system component mounted to the surface of
the truss system 600 and another transfer layer could provide
channel B to that same system.

One or more configurations of the aircraft 10 may include
one or more remote modular equipment centers (RMECs)
410 configured for use with power and data elements 1n
specific environments of the aircraft 10. An RMEC 410 1s a
simpler version of a primary or secondary MEC 44, 46 that
does not have power conversion equipment such as TRUSs
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134, 142, or the ATU 138. Any of the MECs 44, 46, 48 can
source an RMEC 410 with secondary power. One or more
discrete secondary power mputs are provided to the RMEC
410, from one or more power distribution modules 170 of
the nearest primary or secondary MEC 44, 46, at a specific
voltage for a load associated with that RMEC 410. AC
power could also be provided to the RMEC 410 directly
from a PPSND 302, if required for a load of a local
subsystem.

Each RMEC 410 distributes secondary power and com-
munication for providing localized power and performing
computing functions specifically for the local equipment and

components of the aircrait system 1n proximity of the RMEC

410. Because RMECs 410 distribute discrete secondary
power and do not include power conversion equipment, the
amount of wiring 1s reduced between the local sensors and
components and the MECs 44, 46. This reduces overall
aircraft wire weight and wire complexity throughout the
aircraft 10 which expedites assembly of the aircratt 10. Also,
build venfication 1s simplified and final assembly of the
aircraft 1s expedited because the RMEC 410 may be pack-
aged together with devices, configured to provide data and
receive commands and power from the RMEC 410, into a
unitary system, such as a passenger entry door system or a
main landing gear system, that can be production qualified
prior to or immediately after installation within the aircraft
10.

RMECs 410 may be used 1n the pressurized areas as well
as the unpressurized areas of the aircrait 10. RMECs 410 can
route communications from outside a pressurized portion of
the aircraft to a pressurized portion of the aircraft. For
example, RMECs 410 may be used in the nose and main
wheel well areas with the landing gear system, nose wheel
steering system, brake system, and hydraulic systems.
RMECs 410 may also be used in the passenger entry and
cargo door areas with the door indication system, flight look
system, emergency power, and the forward or aft cargo door
systems. RMECs 410 could also be used in the wing and
engine areas with the engine data concentrator system and
the wing flap and slat system. Other arecas where RMECs
410 may be used are the cabin areas for the lavatory, galley,
lighting, and passenger seat power systems. RMECs 410
may be used 1n the flight deck areas with panel components
and window heat system and the cargo compartment areas
with the forward and aft cargo handling systems. RMECs
410 may also be used in the environmental control and
cooling systems.

As shown 1n FIG. 14 one or more configurations of the
aircraft 10 includes an RMEC 410 with each of the passen-
ger entry door systems 404, with the forward cargo door
system 406 and the ait cargo door system 408, a pair of
RMECs 410 for the two nose wheel systems, a pair of
RMECs 410 for the two main wheel well systems, an RMEC
410 for the panel in the cockpit, RMECs 410 for the left and
right main engine data concentrators, RMECs for the left
and right wing slats, and RMECs 410 for the left and right
wing flaps.

FIG. 15 1llustrates a block diagram of RMEC 410 having,
a fault-tolerant power and communication system 412. The
RMEC 410 1s customizable based upon the needs of an
aircraft subsystem 1n proximity of the RMEC 410. All the
clectrical circuits along with the power into the RMEC 410
may be housed 1n a LRU 52. Sensors and other components
of a particular local subsystem then interface with the LRU
52 of the RMEC 410 to prevent numerous penetrations of
wire bundles back into the pressurized vessel of the aircraft
10. The wires associated with any sensors or components of
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the local subsystem are kept 1n proximity of the RMEC 410
by directly interfacing with the RMEC 410 rather than
penetrate back into the pressurized vessels of the aircrait 10.
Preferably, there 1s no direct power or data path between the
devices on the exterior of the pressurized vessel and within
the zone of an associated RMEC 410 to a MEC 44, 46, 48.
A concentrator configured to combine data from multiple
sources 1n an associated zone of an RMEC 410 onto a single
path may be used to minimize the size of the penetration nto
a pressurized portion of the aircrait 10. For example, only A
and B data channels 188, 190 and two twisted and shielded
clectrical conductor pairs 314 penetrate a pressurized por-
tion of the aircrait 10 to provide bi-directional communica-
tion and secondary power to the RMEC 410. The RMEC 410
routs communications from outside a pressurized portion of
the aircraft 10 to a pressurized portion of the aircraft 10. The
RMEC 410 interfaces with either a primary MEC 44 or a
secondary MEC 46 for secondary DC power distributed by
two twisted and shielded electrical conductor pairs 314
connected to the same or different distribution modules 170
of the same primary or secondary MEC 44, 46.

Channel A and B communication data from the CNI
module 162 of the MEC 44, 46 1s received at communication
bus electronic circuits 414, 416 and the two twisted and
shielded electrical conductor pairs 314 provide 28 VDC or
115 VAC to power supply circuits 418, 420. Channel A and
B multi-core microcontroller electronic circuits 422, 424
with non-volatile memory 428 receive and process commu-
nication data for digitally controlling the sensors and other
components mterfaced with other electronic circuits within
the RMEC 410. If one of the microcontrollers 422, 424 has
an operational inconsistency, the other of the microcon-
trollers 422, 424 takes over with no loss of function or data.

Whether the communications from the RMECs 410 are
time sensitive may determine whether an RMEC 410 com-
municates with a primary MEC 44 or a secondary MEC 46.
If the communications associated with the equipment loads
of an RMEC 410 are time sensitive then it 1s preferable that
the RMEC 410 communicates the time sensitive communi-
cation data to a primary MEC 44. If the communications
from an RMEC 410 are not time sensitive then the RMEC
410 can communicate the non-critical communication data
to a secondary MEC 46. Therelfore, time sensitive commu-
nication data from one or more of the RMECs may be routed
to the primary MEC and other than time sensitive commu-
nication data from one or more RMECs may be routed to the
secondary MEC. An example of a time sensitive communi-
cation 1s whether the landing gear 1s up within a period of
time for obstacle clearance at the end of a short runway. An
example ol communications that are not time sensitive 1s

when passenger conveniences have failed. The communica-
tions between a MEC 44, 46 to the RMEC 410 can be

accomplished eirther by CAN, ARINC 664, FEthernet, Flex-
Ray or some other bus architecture.

Electronic circuits that may also be included in one or
more configurations of the RMEC 410 are proximity sensor
clectronic circuits 432 for interfacing with proximity sensors
434, discrete input switch electronic circuits 436 for inter-
facing with discrete switches 438, temperature sensor elec-
tronic circuits 440 for interfacing with temperature sensors
442, and variable differential transformer electronic circuits
444 interfacing with variable differential transformers
(VDT) 446 for determining positions of devices such as
motors of the local subsystem.

FIG. 15 also illustrates one or more power distribution
clectrical circuits 450 of the remote MEC 410 for providing

DC or AC power to loads 50, solenoids 454, relays 456,
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switches 458, lights 460, or squibs 462. However, the use
and number of loads 50, solenoids 454, relays 456, switches
458, lights 460, or squibs 462 depends on the configuration
and location of the subsystem for each remote MEC 410. To
complete the circuits, the remote MEC 410 also includes one
or more discrete output switch electrical circuits 452 for
providing grounded return path outputs. All the wiring for

the loads 50, solenoids 454, relays 456, switches 438, lights
460, or squibs 462 1s local to the RMEC 410.

FIGS. 16 A and 16B 1illustrate a block diagram of one or
more configurations for a RMEC 410 for a main landing
gear control and indication system. The RMEC 410 and the
main landing gear system interfacing with the RMEC 410
are positioned outside the pressurized vessel of the aircraft
10. The RMEC 410 of FIGS. 16A and 16B includes the
fault-tolerant power and communication system 412 with
redundant communication and power channels as well as
proximity sensor electrical circuits 432. Solenoids 454 on
the right side of the MEC 410 interface with one or more
solid state power control and indication electrical circuits
(SSPCs) 466 and one or more ground/open analog discrete
output control and indication electrical circuits 468. Both the
SSPC 466 and the ground/open analog discrete output
control and indication electrical circuit 468 receive a power
input 470, for example 28 VDC from a power distribution
module 170 of a MEC 44, 46, to supply power through
switches 472 to the solenoids 454. When the logic of the
switches 472 1s correct both power and ground 1s supplied to
the solenoids 454 to open and close the landing gear door
and enable, tilt, raise up and down the land gear. One or
more hydraulic pressure transducer electronic circuits 474
for monitoring a hydraulic pressure transducer 476 may also
be included for indicating when hydraulic lines of the
landing gear system are pressurized. A program jumper pin
clectronic circuit 478 of the RMEC 410 changes the con-
figuration of the aircrait subsystem by adding or removing
umpers.

FIGS. 17A and 17B 1illustrate a block diagram of one or
more configurations for a RMEC 410 for use on a passenger
entry door of a passenger entry door system 404. The RMEC
410 and the passenger entry door system 404 interfacing
with the RMEC 410 are positioned inside the pressurized
vessel of the aircraft 10. The RMEC 410 of FIGS. 17A and
178 also includes the fault-tolerant power and communica-
tion system 412 with redundant communication and power
channels as well as proximity sensor electrical circuits 432.
Proximity sensors 434 indicate the state of the position of the
passenger entry door system 404.

Proximity sensors 434 and proximity sensor electronic
circuits 432 on the left side of the MEC 410 interface with
one or more control panel discrete output electronic circuits
480 with a passenger entry door control panel 482 for
indicating when the passenger entry door 1s closed, latched,
and locked, one or more tlight lock actuator discrete output
clectronic circuits 484 with a flight lock actuator 486, one or
more pressure transducer discrete input/output electronic
circuits 488 with a pneumatic reservoir 490 having excita-
tion, sensing, power and ground lines and a hydraulic
pressure transducer 476, and one or more discrete input
clectronic circuits for a passenger entry door switch 494. All
the wiring for the passenger entry door 482, thght lock
actuator 486, pneumatic reservoilr 490 and the passenger
entry door switch 494 1s within the passenger entry door
system 404 and local to the RMEC 410.

Turning now to FIG. 18, an illustrative routine 700 for
providing power and data to remote power and data ele-
ments of a vehicle 1s provided. Unless otherwise indicated,
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more or fewer operations may be performed than shown in
the figures and described herein. Additionally, unless other-
wise 1ndicated, these operations may also be performed 1n a
different order than those described herein.

The routine 700 starts at operation 702, where one or
more power sources generate primary power. Operation 704
includes distributing primary power to the MECs 44, 46, 48.
In operation 706 cach MEC 44, 46, 48 services equipment
loads 50 with secondary power. In operation 708 at least one
MEC 44, 46, 48 distributes secondary power to an RMEC
410. Operation 710 includes associating the RMEC 410 with
one or more power and data elements. In operation 712, each
RMEC 410 distributes secondary power to the one or more
power and data elements.

FIGS. 19-22 and the following discussion are intended to
provide a general description of a computing environment
810 capable of implementing aspects of the embodiments
presented herein. It should be understood that the scope of
the computing environment 810 changes as building of the
aircraft 10 progresses and therefore depends on the state of
the build of the aircraft 10. Moreover, FIGS. 19-22 are
simplified representations of the computer environment 810
for purposes of explanation and ease of description, and
FIG. 19-22 are not intended to limit the application or scope
of the subject matter described herein 1n any way.

Each of FIGS. 19-22 depict a block diagram of an
illustrative computer hardware and software architecture for
the computer environment 810. It should also be appreciated
that the computer environment 810 of FIGS. 19-22 may be
implemented on computing devices onboard one or more of
the partially constructed vehicle portions or a completely
assembled aircraft 10. It should also be appreciated that the
computer environment 810 of FIGS. 19-22 may be further
implemented by one or more computing devices within one
or more vehicle manufacturing and/or assembly facilities. In
some configurations, the computer environment 810 may be
implemented by computing devices of the combination of
one or more facilities having one or more partially con-
structed vehicle portions or a fully assembled aircrait 10
therein.

The computer environment 810 can be defined by the
state of the vehicle build. FIG. 19 illustrates one embodi-
ment wherein the computer environment 810 encompasses
one or more computing devices within a facility that has
completed nstallation of at least one equipment system
within one or more partially constructed vehicle portions. A
partially constructed vehicle portion may be any portion of
a vehicle that 1s used 1n an assembly process that forms part
of an assembled vehicle, such as the aircraft 10, and that
requires installation of one or more equipment systems. For
example, a partially constructed vehicle portion may be part
of the fuselage of the aircraft 10 such as all or part of one of
the sections 12, 14, 16. Also, a partially constructed vehicle
portion can iclude, but 1s not limited to, one or more MECs
44, 46, 48, wherein power 1s distributed across all or part of
the power busing network system 90 to equipment loads 50.
In another embodiment, a partially constructed vehicle por-
tion may be an RMEC 410 utilized within all or part of a
passenger entry door system 404, cargo door system 406,
408, landing gear system, a nose wheel steering system, a
brake system, hydraulic systems, or the like.

As the building of the aircraft 10 progresses, the scope of
the computer environment 810 varies depending on the
current build stage of the partially constructed vehicle
portions due to the 1nstallation of equipment systems. In one
or more embodiments, such as when the aircraft 1s fully
assembled and flight ready as shown 1n FIG. 22, the com-




US 9,678,488 Bl

27

puter environment 810 only includes the computing devices
within the aircrait 10 such as, but not limited to, the tlight
management system (FMS) 840, maintenance system 842,
communication system, navigation system, and avionics
systems 844 that are installed on the aircraft 10. The
computer environment 810 of FIG. 22 no longer includes the
computing devices within the facilities for tracking and
managing the manufacturing and assembly process once
assembly of the aircraft 10 1s completed.

One or more configurations of the computer environment
810 1ncludes a build verifications system 812. In an exem-
plary embodiment, the bwld verification system 812
includes build verification software and 1s configured to
perform the tasks, functions, and operations described
below. The various tasks may be performed by software,
hardware, firmware, or any combination thereof. It should
be appreciated that any number of additional or alternative
tasks may be included, and may be incorporated into a more
comprehensive procedure or process having additional func-
tionality not described in detail herein.

The build venfication system 812 can be used to verily
that equipment systems when installed are electrically con-
nected properly within one or more partially constructed
vehicle portions. The build verification system 812 may be
implemented by software embedded on a combination of
computing devices, e.g., a plurality of processing cores, a
combination of a digital signal processor and a micropro-
cessor, a plurality of microprocessors, one or more micro-
processors 1n conjunction with a digital signal processor
core, or any other such configuration. The steps of a method
or algorithm described in connection with the embodiments
disclosed herein may be embodied directly 1n hardware, 1n
firmware, 1n a soitware module executed by any practical
combination of computing devices.

While software may be described 1n the general context of
program modules that execute in conjunction with one or
more application programs that run on an operating system
on one or more computing devices such as a computer, those
skilled 1n the art will recognize that the invention may be
implemented 1n combination with one or more other mod-
ules. Generally, software providing the logic or control for
various operations and functions of this disclosure includes
program modules that can include routines, programs, com-
ponents, data structures, and other types of structures that
perform particular tasks or implement particular abstract
data types. Moreover, those skilled 1n the art will appreciate
that aspects of this disclosure may be practiced with various
computer system configurations, including hand-held
devices, multiprocessor systems, microprocessor-based or
programmable consumer electronics, minicomputers, main-
frame computers, and the like. Aspects of the disclosure may
also be practiced i distributed computing environments
where tasks are performed by remote processing devices that
are linked through a communications network. In a distrib-
uted computing environment, program modules may be
located 1n both local and remote memory storage devices.

Software may be categorized into multiple criticality
levels based on safety related conditions, events or circums-
stances that could lead to or contribute to an unplanned or
undesirable event associated with vehicles such as the
aircrait 10. Level A software 1s software whose behavior
would cause or contribute to a failure resulting 1n a cata-
strophic failure condition for the aircrait 10. A catastrophic
tailure results in whole loss of the aircraft 10 or loss of life.
Level B software 1s software whose behavior would cause or
contribute to a failure resulting in a hazardous {failure
condition for the aircraft. A hazardous failure results in
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major damage to the aircrait that 1s repairable or results in
injuries. Level C software 1s software whose behavior would
cause or contribute to a failure resulting 1n a major failure
condition for the aircrait. Level D software 1s software
whose behavior would cause or contribute to a failure
resulting 1n a minor failure condition for the aircraft. Level
E software 1s soltware whose behavior would cause or
contribute to a failure of a system function with no effect on
aircraft operational capability or pilot workload.

In one or more configurations, software necessary for
operating a vehicle when completely assembled, such soft-
ware for flying away the aircrait 10 and operating the aircraft
10 during flight, has a first level of criticality and whereas
the build verification software has a second level of criti-
cality for when the vehicle such as the aircraft 10 i1s being
manufactured and assembled. In such case, the first level of
criticality 1s higher level than the second level of criticality.
For example, flight management software associated with
the FMS 840 1s level A software. Lower level software
associated with the build verification system 812 or the
factory build system 816 does not have to meet flight
criticality that would allow the aircraft to fly away and
therefore could be level E software. Software for systems
such as communication and navigation systems and other
avionics systems could be either level B, C or D software.
In FIGS. 19-22, the higher criticality level software such as
software associated with the FMS 840 1s designated by
reference number 834 and the lower criticality level soft-
ware such software of the build verification system 812 or
the factory build system 816 1s designated by reference
number 832.

The aircraft 10 has many types of electronic equipment
systems on board. A particular electronic equipment system
on the aircraft 10 in the form of one or more LRUs 52 may
use software or programming to provide the logic or control
for various operations and functions. One or more LRUs 52
may 1include, for example, without limitation, the build
verification system 812, the FMS 840, the CNI module 162,
an autopilot, an 1n-flight entertainment system, a communi-
cations system, a navigation system, a flight controller, a
flight recorder, an engine monitoring unit, and a collision
avoidance system.

In FIG. 19 the computer environment 810 includes one
configuration of the build verification system 812 where one
or more partially constructed vehicle portions include all or
part of the power busing network system 90. FIG. 19 depicts
an RMEC 410 as a portion of the power busing network
system 90 with the fault-tolerant power and communication
system 412 of the RMEC 410 interfacing with one or more
sensors 814 located on the one or more partially constructed
vehicle portions. Although FIGS. 19-22 depict sensors 814,
in practice the sensors 814 could correspond to one or more
of the equipment loads 50, proximity sensors 434, discrete
switches 438, temperature sensors 442, VDTs 446, solenoids
454, relays 456, switches 458, lights 460, or squibs 462, as
described above 1n association with an RMEC 410.

The fault-tolerant power and communication system 412
of the RMEC 410 also mterfaces with factory build system
816. The factory build system 816 includes the administra-
tive soltware such as factory build software on one or a
combination of computing devices within one or more
facilities for scheduling and tracking the vehicle build as
well as coordinate the mventory needed for partially con-
structed vehicle portion or aircraft 10. In one or more
embodiments, the factory build system 816 may also include
an external computer 820 (FIG. 26) operative to access one

or more of the MECs 44, 46, 48, RMECs 410, or some other
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computing device operative to host and execute the build
verification software. The build verification software may
also be hosted and executed from a removable storage
device. The computer 820 communicatively interfaces with
a database management system 822 having the online work
instructions (OWIs) 824. As shown 1n FIG. 19, the computer
820 communicatively interfaces with the RMEC 410 with a
data link and/or communication system.

The computer 820 1s capable of executing the software in
the manner presented above and may be embodied in single
computing device or 1 a combination of one or more
processing units, storage umts, and/or other computing
devices implemented in the FMS 840 and/or other avionics
system 844 of the aircrait 10. The computer 820 includes
one or more central processing units 972 (“CPUs™), a system
memory 974, including a random access memory 976
(“RAM”) and a read-only memory 978 (“ROM”), and a
system bus 980 that couples the memory to the CPUs 972.

The CPUs 972 may be standard programmable processors
that perform arithmetic and logical operations for the opera-
tion of the computer 920. The CPUs 972 may perform the
operations by transitioning from one discrete, physical state
to the next through the manipulation of switching elements
that differentiate between and change these states. Switching,
clements may generally include electronic circuits that
maintain one ol two binary states, such as flip-tlops, and
clectronic circuits that provide an output state based on the
logical combination of the states of one or more other
switching elements, such as logic gates. These basic switch-
ing elements may be combined to create more complex logic
circuits, including registers, adders-subtractors, arithmetic
logic units, floating-point units, and the like.

The computer 820 also includes a mass storage device
982. The mass storage device 982 may be connected to the
CPUs 972 through a mass storage controller (not shown)
turther connected to the bus 980. The mass storage device
982 and 1ts associated computer-readable media provide
non-volatile storage for the computer 820. The mass storage
device 982 may store various software modules and com-
ponents of the FMS 840 and/or other avionics systems 844,
as well as specific application modules or other program
modules. The mass storage device 982 may also store data
collected or utilized by the various systems and modules.

The computer 820 may store programs and data on the
mass storage device 982 by transforming the physical state
of the mass storage device 982 to retlect the mnformation
being stored. The specific transformation of physical state
may depend on various factors, in diflerent implementations
of this disclosure. Examples of such factors may include, but
are not limited to, the technology used to implement the
mass storage device 982, whether the mass storage device
982 1s characterized as primary or secondary storage, and the
like. For example, the computer system 820 may store
information to the mass storage device 982 by 1ssuing
instructions through the storage controller to alter the mag-
netic characteristics of a particular location within a mag-
netic disk drive device, the reflective or refractive charac-
teristics of a particular location 1n an optical storage device,
or the electrical characteristics of a particular capacitor,
transistor, or other discrete component in a solid-state stor-
age device. Other transformations of physical media are
possible without departing from the scope and spirit of the
present description, with the foregoing examples provided
only to facilitate this description. The computer system 820
may further read information from the mass storage device
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982 by detecting the physical states or characteristics of one
or more particular locations within the mass storage device
982.

Although the description of computer-readable media
contained herein refers to a mass storage device, such as a
hard disk or CD-ROM drive, 1t should be appreciated by

those skilled 1n the art that computer-readable media can be
any available computer storage media that can be accessed
by the computer 820. Computer-readable media includes
communication media, such as transitory signals, and com-
puter-readable storage media. Computer-readable storage
media includes volatile and non-volatile, removable and
non-removable media implemented 1n any method or tech-
nology for the non-transitory storage of information such as
computer-readable instructions, data structures, program
modules, or other data. For example, computer-readable
storage media includes, but 1s not limited to, RAM, ROM,
EPROM, EEPROM, flash memory or other solid state
memory technology, CD-ROM, digital versatile disks
(“DVD”), HD-DVD, BLU-RAY, or other optical storage,

magnetic cassettes, magnetic tape, magnetic disk storage or
other magnetic storage devices, or any other medium that
can be used to store the desired information 1mm a non-
transitory fashion and that can be accessed by the computer
820.

According to various embodiments, the computer 820
may operate m a networked environment using logical
connections through a network, such as the network 984, or
to other avionics systems 844 in the aircrait 10. The com-
puter 820 may connect to the network 984 through a network
interface unit 986 connected to the bus 980. It should be
appreciated that the network interface unit 986 may also be
utilized to connect to other types of networks and remote
computer systems such those with a facility for manufac-
turing and assembling the aircrait 10. The computer 820
may also include an mput-output controller 988 for receiv-
ing mput and providing output to displays, such as the
aircraft display umt 990, or to aircrait terminals.

In one or more configurations, depending on the current
state of the build of portions of the aircrait 10, build
verification system 812 capability may be included on one or
more of the MECs 44, 46, 48, in combination with one or
more RMECs 410. FIG. 20 1illustrates an RMEC 410 along
with a MEC 44, 46, 48 installed in one or more partially
constructed vehicle portions and operative to access one
another. FIG. 21 illustrates multiple MECs 44, 46, 48
installed in one or more partially constructed vehicle por-
tions and operative to access one another. The build verifi-
cation system 812 includes software hosted on the CNI
modules 162 of the MECs 44, 46, 48 and hosted on the
RMECs 410. As reterenced above, the build verifications
system 812 may also be hosted and executed by the external
computer 820.

In an exemplary embodiment, the CNI modules 162 of the
MECs 44, 46, 48 and fault-tolerant power and communica-
tion system 412 of the RMECs 410 generally represents
hardware, software, and/or firmware components configured
to facilitate communications and/or interaction with the
build vernification system 812 to perform tasks and/or func-
tions to support testing of nstalled equipment systems. The
CNI modules 162 with processors 242, 244 and the fault-
tolerant power and communication system 412 of the
RMECs 410, or any other hosting device, include processing
logic that may be configured to carry out the functions,
techniques, and processing tasks associated with the opera-
tion of the build verification system 812.
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The computer 820 may be used as a user input device. The
CNI modules 162 with processors 242, 244 and the fault-
tolerant power and communication system 412 are coopera-
tively configured to allow a user to interact with the build
verification system 812. For example, the user may define
test objectives to be performed by the bwld verification
software based on the one or more installed equipment
systems and on the one or more prerequisite equipment
systems that are not yet installed during a current build
stage. Thus, testing 1s preferably performed only on the one
or more 1nstalled equipment systems that were installed
during the current build stage according to the test objec-
tives. However, testing 1s typically performed in a chrono-
logical progression of steps. If a step or test cannot be
performed because equipment 1s not vet present or installed
equipment has failed, subsequent steps are put on hold until
resolved. Through emulation, tests on equipment not yet
installed or failed tests can be skipped and other testing can
continue. Testing on the equipment that 1s not yet installed
or tests that have failed can be performed later out of
sequence. Also, the tests are intended to be performed
throughout the build process, during final assembly, and up
until just before full power-on of the completely assembled
aircraft 10. The distributed nature of the build verification
system 812 allows partially constructed vehicle portions to
be tested separately or 1n combination with one another prior
to the aircraft being completely assembled and flown away.
Once the tests are satisfactorily completed, the aircraft
receives full power, undergoes final checkout, and 1s then
delivered to the buyer.

The build verification system 812 may also be coupled to
the FMS 840. The FMS 840 generally represents the hard-
ware, software, and/or firmware components configured to
control operations of the aircrait 10 during flight. The FMS
840 may access or iclude one or more databases suitably
configured to support tlight operations of the aircraft 10 such
as, for example, the navigation system, the communications
system 112, and one or more additional avionics systems
844 to support navigation, flight planning, and other aircratt
control functions, as well as to provide real-time data and/or
information regarding the operational status of the aircraft
10 during tlight.

Although FIGS. 19-22 each depict a single avionics
system 844 in practice, the aircraft 10 could include any
number of avionics systems for obtaining and/or providing
real-time tlight-related information that may be displayed or
otherwise provided to a user. For example, a practical
embodiment of the aircraft 10 would likely include one or
more of the following avionics systems suitably configured
to support operation of the aircraft 10: a weather system, an
air trathic management system, a radar system, a traflic
avoildance system, an autopilot system, an auto-thrust sys-
tem, a flight control system, hydraulics systems, pneumatics
systems, environmental systems, electrical systems, engine
systems, trim systems, lighting systems, crew alerting sys-
tems, electronic checklist systems, an electronic flight bag
and/or another suitable avionics system.

The factory build system 816 within each manufacturing,
and assembly facility includes a predetermined build plan
for assembling the aircraft 10. The bwld plan 1s the coor-
dinated and systematic arrangement of inventory at one or
more locations to facilitate and track the progress of assem-
bling a vehicle such as the aircrait 10. The build plan may
instead be implemented by one or more other software
modules elsewhere 1n the computer environment 810. The
build plan includes multiple distinguishable build stages,
typically in chronological order, where all the tasks within a
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particular build stage are completed before moving on to the
next build stage for assembling the aircrait 10.

The build verification system 812 may include or have
access to the factory build system 816 and one or more
databases for determining which equipment systems are
required to be installed during each bwld stage. The build
verification system 812 may determine, track, or otherwise
identify a current build stage from the factory build system
816 and the current progress of the build plan for assembling
the aircraft 10. The bwld vernfication system 812 can deter-
mine from the factory build system 816 which equipment
systems are prerequisites for completing each build stage.
Once the current build stage 1s known, the prerequisite
equipment systems to be installed during the current build
stage 1n the one or more partially constructed vehicle
portions may be determined by the build verification system
812 from the factory build system 816. The build verifica-
tion system 812 may also determine from the factory build
system 816 which prerequisite equipment systems are not
yet 1stalled according to the current build stage.

In one or more configurations, the determination of the
current build stage can be made through an interrogation of
completed and open OWIs or the current build stage can be
input to the bwld verification system 812 by an operator
interfacing with the factory build system 816 such as when
signing oll on OWIs 824 according to the build plan. Thus,
the build venification system 812 can determine which OWIs
824 have been completed and which have not from the
factory build system 816 to determine which prerequisite
equipment systems have been installed during the current
buld stage, as well as during any previous build stage, as
well as which equipment systems have not yet been installed
during the current build stage. Each of the prerequisite
equipment systems, when installed in the one or more
partially constructed vehicle portions during the current
build stage, may be referred to as an installed equipment
system.

Electrical connections of each of the installed equipment
systems, that were designated for installation during the
current build stage, are also tested during the current build
stage to determine whether the nstalled equipment systems
are electrically connected correctly in the partially con-
structed vehicle portion. In addition to testing electrical
connections, there may also be testing of data connections.
The data connection of an installed equipment system may
be tested to determine whether data communications exist to
the mstalled equipment system 1n the partially constructed
vehicle portion.

Upon the determination by the build verification system
812 that one or more prerequisite equipment systems have
not yet been installed according to the current build stage,
then the build verification system 812 may 1gnore testing of
prerequisite equipment systems that are to be installed
during the current build stage but are not yet present in the
partially constructed vehicle portion or emulate testing of
the prerequisite equipment systems that are to be installed
during the current build stage but are not yet present in the
partially constructed vehicle portion. In such case, the build
verification system 812 eliminates or suppresses nuisance
errors 1n the testing as a result of prerequisite equipment
systems not yet installed within the one or more partially
constructed vehicle portions.

The tests performed by the build verification system 812
with the build verification software may be mvoked auto-
matically by the build vernfication software of the build
verification system 812 upon the CNI module 162 of a MEC
44, 46, 48, or the fault-tolerant power and communication
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system 412 of an RMEC 410, or some other hosting device
within the build venfication system 812, upon receiving data
from across communication data lines 192. For example, a
CNI module 162 or the fault-tolerant power and communi-
cation system 412 of an RMEC 410, may receive contactor
information regarding the state of various contactors as
explained below.

Testing functions may include Electrical Wiring Intercon-
nection System (EWIS) testing such as, but not limited to,
reflectometry methods, differential detection, voltage or
current sensing, overcurrent, temperature sensing, for veri-
tying wiring integrity and accurate fault location and 1sola-
tion. These techniques may characterize wire length and 1f a
wire connection 1s open or shorted. Specific test function-
ality may be customized at each location and itegrated with
clectrical protective functions. If a failure 1s detected during
a test, the mstalled equipment system may be 1solated from
other installed equipment systems within the one or more
partially constructed vehicle portions until the installed
equipment system generating the failing test data 1s repaired
or replaced.

As part of one or more tests to be conducted on 1nstalled
equipment systems during the current build stage, the build
verification system 812 may emulate the functions of one or
more prerequisite equipment systems (such as prerequisite
equipment systems to be installed later in the current build
stage or 1n a subsequent build stage) that are not yet present
in the partially constructed vehicle portion or not yet present
in some other portion of the aircraft 10 such as another
partially constructed vehicle portion that 1s not 1n proximity
to or connected to the partially constructed vehicle portion
having the installed equipment systems being tested. For
example, software of the build verification system 812 may
emulate one or more functions performed by the FMS 840
that 1s not yet installed while testing the partially constructed
vehicle portion. Also, the build verification system 812 may
emulate the opening and closing of one or more contactors
that are to be used 1n combination with prerequisite equip-
ment systems that are not yet installed. For example, the
build verification system 812 may emulate data communi-
cations that include the state of at least one contactor of the
primary power switching network device 302, or one or
more other contactors within the power busing network
system 90, that 1s not yet present 1n the partially constructed
vehicle portion during the current bwld stage.

The build venification system 812 could also emulate data
communications irom prerequisite equipment systems not
yet present during the current build stage. For example, the
build venfication system 812 could emulate data commu-
nications for controlling primary power across the power
busing network system 90 for distribution of primary power
that 1s not yet fully installed. For example, primary power
may not yet be available to a MEC 44, 46, 48 1n the partially
constructed vehicle portion because the power busing net-
work system 90 may not yet have one or more other MECs
44, 46, 48 with PPSNDs 302 and therefore may not yet be
completed. In another example, the build verification system
812 may emulate one or more other MECs 44, 46, 48 that are
not yet present to test a MEC 44, 46, 48 installed in the one
or more partially constructed vehicle portions as 1f the one
or more other MECs 44, 46, 48 were present. In particular,
wherein a partially constructed vehicle portion includes an
installed first MEC having a first plurality of contactors, a
second MEC having a second plurality of contactors could
be emulated for the first MEC to test collecting of contactor
information of the second plurality of contactors at the CNI

module 162 of the first MEC.
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Upon determining that there are no prerequisite equip-
ment systems left to be istalled during the current build
stage, testing of all installed equipment systems that were
installed according to the current build stage, and determin-
ing that all installed equipment systems are correctly
installed, then the installation of equipment systems may
proceed to a subsequent one of the build stages. Also,
because some equipment systems are installed on top of
other equipment systems making them difhicult to access and
repair, while the aircraft 10 1s still being assembled, the build
verification system 812 may also test whether earlier
installed equipment systems, that were installed during one
or more earlier build stages according to the build plan,
remains correctly installed during a subsequent build stage.
The build venfication system 812 may test during the
current build stage whether the 1nstalled equipment systems
installed during a previous build stage remain correctly
clectrically connected within the partially constructed
vehicle portion. In other words, the build verification system
812 may progressively test during subsequent one or more
build stages whether the 1nstalled equipment systems remain
correctly electrically connected or it had been accidently
disturbed.

The bwld verification system 812 may also determine
from the factory build system 816 or from input from the
operator which installed equipment systems are safe to
operate while someone 1s 1n proximity to the partially
constructed vehicle portion. In such case, the build verifi-
cation system 812 could automatically test only the 1nstalled
equipment systems that are safe to operate when in prox-
imity to someone. In one or more configurations, for the
equipment systems which are unsafe to operate when some-
one 1s close by, for example raising and lowering of landing
gear, the build verification system 812 may require put
from an operator that it 1s safe to proceed with testing of any
installed equipment systems that could hazardous and result
in personal mjury. In one or more other configurations, the
build verification system 812 may configure one or more
contactors to provide protection and power at a first power
level when one or more installed equipment systems are
designed for a second power level and wherein the first
power level 1s lower than the second power level. For
example, tests could be performed at the lower power level
so that the installed equipment systems are not damaged or
so that personnel working on the partially constructed
vehicle portion are not harmed. The contactors have preset
protection ratings but lower test voltages could be sent to
ensure everything 1s operating correctly. The preset protec-
tions could be scaled down to less than one amp, 11 desired,
and be supersensitive 1in the event there 1s a misconnection
or a fault. Then after testing and it 1s determined that
everything 1s connected properly, 1t would be possible to
revert back to the normal preset protections. In one or more
configurations, the build verification system 812 may also
configure one or more contactors to have a first protection
sensitivity to limit damage when originally designed with a
second protection sensitivity. The first protection sensitivity
1s lower than the second protection sensitivity. Thus, varying
the power and protection sensitivity by gradually scaling up
or increasing power and the protection ratings to normal
operating levels could provide a safety feature to limit the
extent of damage in the event of an improper connection.

The buld venfication system 812 may generate a record
of each occurrence of one or more tests that are performed
on each of the installed equipment systems. The record may
also 1nclude the parameters under which the test was per-
formed such as, but not limited to, the results of the test,




US 9,678,488 Bl

35

number of times the test was performed, the current build
stage, other installed equipment with the partially con-
structed vehicle portion, the prerequisite equipment that was
not yet installed, and which prerequisite systems were
emulated and how they were emulated 1n order to perform
the test. The record may be stored within the build verifi-
cation system 812 until the aircrait 10 1s fully assembled or
in the factory build system 816 for any period of time
including after the aircraft 10 1s fully assembled.

The build verification system 812 is preferably partitioned
from the FMS 840 and 1s disabled or removed once the
atrcraft 10 1s fully assembled. In one configuration, the FMS
840 1s 1nstalled 1n the aircraft 10 1n place of the software for
the build verification system 812 after final assembly of the
aircraft 10. Thus, as shown 1n FIG. 22, the build verification
system 812 may be removed from the aircrait 10 and the
computer environment 1s limited to the computing devices
and systems within a flight ready aircraft 10.

FI1G. 23 1llustrates one configuration of the build verifi-
cation system 812 iterfacing with the CNI modules 162 of
three primary MECs 44 as part of the power busing network
system 90. However, the aspects of the disclosure disclosed
by FIG. 23 are not limited to any particular number of
primary MECs 44. For a limited power-on for testing a
completely assembled aircraft 10 or one or more partially
constructed vehicle portions having one or more primary
MECs 44, low voltage test power may be applied at the
external power input which 1s then routed to the contactors
04, 216, 218, 220, 222, 250, 260. However, for a full
power-on, temporary test computing power may be applied
to power up each of the CNI modules 162. The CNI module
162 interfaces with the contactors 94, 216, 218, 220, 222,
250, 260 of the MECs 44 to determine contactor information
from each of the contactors 94, 216, 218, 220, 222, 250, 260.
The CNI modules 162 include contactor configuration logic
and the control for configuring the contactors 94, 216, 218,
220, 222, 250, 260.

In each MEC 44 of FIG. 23 a solid arrow labeled
“Contactor Inform.” 1s pointing toward the CNI module 162
to depict the contactor information being sent back to the
CNI modules 162. The contactor information includes the
state of the contactors 94, 216, 218, 220, 222, 250, 260 such
as whether they are present, open or closed, and if there 1s
voltage present. There are also other solid arrows to depict
contractor control from each CNI module 162 to the con-
tactors 94, 216, 218, 220, 222, 250, 260 of each MEC 44 and
the contactor voltage from the contactors 94, 216, 218, 220,
222, 250, 260 to the CNI modules 162. The low voltage test
power sensed at each contactor mput and output 1s com-
pared. The CNI modules 162 sense that a particular contac-
tor 1s open when there 1s no voltage present at the contactor
output. On the other hand, the CNI modules 162 senses that
a contactor 1s closed when there 1s voltage present at the
contactor output.

Each MEC 44 includes an internal MEC data network
among the particular contactors 94, 216, 218, 220, 222, 250,
260 present within each MEC 44. The internal MEC data
network 1s shown 1n each MEC 44 of FIG. 23 by a dotted
line between the CNI module 162 and the particular con-
tactors 94, 216, 218, 220, 222, 250, 260 of ecach MEC 44.
The CNI module 162 of each MEC 44 receives contactor
information from each of its contactors and therefore knows
the state of each of 1ts contactors through the internal MEC
data network. Also, as explained above, the switches 182,
184, 186 of each CNI module 162 of each MEC 44 are
connected via external communication data lines 192 to
switches 182, 184, 186 of the CNI modules 162 of the other
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MECs 44, 46, 48. Therefore, contactor information can be
broadcast across the data network of the one or more
partially constructed vehicle portions to share the contactor
information among the MECs 44, 46, 48 1n order to con-
figure the power busing network system 90, described
above. Fach MEC 44, 46, 48 may subscribe to the data
network for the contactor information 1t needs.

To prevent damage to the aircraft 10 1n the event of a fault,
the low voltage test power 1s not 1tself enough to power up
the CNI modules 162. 11 there are no operational 1nconsis-
tencies using a low voltage test power and test computing
power, the CNI modules 162 may be powered up through its
own truss system with one or more DC power inputs 284, as
shown 1n FIG. 9, which 1n turn powers the network switches

182, 184, 186. Also, DC power 1s output from power outputs
286 of the CNI module 162 to power other CNI modules

162.

Preferably, the low voltage test power 1s sequentially
routed throughout the power busing network system 90. For
example, the low voltage test power may be applied to one
MEC 44, 46, 48 at a time until all the MECs 44, 46, 48
within one or more partially constructed vehicle portions are
successiully tested or the aircrait 10 1s completely
assembled. In FIG. 23, when the contactor 94 1s closed, it
can be determined whether the low voltage test power 1s
present at one or more of the other contactors 216, 218, 220,
222 of the lett MEC 44 via the internal MEC data network.
Closing the contactor 218 of the lett MEC 44 then allows the
low voltage test power to proceed to the middle MEC 44
which then may also be tested. The low voltage test power
may also then proceed to the right MEC 44 shown 1n FIG.
23 1n a similar manner. The testing of the contactors 1n such
a manner within the MECs 44, 46, 48 and elsewhere within
of the power busing network system 90 may be referred to
as a peer-to-peer test sequence. The peer-to-peer test
sequence may be performed after each of the one or more
equipment systems are installed in one or more partially
constructed vehicle portions until the aircrait 10 1s fully
assembled. FIG. 23 also illustrates the computer 820 for
initiating the testing of the build verification system 812, for
monitoring the power busing network system 90, and to
verily the functionality and the responses of the installed
equipment systems. The computer 820 reads the data such as
the contactor information that 1s broadcast across the com-
munication data lines 192.

As explained above, the build verification system 812
may also be hosted on a RMECs 410, having the fault-
tolerant power and communication system 412 with the
multi-core microcontroller electronic circuits 422, 424,
wherein the RMEC 410 1s an installed equipment system
within a partially constructed vehicle portion. Testing elec-
trical connections as well as testing data connections
between a MEC 44, 46, 48 and an RMEC 410 can be
performed with the build verification software application.
For example, 1n FIG. 16B, the SSPC 466 or the ground/open
analog discrete output control and indication electrical cir-
cuit 468 of the RMEC 410 command one or more switches
4’72 closed to energize one or more corresponding solenoids
454. When the switches 472 are closed the SSPC 466, or the
ground/open analog discrete output control and indication
clectrical circuit 468 will have information about whether
current 1s flowing and about the voltages as well. Therelore,
the SSPC 466 or the ground/open analog discrete output
control and indication electrical circuit 468 monitor data
made available as a result of sensing current and voltages to
determine 11 there 1s a completed circuit. The SSPC 466, and
the ground/open analog discrete output control and indica-
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tion electrical circuit 468 share the data with the fault-
tolerant power and communication system 412 as shown by
the two-way arrows 1n FIG. 16B.

FIG. 24 illustrates a computer-implemented routine 900
for veritying proper installation of equipment systems 1n a
vehicle designed to be assembled in multiple build stages.
Unless otherwise indicated, more or fewer operations may
be performed than shown 1n the figures and described herein.
Additionally, unless otherwise indicated, these operations
may also be performed in a diflerent order than those
described herein. The routine 900 may start at operation 902,
where one or more partially constructed vehicle portions of
the vehicle are provided. Operation 904 includes providing,
a build plan for assembling the vehicle comprising a plu-
rality of build stages and operation 906 includes providing
build verification software. At operation 908 the build veri-
fication software determines from the build plan a current
build stage of the partially constructed vehicle portion. The
build verification software at operation 910 includes deter-
mining one or more prerequisite equipment systems to be
installed 1n the one or more partially constructed vehicle
portions according to the current build stage. Operation 912
includes determining which of the one or more prerequisite
systems have been installed 1n the one or more partially
constructed vehicle portions during the current build stage,
thereby defining one or more 1nstalled equipment systems.
Operation 914 includes emulation of not yet installed pre-
requisite equipment systems necessary for one or more tests.
Operation 916 then includes testing during the current build
stage whether the one or more 1nstalled equipment systems
are clectrically connected correctly in the one or more
partially constructed vehicle portions.

FIG. 25 1llustrates a computer-implemented routine 9350
for veritying proper installation of equipment systems of a
primary power busing network within a first MEC. Unless
otherwise 1ndicated, more or fewer operations may be per-
formed than shown in the figures and described herein.
Additionally, unless otherwise indicated, these operations
may also be performed in a different order than those
described herein. The routine 950 starts at operation 960.
Operation 960 includes routing a low voltage test power to
a first plurality of contactors within the first MEC. Operation
962 1ncludes determining whether or not the low voltage test
power 1s present at each of the first plurality of contactors of
the first MEC. Operation 964 includes collecting contactor
information from each of the first plurality of contactors
across an internal MEC data network of the first MEC to a
CNI module of the first MEC. The routine 950 may also
include operation 966 routing the low voltage test power to
a second plurality of contactors in a second MEC.

It will be further appreciated that the computer 820 may
not include all of the components shown i FIG. 26, may
include other components that are not explicitly shown 1n
FIG. 26, or may utilize an architecture completely different
than that shown in FIG. 26. According to one or more
embodiments, the computer 820 may have access to com-
puter-readable storage media storing computer-executable
instructions that, when executed by the computer, perform
the routines 900, 950, as described above in regard to FIGS.
24 and 25.

One or more embodiments may include a computer-
readable storage medium with instructions for determining a
current build stage of one or more partially constructed
vehicle portions from a plurality of build stages, instructions
for determining prerequisite equipment systems to be
installed 1n the one or more partially constructed vehicle
portions during the current build stage, instructions for
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determining which prerequisite equipment systems are to be
installed during the current build stage that are not vyet
installed 1n the one or more partially constructed vehicle
portions, and instructions for testing during each of the
plurality of build stages whether at least one installed
equipment system 1nstalled in the partially constructed
vehicle portion 1s properly electrically connected within the
one or more partially constructed vehicle portions. The
computer readable storage medium may also 1include
instructions for emulating missing prerequisite equipment
systems necessary for one or more tests.

One or more embodiments may include a computer
comprising a processor and a computer-readable storage
medium 1n communication with the processor. The com-
puter-readable storage medium includes computer-execut-
able mnstructions stored thereupon that, when executed by
the processor, cause the processor to determine a current
build stage of one or more partially constructed vehicle
portions from a plurality of build stages; determine prereq-
uisite equipment systems to be installed 1n the one or more
partially constructed vehicle portions during the current
build stage; determine which prerequisite equipment sys-
tems are to be installed during the current build stage that are
not yet present in the one or more partially constructed
vehicle portions; and test during each of the plurality of
build stages whether at least one 1nstalled equipment system
installed 1n the partially constructed vehicle portion 1s prop-
erly electrically connected within the one or more partially
constructed vehicle portions. The processor could also
execute 1nstructions for emulating missing prerequisite
equipment systems necessary for one or more tests.

The subject matter described above 1s provided by way of
illustration only and should not be construed as limiting.
Various modifications and changes may be made to the
subject matter described herein without following the
example embodiments and applications 1illustrated and
described, and without departing from the true spirit and
scope ol the present disclosure, which 1s set forth 1n the
following claims.

What 1s claimed 1s:

1. A computer-implemented method for verifying proper
installation of equipment systems 1n a vehicle designed to be
assembled 1n multiple build stages, the method comprising:

retrieving a data structure describing a build plan for

assembling the vehicle, wherein the build plan com-
prises a plurality of build stages, and wherein the build
plan speciiies, for each of the plurality of build stages,
a respective plurality of prerequisite equipment sys-
tems to be installed in the vehicle during the build
stage:

determining a current build stage, of the plurality of build

stages, of one or more partially constructed vehicle
portions of the vehicle;

determiming a set of prerequisite equipment systems to be

installed 1n the one or more partially constructed
vehicle portions, corresponding to the current build
stage:

determinming one or more equipment systems that have

been 1nstalled 1n the one or more partially constructed
vehicle portions during the current build stage, based
on build state information for the one or more partially
constructed vehicle portions;

determining one or more diagnostic tests that are config-

ured to test for a predefined electrical connectivity of
the one or more equipment systems;

emulating, by operation of one or more non-transitory

computer processors, data communications, over a data
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communications network, from one or more prerequi-
site equipment systems not yet installed in the one or
more partially constructed vehicle portions, during the
current build stage;

initiating the one or more diagnostic tests, during the

current build stage, using the emulated data communi-
cations from the one or more prerequisite equipment
systems, to determine whether the one or more equip-
ment systems are correctly installed in the vehicle,
without requiring the one or more prerequisite equip-
ment systems to be physically installed 1in the one or
more partially constructed vehicle portions; and

upon determiming that the one or more systems are

incorrectly installed, based on a failure of a first one of
the one or more diagnostic tests, facilitating a correc-
tion of the failure of the first diagnostic test.

2. The computer-implemented method of claim 1, further
comprising testing during the current build stage whether
data communications exist to the one or more installed
equipment systems in the one or more partially constructed
vehicle portions.

3. The computer-implemented method of claim 1, further
comprising determiming during the current build stage which
prerequisite equipment systems are not yet installed.

4. The computer-implemented method of claim 3, further
comprising 1gnoring testing of prerequisite equipment sys-
tems to be installed during the current build stage, but not yet
installed 1n the one or more partially constructed vehicle
portions.

5. The computer-implemented method of claim 1, further
comprising suppressing nuisance errors as a result of pre-
requisite equipment systems not yet installed within the one
or more partially constructed vehicle portions.

6. The computer-implemented method of claim 1 further
comprising testing whether the one or more installed equip-
ment systems correctly installed during the current build
stage remain correctly installed during a subsequent one of
the plurality of build stages.

7. The computer-implemented method of claim 1,
wherein emulating data communications comprises emulat-
ing data communications for controlling distribution of
primary power across a power busing network system that 1s
not yet available to the one or more partially constructed
vehicle portions during the current build stage.

8. The computer-implemented method of claim 7,
wherein emulating data communications comprises mndicat-
ing a state of at least one contactor of a primary power
switching network device that is not yet installed 1n the one
or more partially constructed vehicle portions during the
current build stage.

9. The computer-implemented method of claim 1, further
comprising determimng which installed equipment systems
are sale to operate while someone 1s 1 proximity to the one
or more partially constructed vehicle portions, and automat-
ing the testing of at least one of the one or more installed
equipment systems on the one or more partially constructed
vehicle portions.

10. The computer-implemented method of claim 1 further
comprising generating a record of each occurrence of one or
more tests performed during one or more of the plurality of
build stages on the one or more 1nstalled equipment systems
on the one or more partially constructed vehicle portions.

11. The computer-implemented method of claim 1, further
comprising progressively testing during subsequent one or
more of the plurality of build stages whether the one or more
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installed equipment systems remain correctly electrically
connected to the one or more partially constructed vehicle
portions.

12. The computer-implemented method of claim 1, fur-
ther comprising testing during the current build stage
whether the one or more installed equipment systems
installed during a previous build stage remain correctly
clectrically connected to the one or more partially con-
structed vehicle portions.

13. The computer-implemented method of claim 1, fur-
ther comprising partitioning build verification software from
flight management software.

14. The computer-implemented method of claim 1, fur-
ther comprising disabling build verification software after
final assembly of the vehicle.

15. The computer-implemented method of claim 1, fur-
ther comprising removing build verification software after
final assembly of the vehicle.

16. The computer-implemented method of claim 1, fur-
ther comprising installing flight management software in
place of build verification software after final assembly of
the vehicle.

17. The computer-implemented method of claim 1, fur-
ther comprising hosting buld verification software on a
computing and network interface (CNI) module of a modu-
lar equipment center (MEC) 1n the one or more partially
constructed vehicle portions.

18. The computer-implemented method of claim 17, test-
ing electrical connections between one or more equipment
loads and the MEC 1n the one or more partially constructed
vehicle portions.

19. The computer-implemented method of claim 17, test-
ing data connections between one or more equipment loads
and the MEC 1n the one or more partially constructed vehicle
portions.

20. The computer-implemented method of claim 1, fur-
ther comprising hosting buld verification software on a
computing and network interface (CNI) module of a modu-
lar equipment center (MEC) and on a CNI module of a
remote modular equipment center (RMEC), and testing an
electrical connection between the MEC and the RMEC.

21. The computer-implemented method of claim 20, fur-
ther comprising testing a data connection between the MEC
and the RMEC.

22. The computer-implemented method of claim 1, fur-
ther comprising hosting bwld verification software on a
computing and network interface (CNI) module of a remote
modular equipment center (RMEC) 1n the one or more
partially constructed vehicle portions.

23. The computer-implemented method of claim 22, test-
ing electrical connections between one or more sensors and
the RMEC 1n the one or more partially constructed vehicle
portions.

24. The computer-implemented method of claim 22, test-
ing data connections between one or more sensors and the
RMEC 1n the one or more partially constructed vehicle
portions.

25. The computer-implemented method of claim 1, fur-
ther comprising hosting bwld verification software on a
removable storage device.

26. The computer-implemented method of claim 1, fur-
ther comprising defining test objectives to be performed by
build verification soiftware based on the one or more
installed equipment systems and the one or more prerequi-
site equipment systems not yet installed during the current
build stage, and testing only the one or more installed
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equipment systems installed during the current build stage
according to the test objectives.

27. The computer-implemented method of claim 1, fur-
ther comprising determining there are no prerequisite equip-
ment systems left to be imstalled during the current build
stage, testing all installed equipment systems according to
the current build stage, determining all installed equipment
systems are correctly installed, and proceeding to a subse-
quent one of the plurality of build stages.

28. The computer-implemented method of claim 1, fur-
ther comprising hosting bwld verification software on a
computing and network interface (CNI) module of a modu-
lar equipment center (MEC) installed 1n the one or more
partially constructed vehicle portions, and the build verifi-
cation software emulating one or more other MECs that are
not yet installed to test the MEC 1n the one or more partially
constructed vehicle portions as if the one or more other
MECs were present.

29. The computer-implemented method of claim 1, fur-
ther comprising emulating opening and closing of one or
more contactors used in combination with one or more
prerequisite equipment systems that are not yet installed.

30. The computer-implemented method of claim 1, fur-
ther comprising emulating flight management software that
1s not vet installed.

31. The computer-implemented method of claim 1, fur-
ther comprising configuring one or more contactors to
provide power at a first power level when one or more
installed equipment systems are designed for a second
power level, wherein the first power level 1s lower than the
second power level.

32. The computer-implemented method of claim 31, fur-
ther configuring one or more contactors to have a first
protection sensitivity when designed with a second protec-
tion sensitivity, wherein the first protection sensitivity 1s
lower than the second protection sensitivity.

33. A system, comprising:

one or more computer processors; and

a non-transitory memory containing computer program

code that, when executed by operation of the one or

more computer processors, performs an operation for

veritying proper installation of equipment systems 1n a

vehicle designed to be assembled in multiple build

stages, the operation comprising:

retrieving a data structure describing a build plan for
assembling the vehicle, wherein the build plan com-
prises a plurality of build stages, and wherein the
build plan specifies, for each of the plurality of build
stages, a respective plurality of prerequisite equip-
ment systems to be installed 1n the vehicle during the
build stage;

determining a current build stage, of the plurality of
build stages, of one or more partially constructed
vehicle portions of the vehicle;

determining a set of prerequisite equipment systems to
be installed 1n the one or more partially constructed
vehicle portions, corresponding to the current build
stage:

determining one or more equipment systems that have
been installed 1n the one or more partially con-
structed vehicle portions during the current build
stage, based on build state information for the one or
more partially constructed vehicle portions;

determining one or more diagnostic tests that are con-
figured to test for a predefined electrical connectivity
of the one or more equipment systems;
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emulating data communications, over a data commu-
nications network, from one or more prerequisite
equipment systems not yet installed in the one or
more partially constructed vehicle portions, during
the current build stage;
initiating the one or more diagnostic tests, during the
current build stage, using the emulated data commu-
nications from the one or more prerequisite equip-
ment systems, to determine whether the one or more
equipment systems are correctly installed in the
vehicle, without requiring the one or more prereq-
uisite equipment systems to be physically installed 1n
the one or more partially constructed vehicle por-
tions; and
upon determining that the one or more systems are
incorrectly installed, based on a failure of a first one
of the one or more diagnostic tests, facilitating a
correction of the failure of the first diagnostic test.
34. The system of claim 33, further configured to test
during the current build stage whether data communications
exist to the one or more 1nstalled equipment systems.
35. The system of claim 33, further comprising software
having a first level of criticality for operating the vehicle
when completely assembled and wherein the build verifica-
tion software has a second level of criticality, and wherein
the first level of criticality 1s higher level than the second
level of criticality.
36. A non-transitory computer-readable storage medium
containing computer program code that, when executed by
operation of one or more computer processors, performs an
operation comprising:
retrieving a data structure describing a build plan for
assembling the vehicle, wherein the build plan com-
prises a plurality of build stages, and wherein the build
plan speciiies, for each of the plurality of build stages,
a respective plurality of prerequisite systems to be
installed 1n the vehicle during the build stage;

determining a current build stage, of the plurality of build
stages, ol one or more partially constructed vehicle
portions of the vehicle;

determiming a set of prerequisite equipment systems to be

installed 1n the one or more partially constructed
vehicle portions, corresponding to the current build
stage:

determining one or more equipment systems that have

been 1nstalled 1n the one or more partially constructed
vehicle portions during the current build stage, based
on build state information for the one or more partially
constructed vehicle portions;

determining one or more diagnostic tests that are config-

ured to test for a predefined electrical connectivity of
the one or more equipment systems;

emulating, by operation of one or more non-transitory

computer processors, data communications, over a data
communications network, from one or more prerequi-
site equipment systems not vet installed 1n the one or
more partially constructed vehicle portions, during the
current build stage;

imitiating the one or more diagnostic tests, during the

current build stage, using the emulated data communi-
cations of the one or more prerequisite equipment
systems, to determine whether the one or more equip-
ment systems are correctly installed in the vehicle,
without requiring the one or more prerequisite equip-
ment systems to be physically installed 1n the one or
more partially constructed vehicle portions; and
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upon determining that the one or more systems are
incorrectly installed, based on a failure of a first one of
the one or more diagnostic tests, facilitating a correc-
tion of the failure of the first diagnostic test.

37. The non-transitory computer-readable storage
medium of claim 36, further comprising 1gnoring testing of
prerequisite equipment systems to be installed during the
current build stage, but not yet present 1in the one or more
partially constructed vehicle portions.

38. The non-transitory computer-readable storage
medium of claim 36, further comprising suppressing nui-
sance errors as a result of prerequisite equipment systems
not yet mstalled within the one or more partially constructed
vehicle portions.

39. The non-transitory computer-readable storage
medium of claim 36, further comprising testing whether the
one or more nstalled equipment systems correctly installed
during the current build stage remain correctly installed
during a subsequent one of the plurality of build stages.

40. The non-transitory computer-readable storage
medium of claam 36, further comprising emulating data
communications across a power busing network system for
distribution of primary power that 1s not yet available to the
one or more partially constructed vehicle portions during the
current build stage.

41. A computer-implemented method for verifying proper
installation of equipment systems of a primary power busing
network within a first modular equipment center (MEC), the
method comprising, by operation of one or more non-
transitory computer processors:

emulating, by operation of one or more non-transitory

computer processors, data communications, over a data
communications network, from one or more prerequi-
site equipment systems not yet installed in the one or
more partially constructed vehicle portions, during the
current build stage;

initiating one or more diagnostic tests, during the current

build stage of the vehicle, using the emulated data
communications of one or more prerequisite equipment
systems, to determine whether one or more equipment
systems of the primary power busing network within
the MEC are correctly installed in the vehicle, without
requiring the one or more prerequisite equipment sys-
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tems to be physically installed in the one or more

partially constructed vehicle portions, comprising:

routing a low voltage test power to a first plurality of
contactors within the first MEC;

determining whether or not the low voltage test power
1s present at each of the first plurality of contactors
of the first MEC; and

collecting contactor information from each of the first

plurality of contactors across an internal MEC data
network of the first MEC to a CNI module of the first

MEC; and
upon determining that the one or more equipment systems

are incorrectly mstalled, based on a failure of a first one
of the one or more diagnostic tests, facilitating a
correction of the failure of the first diagnostic test.

42. The computer-implemented method of claim 41 fur-
ther comprising:

routing the low voltage test power to a second plurality of

contactors within a second MEC:;

determining whether or not the low voltage test power 1s

present at each of the second plurality of contactors of
the second MEC; and

collecting contactor information from each of the second

plurality of contactors across an internal MEC data
network of the second MEC to a CNI module of the
second MEC.

43. The computer-implemented method of claim 42 fur-
ther comprising providing the contactor information of the
first plurality of contactors to the CNI module of the second
MEC and configuring the second plurality of contactors of
the second MEC based on the contactor information of the
first plurality of contactors of the first MEC.

44. The computer-implemented method of claim 42 fur-
ther comprising providing the contactor information of the
second plurality of contactors to the CNI module of the first
MEC and configuring the first plurality of contactors of the
first MEC based on the contactor information of the second
plurality of contactors of the second MEC.

45. The computer-implemented method of claim 41 fur-
ther comprising emulating a second MEC having a second
plurality of contactors to test collecting of contactor infor-
mation of the second plurality of contactors at the CNI

module of the first MEC.
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