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DISTRIBUTION LAYER REDUNDANCY
SCHEME FOR COUPLING
GEOGRAPHICALLY DISPERSED SITES

TECHNICAL FIELD

The present disclosure relates generally to communica-
tions networking and more specifically to a distribution layer
redundancy scheme for coupling geographically dispersed
sites.

BACKGROUND

Virtualization technologies, such as server clustering and
virtual-machine hypervisor may rely on the extension of
virtual local area networks (VLLANSs) across geographically
dispersed sites, such as data centers. One or more of these
sites may utilize spanning tree protocol (STP) to implement
a loop free topology within the site. However, STP does not
perform well 1n large-scale networks and 1s generally not
used to interconnect multiple sites.

Some sites may utilize flexlink (e.g., CISCO FlexLink)
connectivity on one or more devices in place of STP. A
flexlink may include a pair of layer 2 (referring to the Open
Systems Interconnection (OSI) model) interfaces on a
device. Such a configuration may provide layer 2 redun-
dancy for a device without requiring STP on the device to
ensure loop-iree topology. Redundancy may be achieved by
configuring one interface as a primary (active) interface and
one interface as a backup (standby) interface where only the
primary interface 1s active and forwards traflic. Flexlinks are
typically implemented by devices at the access layer of a
site.

BRIEF DESCRIPTION OF THE DRAWINGS

For a more complete understanding of the present disclo-
sure and 1ts features and advantages, reference 1s now made
to the following description, taken in conjunction with the
accompanying drawings, in which:

FIG. 1 depicts an example system comprising distribution
node pairs that each implement a distribution layer redun-
dancy scheme for coupling geographically dispersed sites;

FIG. 2 depicts an example method for implementing a
distribution layer redundancy scheme for coupling geo-
graphically dispersed sites that may be performed by a
distribution node of FIG. 1; and

FIG. 3 depicts an example method for implementing a
distribution layer redundancy scheme for coupling geo-
graphically dispersed sites that may be performed by a
different distribution node of FIG. 1; and

FIG. 4 depicts an example configuration of an access
device and a distribution node pair of FIG. 1 that implements
a distribution layer redundancy scheme.

DESCRIPTION OF EXAMPLE EMBODIMENTS

Overview

According to one embodiment, a method includes pro-
viding a plurality of first connections that each couple a first
distribution node of a first site to a respective access device
of a plurality of access devices of the first site. Each access
device 1s coupled to one or more hosts of the first site. A
second connection between the first distribution node and a
first edge router 1s configured to not forward tratlic associ-
ated with a first set of one or more virtual local area networks
(VLANSs). The method further includes determining whether
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the second distribution node 1s reachable from the first
distribution node through the first edge router and a second

edge router. The second distribution node 1s configured to
forward tratlic associated with the first set of one or more
VLANSs to the second edge router. The second connection 1s
then configured to forward tratlic associated with the first set
of one or more VLANSs 1n response to a determination that
the second distribution node 1s unreachable through the first
edge router and the second edge router. The method further
includes forwarding trailic associated with the first set of one
or more VLANSs across the second connection to the first
edge router.

Certain embodiments of the disclosure may provide one
or more technical advantages. A technical advantage of one
embodiment 1s that virtual local area network (VLAN)
traflic 1s ethciently transported from one site to another.
Another technical advantage of one embodiment 1s that
failures of a distribution node, a connection from the dis-
tribution node to an edge router, or the edge router are
quickly detected. Another technical advantage of one
embodiment 1s that a backup distribution node engages 1n
traflic forwarding immediately after a failure associated with
a primary distribution node 1s detected. Another technical
advantage of one embodiment may be that management
functions are performed by each of a plurality of distribution
nodes, rather than an edge router coupled to the plurality of
distribution nodes, thus allowing a network to scale etli-
ciently. Another technical advantage may be that one dis-
tribution node of a pair may be the primary distribution node
for a first set of VLANSs and the backup distribution node for
a second set of VLLANs while the other distribution node of
the pair may be the backup distribution node for the first set
of VLANSs and the primary distribution node for the second
set of VL ANSs.

Certain embodiments of the disclosure may include none,
some, or all of the above technical advantages. One or more
other technical advantages may be readily apparent to one
skilled 1n the art from the figures, descriptions, and claims
included herein.

DESCRIPTION

FIG. 1 depicts an example system 100 comprising distri-
bution node pairs that each implement a distribution layer
redundancy scheme for coupling geographically dispersed
sites 108. System 100 includes various sites 108 coupled
through network 136. Site 108 may be any suitable group of
computing and/or networking devices coupled together
through the data link layer (Layer 2) of the Open Systems
Interconnection (OSI) model or the link layer of the TCP/IP
reference model (or similar layer). For example, site 108
may be a data center, a campus network, a carrier ethernet
network, or other suitable group of networked computing
devices. Site 108a includes hosts 120, access devices 116,
distribution nodes 104, and edge routers 128. A layered
concept may be used to describe the arrangement of site
108a. For example, access devices 116 reside in an access
layer, distribution nodes 104 reside i1n a distribution layer
(also known as an aggregation layer), and edge routers
reside 1n a core layer of the site 108a.

In the embodiment depicted, a plurality of hosts 120 are
coupled through a wired or wireless connection to access
device 116a. System 100 may include any suitable number
of hosts 120 that are each coupled to one or more access
devices 116. A host 120 1s a device capable of communi-
cating with other hosts 120. For example, hosts 120 may
cach be a computing device such as a server, network
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component, personal computer, mobile device, storage
device, or other appropriate computing device. Hosts 120
may include any collection of hardware, software, memory,
and/or controlling instructions or logic operable to commu-
nicate with other hosts 120 in the same site 108a or a
different site 1085 or 108¢. Each host 120 may be assigned
one or more unique network addresses (at least with respect
to a particular routing table), such as an Internet Protocol
(IP) address or a unique Media Access Control (MAC)
address (at least with respect to a particular VLAN) that
identify the host 120.

Hosts 120 communicate with other hosts 120 by sending,
and recerving data link layer frames. A data link layer frame
may be a data packet of the data link layer (Layer 2) of the
OSI model or the link layer of the TCP/IP reference model.
In various embodiments, a data link layer frame specifies a
MAC address of the host 120 that 1s the source of the data
link layer frame and a MAC address of the host 120 that 1s
the destination of the data link layer frame. In particular
embodiments, a data link layer frame conforms to an Eth-
ernet frame standard such as an IEEE 802.3 standard.

In addition to communicating with other hosts 120 of the
same site 108a using data link layer frames, a host 120a may
communicate with one or more other hosts (such as hosts
1200-1207) at one or more sites (such as site 1085 or 108¢)
using data link layer frames. Globalization, security, and
disaster recovery considerations are driving divergence of
business locations across multiple regions. In addition, orga-
nizations are looking to distribute workload between com-
puters, share network resources effectively, and increase the
availability of applications. As sites such as data centers
grow 1n size and complexity, organizations are adopting
server virtualization technologies to achieve increased efli-
ciency and use of resources. In addition to providing
resource optimization, virtualization strategies ofler data
protection that enables enterprises to build disaster recovery
solutions and provide high availability, scalability, flexibil-
ity, and business continuity. Server virtualization technolo-
gies include High Availability Clustering which includes
two or more servers that are each configured as active or
standby deployed in geographically dispersed data centers.
In the event of the loss of the data center or one of the
servers, the server 1n another location would become active,
thus providing access to the same set of applications/
services and facilitating business continuity. Such solutions
require the same IP address to be configured on both these
servers (or any other number of additional servers deployed
across multiple data centers), thus requiring the same IP
subnet 1n physically separate data centers. This requires
VLAN extension between sites, such as sites 108, such that
hosts may communicate with other hosts of a different site
using data link layer frames.

System 100 may also include any suitable number of
access devices 116. Access devices 116 are operable to
bridge traflic (e.g., data link layer frames) between hosts 120
and one or more distribution nodes 104. As an example,
access device 116a may receive a data link layer frame from
host 120a and forward the data link layer frame through
distribution node 104a towards the eventual recipient host of
the data link layer frame. As another example, access device
116a may receive a data link layer frame that 1s addressed to
host 120a from distribution node 1044 and forward the data
link layer frame to host 120a. As yet another example,
access device 116a may receive a data link layer frame from
host 120a and forward the frame to host 1205.

Access device 116 may be any suitable switch. An access
device 116 1s operable to maintain wired or wireless con-
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nections with hosts 120 that {facilitate communication
between hosts 120 and the access device. Access device 116
may be coupled to any suitable number of hosts 120.

In the embodiment depicted, each access device 116 1s
coupled to a pair of distribution nodes 104. For example,
access device 116a 1s coupled to distribution node 104a
through connection 114q and distribution node 1045 through
connection 112a. As depicted, access devices 116H-116#
may be coupled to distribution nodes 104a and 1045 1n a
similar manner. Connections 112 and 114 may each repre-
sent one or more suitable media for transferring data
between an access device 116 and a distribution node 104.
For example, connections 112 and 114 may be any suitable
type of Ethernet interfaces. In particular embodiments, con-
nections 112 or 114 are each one or more Gigabit (1 Gb)
Ethernet or 10 Gigabit (10 Gb) Ethernet cables.

The depiction of connection 114a as a solid line repre-
sents that connection 114a 1s acting as a primary connection
and the depiction of connection 1124 as a dotted line
represents that connection 112q 1s acting as a backup con-
nection. As will be explained 1n further detail below, these
roles may be reversed or shared 1n certain situations. Con-
nection 112aq may be designated as a primary connection for
all or some of the traflic that passes between access device
116a and a distribution node 104. If connection 1124 1s
designated as a primary connection for some of the traflic,
connection 114a may be designated as the primary connec-
tion for the rest of the traflic (or a portion thereof). In
particular embodiments, access devices 116 are configured
to route trailic across the primary connection assigned to that
tratlic and to not route (e.g., block) traflic across the backup
connection assigned to that trafhic.

System 100 may also include any suitable number of
distribution node pairs coupled to edge routers 128. A
distribution node pair includes two distribution nodes 104.
Distribution nodes 104 are operable to bridge traflic (e.g.,
data link layer frames) between access devices 116 and one
or more edge routers 128. As an example, distribution node
104a may recerve a data link layer frame from access device
116a and forward the data link layer frame through edge
router 128a towards the eventual recipient host 120 of the
data link layer frame. As another example, distribution node
104a may receive a data link layer frame that 1s addressed
to host 120q from edge router 1284 and forward the data link
layer frame to host 120a through access device 116a.

Distribution node 104 may be any suitable device, such as
a bridge, switch, or other suitable communication device. As
explained above, distribution nodes 104 maintain connec-
tions 112 and 114 with a plurality of access devices 116 that
facilitate communication between the access devices and the
distribution nodes. Distribution node 104 may be coupled to
any suitable number of access devices 116. Distribution
nodes 104 may function 1n pairs to provide redundant
connections between access devices 116 and network 136 or
sites 1085 and 108c.

In particular embodiments, one distribution node of each
distribution node pair 1s connected to an edge router and the
other distribution node of each pair 1s connected to a
different edge router. For example, as depicted, distribution
node 104qa 1s connected to edge router 128a via connection
132a and distribution node 1045 1s connected to edge router
1286 via connection 124a. Various distribution node pairs
(such as those formed by distribution nodes 104¢-104z) may
be coupled to edge routers 128a and 1286 1n a similar
manner. Connections 124 and 132 may each represent one or
more suitable media for transferring data between a distri-
bution node 104 and an edge router 128. For example, a
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connection 124 or 132 may comprise any suitable number of
Ethernet interfaces. In particular embodiments, each con-

nection 124 or 132 1s one or more Gigabit (1 Gb) Ethernet
or 10 Gigabit (10 Gb) E

Ethernet cables.

The depiction of connection 132 as a solid line represents
that connection 132 1s acting as a primary connection and the
depiction of connection 124 as a dotted line represents that
connection 124 1s acting as a backup connection. As will be
explained in further detail below, these roles may be
reversed or shared in certain situations. In particular embodi-
ments, connection 132 may be designated as a primary
connection for all or some of the traflic that passes between
an access device 116 and an edge router 128. If connection
132 1s designated as a primary connection for some of the
trailic, connection 124 may be designated as the primary
connection for the rest of the traflic (or a portion thereot). In
particular embodiments, traflic that travels through network
136 and 1s destined for a host 120 of site 108a will be
forwarded across the primary connection (in this case con-
nection 132) rather than the backup connection (connection
124). In particular embodiments, 11 a distribution node 104
receives traflic that should be forwarded to an edge router
128, but the distribution node’s respective connection (124
or 132) 1s not the primary connection for the traflic, the
traflic may be forwarded through connection 140 to the other
distribution node 104 of the palr The other distribution node
104 may then send that tratlic across its respective connec-
tion to edge router 128.

Edge routers 128 are operable to bridge or route traflic
(e.g., data link layer frames or packets including encapsu-
lated data link layer frames) between distribution nodes 104
and network 136. In particular embodiments, edge router
128 1s operable to receive a data link layer frame from a
distribution node 104, encapsulate the data link layer frame
within a packet (e.g., an IP or Multiprotocol Label Switching,
(MPLS) based packet), and route the packet towards the
destination address of the data link layer frame (e.g., through
one or more routers of network 136). Stmilarly, edge router
128 may be operable to receive a packet from network 136,
decapsulate a data link layer frame from the packet, and
forward the data link layer frame towards the host 120
specified as the destination in the data link layer frame.

Edge router 128 may be any suitable device for bridging
and routing traflic. In particular embodiments, edge routers
128 may function 1n pairs to provide hosts 120 with redun-
dant access to network 136 and/or sites 1085 or 108c. In
some embodiments, one edge router 128 of an edge router
pair 1s connected to one distribution node 104 of each of a
plurality of distribution node pairs (e.g., through connec-
tions 132), and the other edge router of the edge router pair
1s connected to the other distribution node 104 of each of the
distribution node pairs (e.g., through connections 124).
Through these connections, the edge router pair may have a
primary connection with each distribution node pair and a
backup connection with each distribution node pair. The
edge router pair may be coupled to any suitable number of
distribution node pairs. In the embodiment depicted, the
edge routers 128 are configured with a connection 144
between themselves and connections to network 136. For
example, edge router 128a 1s connected to network 136 via
connection 148 and edge router 1285 1s connected to net-
work 136 via connection 152.

In the embodiment depicted, hosts 120, access routers
116, distribution nodes 104 and edge routers 128 collec-
tively constitute site 108a. A site may include a domain in
which the hosts 120 of the domain are interconnected and
communicate with each other via data link layer frames. In
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particular embodiments, a data link layer frame may be
communicated between any two hosts 120 of a common site
108 without being encapsulated within a packet of another
protocol. As an example, data link layer frames between
hosts of the same site 108a¢ may be delivered without using
routing functions such as IP routing or MPLS labeling.
Rather, the data link layer frames are bridged or forwarded
by one or more bridges or switches of the site to the
destination host 120.

Sites 108 may each represent a data center that 1s geo-
graphically dispersed from one or more other sites 108. In
order for a host 120 of site 108a to communicate with a host
of a different site (such as site 1085), the communication
must travel through network 136. This generally requires
encapsulating the data link layer frames within a high lever
protocol (such as IP or MPLS) and routing or otherwise
transporting the data link layer frames across the network to
an edge router 128 of the other site 1085, where the data link
layer frames are decapsulated and forwarded to the appro-
priate host 120.

In particular embodiments, a host 120 may be a member
of one or more VLANs. A VLAN may include a group of
hosts 120 that communicate as 1f they were attached to the
same site, regardless of their physical location. Thus, i a
host 120 broadcasts a data link layer frame to members of a
particular VL AN, the data link layer frame 1s received by all
members of that VLLAN, whether the member resides in the
same site 108 or a different site. In the embodiment depicted,
a particular VL AN may include members from various sites
108. Thus, a host 120 of site 108 may be a member of the
same VLAN as a host 120 of site 108b. In particular
embodiments, data link layer frames include a VLAN tag
that identifies the VLAN that the traflic 1s associated with.

Various connections of system 100 may be assigned to
carry traflic associated with particular VLANs. As an
example, connections 114, 112, 140, 132, 124, and 144 may
cach be assigned to carry traflic associated with a respective
set of VLANSs. In various embodiments, tratlic that 1s
associated with a VL AN that 1s not one of the VL ANs that
the connection 1s assigned to carry 1s not allowed to travel
through the connection. In particular embodiments, a con-
nection, such as 114, 112, 132, or 124 may be demgnated as
a primary connection or backup connection for a particular
group of VLANSs. As an example, connections 114a and
132a may be assigned as primary connections for VLANs
1-300 and connections 112a and 124a may be assigned as
primary connections for VLANs 301-600. In such a sce-
nario, connections 114aq and 132q may also be assigned as
backup connections for VLANs 301-600 and connections
112a and 124a may be assigned as backup connections for
VLANs 1-300.

Network 136 of system 100 represents any suitable net-
work operable to {facilitate communication between the
components of system 100, such as hosts 120, access
devices 116, distribution nodes 104 and edge routers 128.
Network 136 may include any interconnecting system
capable of transmitting audio, video, signals, data, mes-
sages, or any combination of the preceding. Network 136
may include all or a portion of a public switched telephone
network (PSTN), a public or private data network, a local
area network (LAN), a metropolitan area network (MAN), a
wide area network (WAN), a local, regional, or global
communication or computing system network, such as the
Internet, a wireline or wireless network, an enterprise
intranet, or any other suitable communication link, including
combinations thereol, operable to facilitate communication
between the components. In a particular embodiment, at
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least a portion of network 136 transmits data link layers
frames encapsulated according to an IP or MPLS protocol.

As depicted 1 FIG. 1, system 100 includes various
network devices, including hosts 120, access devices 116,
distribution nodes 104, and edge routers 128. Any of these
network devices may include one or more portions of one or
more computer systems. In particular embodiments, one or
more of these computer systems may perform one or more
steps ol one or more methods described or illustrated herein.
The one or more computer systems may provide function-
ality described or illustrated herein. In some embodiments,
encoded software running on the one or more computer
systems may perform one or more steps of one or more
methods described or 1llustrated herein and/or provide func-
tionality described or illustrated herein.

The components of the one or more computer systems
may comprise any suitable physical form, configuration,
number, type, and/or layout. As an example, and not by way
of limitation, one or more computer systems may comprise
an embedded computer system, a system-on-chip (SOC), a
single-board computer system (SBC) (such as, for example,
a computer-on-module (COM) or a system-on-module
(SOM)), a desktop computer system, a laptop or notebook
computer system, an mteractive kiosk, a mainframe, a mesh
of computer systems, a mobile telephone, a personal digital
assistant (PDA), a server, or a combination of two or more
of these. Where approprate, one or more computer systems
may be unitary or distributed, span multiple locations, span
multiple machines, or reside 1n a cloud, which may include
one or more cloud components 1n one or more networks.

A computer system may include a processor, memory,
storage, one or more communication interfaces, and a dis-
play 1n particular embodiments. As an example, distribution
node 104 comprises a computer system that includes one or
more processors 156, memory 160, storage 164, and one or
more communication interfaces 144. These components
may work together in order to provide functionality
described herein.

Processor 156 may be a microprocessor, controller, or any
other suitable computing device, resource, or combination of
hardware, stored software and/or encoded logic operable to
provide, eirther alone or in conjunction with other compo-
nents of distribution node 104 (or other network device),
distribution node functionality. In some embodiments, dis-
tribution node 104 (or other network device) may utilize
multiple processors to perform the functions described
herein.

Memory 160 and/or storage 164 may comprise any form
of volatile or non-volatile memory including, without limi-
tation, magnetic media (e.g., one or more tape drives),
optical media, random access memory (RAM), read-only
memory (ROM), flash memory, removable media, or any
other suitable local or remote memory component or coms-
ponents. Memory 160 and/or storage 164 may store any
suitable data or information utilized by node 104 (or other
network device), including software embedded in a com-
puter readable medium, and/or encoded logic incorporated
in hardware or otherwise stored (e.g., firmware). Memory
160 and/or storage 164 may also store the results and/or
intermediate results of the various calculations and deter-
minations performed by processor 156.

Communication interface 168 may be used for the com-
munication of signaling and/or data between distribution
node 104 (or other network device) and one or more
networks and/or other network devices. For example, com-
munication interface 168 may be used to send and receive
data link layer frames. Fach communication interface 168
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may send and receive data and/or signals according to a
distinct standard such as Asynchronous Transier Mode

(ATM), Frame Relay, or Gigabit Ethernet (or other IEEE
802.3 standard).

System 100 provides a redundant and scalable network
structure for connecting VL ANs across geographically dis-
persed sites 108. In particular embodiments, the structure of
system 100 also allows for spanning tree protocol (STP)
1solation between sites 108. This means that site 108a (or a
portion thereof) may implement an instance of STP, and
another site 1085 (or a portion thereof) may implement a
separate 1nstance of STP. Implementing separate STP
instances rather than a single instance provides many advan-
tages 1including quicker network convergence upon failures
in system 100 and decreased management complexity (e.g.,

topology changes 1n one site 108a do not have to be sent to
the other site 1085 or 108¢).

The configuration of system 100 allows control and
tracking mechanisms that are typically performed by edge
routers 128 to be performed by distribution nodes 104. This
cases the burden on the edge routers 128, especially 1n
networks where there are large numbers of distribution
nodes 104 coupled to each edge router 128. As an example,
the distribution nodes 104 may provide the functionality
required to adjust for a failure of an edge router 128, a
distribution node 104, or a connection between a distribution
node and an edge router (132 or 124). In a particular
embodiment, where VPLS 1s used as an L2 transport solu-
tion, the task of synchromizing the VPLS nodes (edge routers
128a and 128b6) may be performed by the distribution nodes
104.

System 100 provides a multi-chassis flexlink architecture
for a site 108. In a traditional flexlink implementation, an
access device 116 1s coupled to two redundant distribution
nodes 104. In such implementations, a connection to one of
the distribution nodes 104 may serve as a primary connec-
tion and a connection to the other distribution node 104 may
serve as a backup connection. If the primary connection fails
(1.e., the distribution node 104 fails or the connection 1itself
fails) the access device 116 can activate the backup connec-
tion and continue forwarding trailic. Thus, i the traditional
flexlink 1mplementation, two distribution nodes are con-
nected to the same access device. In the multi-chassis
flexlink architecture, two devices are connected to two
separate devices. For example, a primary connection couples
a distribution node 1044 to an edge router 128q and a backup
connection couples distribution node 1046 to edge router
12856. Moreover, 1n the multi-chassis flexlink architecture
shown, the connections are between the distribution layer
and the core layer rather than the access layer and the
distribution layer.

In particular embodiments, the distribution nodes 104 of
a distribution node pair may implement a route-watch sema-
phore to ensure that one of the distribution nodes 104 1s
operating as the primary distribution node for particular
traflic. If distribution node 104qa 1s the primary distribution
node, the connections 114a-114» between distribution node
104a and the access devices 116a-116n are designated as
primary connections and the connection 132a 1s also des-
ignated as a primary connection). In various embodiments,
a distribution node 104 serves as the primary distribution
node for all data link layer frames sent to the distribution
layer from access devices 116a-116#%. In other embodiments,
a distribution node 104 serves as the primary distribution
node for traflic associated with (e.g., including tags identi-
tying) one or more designated VL ANS.
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The backup distribution node 1s operable to determine, via
the route-watch semaphore, 11 the primary distribution node
itsell (distribution node 104q in this case), its connection
(132a) to 1ts respective edge router 128a, or the edge router
has failed. In particular embodiments, the semaphore may be
propagated by a routing protocol (such as an IP protocol)
implemented by edge routers 128. In response to a detection
that the primary distribution node 1s unavailable to forward
traflic to 1ts respective edge router 128, the backup distri-
bution node 1045 assumes the role of the primary distribu-
tion node and activates 1ts backup connection (connection
124a) to serve as a primary connection. In particular
embodiments, upon assuming the role of the primary dis-
tribution node, distribution node 1046 performs dynamic
VLAN assignment on one or more of the connections. For
example, distribution node 1045 may specily that traflic for
particular VLANs will be sent on connection 124a. In
particular embodiments, distribution node 1045 also 1nitiates
local MAC flushing within site 108a upon assuming the role
of the primary distribution node. This may include sending
instructions to access devices 116a-n to erase bridging or
forwarding tables stored by the access devices. This will
result in the access devices 116a-» building new bridging
tables that specily that data link layer frames should be
torwarded through connections 112a-r (now acting as pri-
mary connections) to distribution node 1045. In particular
embodiments, the dynamic VLAN assignments and the
initiation of the MAC flushing may be performed by execut-
ing a script at the distnbution node 104. In other embodi-
ments, software integrated with the distribution node per-
forms these functions.

FIG. 2 depicts an example method 200 that may be
performed by system 100 for implementing a distribution
layer redundancy scheme for coupling geographically dis-
persed sites 108. The method 1s described from the point of
view of distribution node 104a, though 1t could be per-
formed by any distribution node configured as a primary
distribution node by default (such as distribution nodes 104¢
or 104y). Each step of the method may be performed with
respect to one or more VLANSs or all data link layer tratlic
(e.g., a distribution node may perform these steps for certain
VLANs while performing other steps for other VLANS).

The method begins at step 204. At step 208, connection
132a between the distribution node 104a and the edge router
128a 1s configured to not forward traflic. For example,
distribution node 104a may bring the connection up, but not
torward data link layer packets to edge router 128a through
connection 132a. In particular embodiments, step 208 may
include updating a VLAN forwarding database associated
with distribution node 104a to indicate that tratlic associated
with one or more VLANSs should not be forwarded through
connection 132a. Step 208 may be performed while the
distribution node 1044 1s booting or otherwise unavailable to
forward tratlic 1n order to avoid blackholing trafiic.

At step 212, distribution node 104a determines whether it
1s ready to forward tratflic across connection 132a (1.e., act as
the primary connection). Distribution node 104a may peri-
odically perform this step. Once distribution node 104a 1s
ready to forward traflic, it requests preemption through a
semaphore. This may include sending one or more messages
to distribution node 1045 to notity distribution node 1045
that distribution node 104a will be assuming the role of the
primary distribution node.

At step 220, distribution node 104a determines whether
distribution node 1045 1s forwarding traflic across its con-
nection 124a to edge router 128b. In particular embodi-
ments, distribution node 104a determines whether distribu-
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tion node 1045 1s forwarding by monitoring the availability
on an IP address of distribution node 1045 through connec-
tions 132a, 144, and 124a. If distribution node 10454 1s
forwarding, distribution node 104a may wait a predeter-
mined period of time and then check again. After it 1s
determined that distribution node 10456 1s not forwarding,
distribution node 1044 transitions connection 132a to for-
ward traflic to edge router 128a at step 224. In particular
embodiments, step 224 may include updating the VLAN
forwarding database associated with distribution node 104qa
to indicate that tratlic associated with one or more VLANS
should be forwarded through connection 132a.

At step 228, a local MAC flush 1s 1nitiated. Because the
network topology may have changod (e.g., distribution node
1045 has stopped forwarding trailic to edge router 1285 via
connection 124a for one or more VLANSs), access devices
116 should rebuild their bridging tables so that traflic 1s
forwarded through the best path. For example, data link
layer frames that are destined for a remote site 1086 or 108¢
should now be sent through distribution node 1044 and edge
router 128a rather than distribution node 10456 and edge
router 1285. Accordingly, the bridging tables included on
access devices 116 are reset so that the access devices 116
may learn the correct forwarding paths. In a particular
embodiment, distribution node 1044 initiates a MAC flush at
cach access device 116a-116%. As an example, distribution
node 1045 may send a message, such as a topology change
notification (TCN), to each access device 116 through con-
nections 112a-r indicating that the bridging table of the
access device should be erased. The access devices 116 erase
their bridging tables (e.g., flush their Content addressable
memory (CAM) tables) 1n response to receiving this mes-
sage. In particular embodiments, distribution node 104aq
initiates this process itself without receiving a message from
edge router 128a to begin the MAC flush.

In particular embodiments, other steps may be taken 1n
order to facilitate optimal routing in the event of network
topology changes. As an example, the STP root and Hot
Standby Routing Protocol (HSRP) active roles may be
conﬁgurod to be the same distribution node 104 that 1s
serving as the primary distribution node for any given
VLANSs. As another example, the STP root secondary and
HSRP standby roles may be Conﬁgurod to be the same
distribution node 104 that 1s serving as the backup distri-
bution node for the same VLANS.

At step 232, data link layer traflic 1s forwarded to edge
router 128a across connection 132a. For example, distribu-

tion node 104a may receive data link layer frames from
access devices 116a-» or distribution node 1045 that are
destined for a host 120 at a remote site 1085 and forward the
frames to edge router 128a. In addition, distribution node
104a may receive data link layer frames from edge router
128a and forward the frames towards the destination host
120 via the proper access device 116. At step 236, 1t 1s
determined whether distribution node 1044 1s still available
to forward traflic to edge router 128a. If it 1s still available,
traflic forwarding continues at step 232. If it 1s not available,
connection 132a with edge router 1284 1s transitioned to
non-forwarding (1.e., backup) at step 208 and the method
repeats.

Method 200 may include more, fewer, or other steps.
Additionally, steps may be performed 1n any suitable order.
In particular embodiments, any distribution node 104 may
be operable to perform any approprate steps ol method 200.

FIG. 3 depicts an example method 300 that may be
performed by system 100 for implementing a distribution
layer redundancy scheme for coupling geographically dis-
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persed sites 108. The method 1s described from the point of
view ol distribution node 10456, though 1t could be per-
formed by any distribution node configured as a backup
distribution node by default (such as distribution nodes 1044
or 104z). Each step of the method may be performed with
respect to one or more VLANSs or all data link layer trafhic.

The method begins at step 304. At step 308, connection
124a between distribution node 1045 and edge router 1285
1s configured to not forward traflic. For example, distribution
node 10456 may bring (or leave) the connection up, but not
torward data link layer packets to edge router 1285 through
connection 124q. In particular embodiments, step 308 may
include updating a VLAN forwarding database associated
with distribution node 1045 to indicate that trathic associated
with one or more VLANSs should not be forwarded through
connection 124a.

At step 312, it 1s determined whether the other distribution
node 104a of the distribution node pair 1s forwarding trathic
on its connection 132a to edge router 128a. Distribution
node 1045 may periodically monitor the availability of
distribution node 104a to forward trailic. In a particular
embodiment, distribution node 1045 may determine that
distribution node 104a 1s available to forward traflic 1f
distribution node 104a 1s reachable through edge routers
128a and 128b. For example, distribution node 1045 may
determine whether an address of distribution node 104a
(such as an IP address) advertised by distribution node 1044
1s available through edge routers 128a and 1286 (e.g., a
routing protocol may cause the address to be propagated
from distribution node 104a to edge router 128a to edge
router 1280). As another example, distribution node 1044
may periodically send a message to distribution node 1045
through edge routers 128a and 1285 indicating that distri-
bution node 104q 1s available to function as the primary
distribution node.

In some embodiments, distribution node 1045 monitors
the reachability of the primary distribution node 104a
through the edge routers 12856 and 128a, rather than its
connection 140 with primary distribution node 104a. Such
an 1mplementation allows distribution node 10456 to deter-
mine that 1f the distribution node 1044 1s not reachable via
this route, then either the primary distribution node 1044
itself has failed, the edge router 128a has failed, or the
connection 132a between the two has failed. Since any of
these conditions make distribution node 104 unfit to for-
ward traflic, the distribution node 10454 will assume the role
of the primary distribution node (1.e. it will forward traflic
over connection 124a) upon detection that distribution node
104a 1s no longer reachable through edge routers 128a and
128b. IT distribution node 1045 were to monitor the reach-
ability of distribution node 104a via connection 140, 1t
would only be able to detect a failure of the distribution node
104a itself and not a failure of connection 132a or edge
router 128a without an additional failure detection mecha-
nism.

After 1t 1s determined that distribution node 104a 1s not
forwarding, distribution node 1045 transitions connection
124a to forward traflic to edge router 1285 at step 316. In
particular embodiments, step 316 may include updating a
VLAN {forwarding database associated with distribution
node 1045 to indicate that trafhic associated with one or more
VLANSs should be forwarded through connection 124a.

At step 320, a MAC flush 1s mitiated. Because the
network topology has changed (e.g., edge router 1284 1s now
unreachable through distribution node 104a), access devices
116 should rebuild their bridging tables so that traflic 1s
torwarded through the best path. For example, data link
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layer frames that are destined for a remote site 1085 or 108¢
should now be sent through distribution node 1045 and edge
router 1285 rather than distribution node 104a and edge
router 128a. Accordingly, the bridging tables included on
access devices 116 are reset so that the access devices 116
may learn the correct forwarding paths. In a particular
embodiment, distribution node 1045 imitiates a MAC flush at
cach access device 116a-1167%. As an example, distribution
node 1045 may send a message, such as a topology change
notification (TCN), to each access device 116 through con-
nections 112a-z indicating that the bridging table of the
access device should be erased. The access devices 116 erase
theirr bridging tables (e.g., flush therr MAC tables) in
response to receiving this message. In particular embodi-
ments, distribution node 1045 initiates this process itself
without recerving a message from edge router 1285 to begin
the MAC flush.

In particular embodiments, other steps may be taken 1n
order to facilitate optimal routing in the event of network
topology changes. As an example, the STP root and Hot
Standby Routing Protocol (HSRP) active roles may be
configured to be the same distribution node 104 that is
serving as the primary distribution node for any given
VLANSs. As another example, the STP root secondary and
HSRP standby roles may be configured to be the same
distribution node 104 that 1s serving as the backup distri-
bution node for the same VL ANS.

At step 324, data link layer traflic 1s forwarded to edge
router 1285 across connection 124a. For example, distribu-
tion node 1045 may receive data link layer frames from
access devices 116a-» or distribution node 104q that are
destined for a host 120 at a remote site 1085 and forward the
frames to edge router 128b. In addition, distribution node
1045 may receive data link layer frames from edge router
1286 and forward the frames towards the destination host
120 via the proper access device 116. At step 328, it 1s
determined whether distribution node 104a 1s requesting
preemption. If distribution node 104aq 1s not requesting
preemption, traflic forwarding continues at step 324. If
distribution node 104qa 1s requesting preemption, connection

124a with edge router 1285 1s transitioned to non-forward-
ing (1.e., backup) at step 308 and the method repeats. In
particular embodiment, distribution node 1045 may wait a
predetermined period of time before transitions 1ts connec-
tion 124a to non-forwarding in order to provide adequate
time for distribution node 104a to prepare to forward in
order to avoid traflic forwarding errors.

In an alternative embodiment, while distribution node
1045 1s forwarding tratlic, it may also monitor the availabil-
ity of distribution node 104a. This monitoring may be
similar to the monitoring described above 1n connection with
step 312. If distribution node 104a 1s not available, distri-
bution node 1045 continues to serve as the primary distri-
bution node. In particular embodiments, 1n response to a
determination that distribution node 1044 1s again available
to serve as the primary distribution node, distribution node
1045 determines whether to continue serving as the primary
distribution node or to allow distribution node 104a to
resume service as the primary distribution node. In various
embodiments, a preferred distribution node 1s specified, and
if both distribution nodes 104 are available, the preferred
distribution node will serve as the primary distribution node
when both distribution nodes are available to forward trailic.
In other embodiments, a distribution node serves as the
primary distribution node until it 1s unavailable to do so,
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regardless of whether the other distribution node of the
distribution node pair 1s available to serve as the primary
distribution node.

Method 300 may include more, fewer, or other steps.
Additionally, steps may be performed in any suitable order.
In particular embodiments, any distribution node 104 may
be operable to perform any appropriate steps ol method 300.

In particular embodiments, a single distribution node (e.g.
distribution node (e.g., distribution node 104a) serves as a
primary distribution node for a first set of VLANs and a
backup distribution node for a second set of VLANSs. For
example, distribution node 104a may forward data link layer
frames associated with VLANs 1-300 from access devices
116a-n through connection 132a. Distribution node 104aq
may be configured to not forward data link layer frames
associated with VLANs 301-600 through connection 132a
but may forward such data link layer frames through con-
nection 140 to distribution node 1045. Distribution node

1045 may forward data link layer frames associated with
VLANs 301-600 from access devices 116 a-n through

connection 124a. Distribution node 1045 may be configured
to not forward data link layer frames associated with VL ANs
1-300 through connection 124q, but may forward such data
link layer frames through connection 140 to distribution
node 104q. Each distribution node 104 may monitor whether
the other distribution node 1s forwarding through 1ts respec-
tive connection 132a or 124aq. It the other distribution node
1s not forwarding, the respective distribution node will then
assume the role of the primary distribution node for the
traflic that the other distribution node was forwarding. For
example, if distribution node 1045 stopped forwarding trat-
fic over connection 124q, distribution node 104a may begin
forwarding traflic associated with VLANs 1-600 across
connection 132a.

The architecture and methods described herein may func-
tion independently of the connectivity scheme between the
access devices 116 and the distribution nodes 104. As
examples, this connectivity may be STP, traditional tflexlink,
or virtual Port Channel (vPC). For example, access devices
1164-116n may be connected to distribution nodes 104a and
10456 using STP, where the port or ports of the access device
116 that interface with the primary connection (which could
be connection 112 or 114 depending on which distribution
node 104 1s functioning as the primary distribution node) are
set to forwarding, and the port or ports of the access device
116 that nterface with the backup connection are set to
blocking. This may {facilitate a loop-iree topology. As
another example, access devices 1164-116n may be con-
nected to distribution nodes 104a and 1045 using tradition
flexlink, where the port or ports of the access device 116 that
interface with the primary connection are set as active (1.e.,
available to forward traflic) and the port or ports of the
access device that interface with the backup connection are
put 1n a standby state (i.e., not available to forward trafiic).

FIG. 4 depicts a portion of system 100 in which the
connectivity between the access device 116a and the distri-
bution nodes 104 1s based on the vPC protocol. According
to the vPC protocol, access device 116a may form a virtual
port channel 156 with distribution nodes 104. The virtual
port channel 156 may 1nclude two physically separate con-
nections 114a and 112a bundled together as a single logical
channel. This allows load balancing across the connections
without introducing loops in the network. In the vPC pro-
tocol, the distribution nodes 104 act as a vPC peer endpoint
that appears as a single logical entity to the access device

116a.
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The architecture and methods described herein may also
function independently of the core transport technology used
in network 136 to sites 108 together. For example, the data
link layer frames may be encapsulated and transported
across network 136 via an 1P, MPLS, or other suitable
protocol, such as a layer 3 protocol of the OSI model.

Various embodiments are compatible with Virtual Private
LAN Service (VPLS), Hierarchical VPLS (H-VPLS),

802.1ah, 802.1ad, 802.1Q), or other methods of transport.

In particular embodiments, load repartition can be
achieved via a VLAN load-balancing feature so that traflic
for mutually exclusive VLANSs 1s split across connections
112 and 114. In such embodiments, traflic across connection
112 may be forwarded by distribution node 1045 to edge
router 1286 via connection 124a and traflic across connec-
tion 114 may be forwarded by distribution node 104a to edge
router 128a via connection 132a. If connection 114, distri-
bution node 104a, connection 132a, or edge router 128a
becomes unavailable, distribution node 1045 1s operable to
bridge traflic for the VLANSs that were previously assigned
to be forwarded through distribution node 104a.

Modifications, additions, or omissions may be made to the
systems, apparatuses, and methods disclosed herein without
departing from the scope of the invention. The components
of the systems may be integrated or separated. Moreover, the
operations of the systems may be performed by more, fewer,
or other components. Additionally, operations of the systems
may be performed using any suitable logic comprising
soltware, hardware, and/or other logic. The methods may
include more, fewer, or other steps. Additionally, steps may
be performed 1n any suitable order.

Although this disclosure has been described 1n terms of
certain embodiments, alterations and permutations of the
embodiments will be apparent to those skilled in the art.
Accordingly, the above description of the embodiments does
not constrain this disclosure. Other changes, substitutions,
and alterations are possible without departing from the spirit
and scope of this disclosure, as defined by the following
claims.

What 1s claimed 1s:

1. A method, comprising: providing a plurality of first
connections, each first connection of the plurality of first
connections coupling a first distribution node of a first site
to a respective access device of a plurality of access devices
of the first site, each access device coupled to one or more
hosts of the first site; configuring a second connection
between the first distribution node and a first edge router to
not forward traflic associated with a first set of one or more
virtual local area networks (VLANSs); determining, by a
semaphore communicated with a second distribution node
over the second connection, a third connection connecting
the first edge router and a second edge router, and a fourth
connection connecting the second edge router to the second
distribution node, whether the second distribution node 1s
reachable from the first distribution node through the first
edge router and the second edge router, the second distri-
bution node configured to forward traflic associated with the
first set of one or more VL ANSs across the fourth connection
to the second edge router while the first distribution node
forwards traflic associated with a second set of one or more
VL ANSs across the second connection to the first edge router;
configuring the second connection to forward traflic asso-
ciated with the first set of one or more VLANS 1n response
to a determination that the second distribution node 1s
unreachable through the first edge router and the second
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edge router; and forwarding traflic associated with the first
set of one or more VLANSs across the second connection to
the first edge router.

2. The method of claim 1, further comprising initiating a
media access control (MAC) address flush by each access
device of the plurality of access devices in response to the
determination that the second distribution node 1s unreach-
able through the first edge router and the second edge router.

3. The method of claim 1, further comprising receiving,
from the first edge router, data link layer frames originating
from a plurality of hosts of a second site coupled to the first
site through an Internet Protocol (IP) network, wherein the
plurality of hosts are each a member of at least one of the
first set of one or more VLANS.

4. The method of claim 1, further comprising configuring,
the second connection between the first distribution node
and the first edge router to stop forwarding trafli

1c associated
with the first set of one or more VLANS in response to a
determination that the second distribution node 1s again
reachable through the first edge router and the second edge
router.

5. The method of claim 1, further comprising advertising,
by the first distribution node to the second distribution node,
the availability of the first distribution node to forward trathic
to the first edge router.

6. The method of claim 1, wherein: the first edge router 1s
configured to encapsulate data link layer frames received
from the first distribution node and transmit the encapsulated
data link layer frames through an Internet Protocol (IP)
network to a second site;

and the second edge router 1s configured to encapsulate

data link layer frames received from the second distri-
bution node and transmit the encapsulated data link
layer frames through the IP network to the second site.

7. A first distribution node of a first site, the first distri-
bution node comprising: a memory configured to store
computer executable nstructions; and one or more proces-
sors coupled to the memory, the processors configured,
when executing the instructions, to: establish a plurality of
first connections, each first connection of the plurality of first
connections coupling a first distribution node of a first site
to a respective access device of a plurality of access devices
of the first site, each access device coupled to one or more
hosts of the first site; configure a second connection between
the first distribution node and a first edge router to not
forward traflic associated with a first set of one or more
virtual local area networks (VIANSs); determine, by a sema-
phore communicated with a second distribution node over
the second connection, a third connection connecting the
first edge router and a second edge router, and a fourth
connection connecting the second edge router to the second
distribution node, whether the second distribution node 1s
reachable from the first distribution node through the first
edge router and the second edge router, the second distri-
bution node configured to forward trathic associated with the
first set of one or more VL ANSs across the fourth connection
to the second edge router while the first distribution node
forwards traih

ic associated with a second set of one or more
VL ANSs across the second connection to the first edge router;
configure the second connection to forward traflic associated
with the first set of one or more VLANS in response to a
determination that the second distribution node 1s unreach-
able through the first edge router and the second edge router;
and forward traflic associated with the first set of one or
more VLANSs across the second connection to the first edge
router.
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8. The first distribution node of claim 7, wherein the one
or more processors are further configured to mitiate a media
access control (MAC) address flush by each access device of
the plurality of access devices 1n response to the determi-
nation that the second distribution node 1s unreachable
through the first edge router and the second edge router.

9. The first distribution node of claim 7, wherein the one
or more processors are further configured to receive, from
the first edge router, data link layer frames originating from
a plurality of hosts of a second site coupled to the first site
through an Internet Protocol (IP) network, wherein the
plurality of hosts are each a member of at least one of the
first set of one or more VL ANS.

10. The first distribution node of claim 7, wherein the one
or more processors are further configured to configure the
second connection between the first distribution node and
the first edge router to stop forwarding traifli

1c associated with
the first set of one or more VLANSs 1n response to a
determination that the second distribution node 1s again

reachable through the first edge router and the second edge
router.

11. The first distribution node of claim 7, wherein the one
or more processors are further configured to advertise, to the
second distribution node, the availability of the first distri-
bution node to forward traili

ic to the first edge router.

12. The first distribution node of claim 7, wherein: the first
edge router 1s configured to encapsulate data link layer
frames received from the first distribution node and transmat
the encapsulated data link layer frames through an Internet
Protocol (IP) network to a second site; and the second edge
router 1s configured to encapsulate data link layer frames
received from the second distribution node and transmit the
encapsulated data link layer frames through the IP network
to the second site.

13. One or more non-transitory computer readable media
comprising logic that when executed by one or more pro-
cessor(s) 1s operable to: establish a plurality of first connec-
tions, each first connection of the plurality of first connec-
tions coupling a first distribution node of a first site to a
respective access device of a plurality of access devices of
the first site, each access device coupled to one or more hosts
of the first site; configure a second connection between the
first distribution node and a first edge router to not forward
tratlic associated with a first set of one or more virtual local
area networks (VLANSs); determine, by a semaphore com-
municated with a second distribution node over the second
connection, a third connection connecting the first edge
router and a second edge router, and a fourth connection
connecting the second edge router to the second distribution
node, whether the second distribution node 1s reachable
from the first distribution node through the first edge router
and the second edge router, the second distribution node
configured to forward traflic associated with the first set of
one or more VLANSs across the fourth connection to the
second edge router while the first distribution node forwards
tratlic associated with a second set of one or more VLANSs
across the second connection to the first edge router; con-
figure the second connection to forward tratlic associated
with the first set of one or more VLANSs 1n response to a
determination that the second distribution node 1s unreach-
able through the first edge router and the second edge router;
and forward traflic associated with the first set of one or
more VLANSs across the second connection to the first edge
router.

14. The media of claim 13, wherein the logic i1s further
operable to 1nitiate a media access control (MAC) address
flush by each access device of the plurality of access devices




Us 9,674,079 Bl

17

in response to the determination that the second distribution
node 1s unreachable through the first edge router and the
second edge router.

15. The media of claim 13, wherein the logic 1s further
operable when executed to receive, from the first edge
router, data link layer frames originating from a plurality of
hosts of a second site coupled to the first site through an
Internet Protocol (IP) network, wherein the plurality of hosts
are each a member of at least one of the first set of one or
more VL ANS.

16. The media of claim 13, wherein the logic 1s further
operable when executed to configure the second connection
between the first distribution node and the first edge router
to stop forwarding traflic associated with the first set of one
or more VLANSs 1n response to a determination that the
second distribution node 1s again reachable through the first
edge router and the second edge router.

17. The media of claim 13, wherein the logic 1s further
operable when executed to advertise, to the second distri-
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