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(57) ABSTRACT

A flow based routing method and apparatus selects a path
from a plurality of different paths for assignment to a flow.
The path 15 selected based on a traflic performance mea-
surements which i1dentify relative congestion and perfor-
mance ol the different paths, so that traflic flows can be
diverted away from network congestion points, thereby
allowing network resources to be load balanced at a tlow
granularity. The present mvention may be configured on
physical or virtual links on an NE to enhance the forwarding
of packets using the primary link and one or more alternate
links to any given destination.
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ROUTE OPTIMIZATION USING MEASURED
CONGESTION

RELATED APPLICATIONS

This application claims priority under 35 U.S.C. §1.119

(¢) to provisional patent application Ser. No. 60/716,181,
filed Sep. 12, 2005, and 1s a continuation-in-part of patent

application Ser. No. 11/251,252, filed Oct. 14, 2003, now
abandoned which claims priority under 35 U.S.C. §119(e) to

provisional application Ser. No. 60/708,963 filed Aug. 17,

2005. Each application identified 1n this paragraph 1s incor-
porated herein by reference.

FIELD OF THE INVENTION

This invention relates generally to the field of networking,
and more particularly to a method and apparatus for direct-
ing traflic around congestion 1n a network.

BACKGROUND OF THE INVENTION

Networks that need to support real-time 1nelastic services
such as voice and video may need a controlled environment
that allows guarantees on the quality of service to be
provided to traflic. One method of ensuring that quality of
service consfraints can be met 1s to limit traffic on the
network to an amount which 1s well below the network
bandwidth limit. Such a solution 1s not cost eflective as it
blocks information from being transmitted on the network
although other paths are under utilized and does not allow
the full capacity of the network to be utilized. One method
that 1s used to ensure that a network 1s fully utilized 1s to
introduce traflic into the network onto different paths until
the network becomes congested and packets are lost. How-
ever, lost packets adversely aflect the quality of service
realized by traflic 1n the network. Because real-time tratlic 1s
particularly sensitive to packet loss and delay 1t 1s desirable
to detect congestion before packets are dropped or signifi-
cantly queued and quality of service 1s adversely affected.

SUMMARY OF THE INVENTION

According to another aspect of the mnvention, a method 1s
provided for selecting a path from a plurality of diflerent
paths for assignment to a flow. The path 1s selected by
measuring congestion on the different paths and picking a
path based on the congestion measurements. As a result
traflic flows are diverted away from congested paths at a
flow granularity. With such an arrangement the present
invention enables load sharing of flows between multiple
paths based on measured network congestion to ensure that
a desired quality of service may be received by the flow.

According to a further aspect of the invention, a network
clement includes a flow cache for storing, for each tlow
traversing the network element, an outbound link 1dentifying
a next hop node to be used when forwarding each one of a
plurality of packets of the flow. The next hop node 1s
selected from a primary node associated with a primary path
and one or more alternate nodes associated with alternate
paths, 1n response to congestion measurements of the pri-
mary path and alternate path. With such an arrangement,
quality of service guarantees can be met because flows are
not mapped to paths that are congested.

According to another aspect of the invention, a network
device mcludes first packet processing logic operable when
executed 1n response to receipt of a packet to identify a tlow
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associated with the packet and to forward the packet to an
outbound link in a selected path associated with the deter-
mined flow. The selected path for the flow is selected in
response to congestion measurement information for a plu-

rality of available paths for the tlow.
These and other advantages of the mmvention will be
described with respect to the attached Figures.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1A, 1B and 1C are network diagrams that are used
to describe a method of the present invention of directing
traflic flows around points of congestion in the network;

FIG. 2 1s a block diagram of several representative
components that may be included 1n forwarding logic of a
NE of the present mnvention; and

FIG. 3 15 a flow diagram 1llustrating exemplary steps that
may be performed by the forwarding logic of FIG. 2 to route
tratlic flows away from congested points in the network.

DETAILED DESCRIPTION

Voice over Internet Protocol (VoIP) 1s the convergence of
traditional voice delivery on the data, or packet switched,
network. VoIP protocols have two components: a control
flow and a data flow. The control tlow uses protocols such
as Session Initiation Protocol (SIP), H.225 (for H.323), or
Media Gateway Control Protocol (MGCP). The data flow or
“media” component uses Real-Time Transport Protocol
(RTP) and Real-Time Transport Control Protocol (RTCP).
The control flow sets up the VoIP call signaling between the
IP Phones or “end-points” (residing at end-user location) and
the call manager or proxy (residing at service provider or
HQ)/central location). Once this handshake 1s established and
determined to be valid and allowed by the security policy,
then the media (or voice data) can flow through. The term
‘flow” as used herein refers to a VoIP flow, but 1t should be
mentioned that the present invention 1s not limited to VolIP,
nor 1s the mvention limited to the transier of voice data.
Rather, 1t will be apparent to those of skill 1in the art that the
concepts of the invention may be applied to and benefit any
real-time communication protocol where groups of packets
are forwarded between end points.

Voice packet delivery requires network bandwidth that 1s
different from data delivery. During a call, voice delivery
continuously consumes large amount of bandwidth at a
constant bit rate. If the network does not have available
bandwidth for a voice call, the call’s traflic can easily
congest the network. Congestion causes packets to be
delayed or dropped, resulting 1n a poor quality of service.

According to one aspect of the invention, each network
clement (1.e., router or other network device) performs traflic
performance measurements on tratlic per service class (e.g.,
DSCP) on its links. Traflic performance measurements may
include a series of test run on physical and/or virtual links to
measure tratlic conditions of the path, the series of tests for
measuring one or more of a performance, Quality of Service
(QoS), onset of congestion and connectivity state of the
physical or virtual links. The traflic measurements are used
to when selecting a path for assignment to a flow to route
flows around congested or otherwise undesirable paths. The
present invention thus enables intelligent routing of flows 1n
a network using real-time traflic performance information.

Token bucket 1s an example of trafic measurement
method which may be used in the present invention. Token
bucket 1s a control mechanism that dictates when tratlic can
be transmitted, based on the presence of tokens in the
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bucket. The token bucket contains tokens, each of which can
represent a unit of bytes. The network administrator speci-
fies how many tokens are needed to transmit however many
number of bytes; when tokens are present, a new flow 1s
allowed to transmit traffic on that path. Thus the number of
tokens 1n a bucket 1s related to an ability of a next-hop device
to service traflic.

According to one aspect of the invention, for each new
flow that 1s received at a NE, if there are no tokens in the
bucket for a primary next hop associated with the destination
of the flow, the network element (NE) selects an alternate
next-hop from a list of alternate next hops and transmits all
packets belonging to that flow using the uncongested next-
hop. Normally the token bucket 1s configured so 1t runs out
of tokens before any sigmificant amount of queuing of
packets belonging to real-time flows cures and thus 1s used
to provide an early warning of onset of congestion. A
congestion mechanism that monitors token bucket popula-
tion may be used in the present mvention for congestion
detection. Other traflic shaping methods such as the leaky
bucket algorithm and others known 1n the art may be readily
substituted herein.

According to one aspect of the invention, Admission
Control mechanisms may be used to signal congestion to the
endpoints 1n case all available paths are congested, improv-
ing the ability of the network to provide high quality of
service to traflic.

Potential paths to end-points are identified at each net-
work element (NE) prior to the receipt of a flow by the NE.
In one embodiment the potential paths include a primary
path and one or more alternate paths, which are stored 1n a
next-hop list. The packet metering of real-time traflic 1s
performed all the time. When a new tlow 1s received at a NE
implementing the present invention, traflic performance
measurements are used to determine a traflic state of the path
and to select the appropriate next hop NE from the list. For
example, a path may be 1n a Brownout state, where either
one or both of the following are true: the measured traflic
level on the physical or virtual link or service class 1s above
an engineered limit, indicating onset of congestion, and the
measured performance or QoS on the physical or virtual link
or service class 1s below a measured level. When onset of
congestion of the primary next-hop 1s detected, an alternate
uncongested next-hop 1s selected. In one embodiment, the
alternate path 1s automatically assigned as the flow path 1n
the presence of congestion at the primary path. In a second
embodiment, traflic performance measurements are per-
tformed on the alternate next-hop, and eirther the primary or
alternate next-hop 1s selected based on relative congestions
of the paths.

Detected onset of congestion may indicate congestion of
the service class of physical links or Performance/QoS of the
service class, for virtual links. In other words, the present
invention addresses the ability to route application flows to
alternate physical or virtual links based on onset of conges-
tion and or degradation of performance on the selected link.
This allows flows to achieve an acceptable level of service
during brownout (path congestion and for virtual links 1t the
measured performance/QoS status 1s below the configured
acceptable performance level) or blackout (when the net-
work or portion of the network fails completely due to link
or equipment failures or human configuration errors) sce-
narios 1n the network thereby increasing the availability and
resiliency of existing distributed IP networks.

Although standard routing protocols can detect and repair
network blackouts those protocols are slow to converge once
an outage 1s detected. Such routing protocols will eventually
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route around a blackout, they will never route around a
brownout; routing protocols only detect loss of link avail-
ability, not degraded performance. The present invention
overcomes the 1nadequacies of standard routing protocols by
identifving congested links (next-hop) or performance deg-
radation, enabling flows to be routed around network brown-
out and blackout conditions quickly without dropping or
mis-ordering packets.

FIGS. 1A and 1B are block diagrams of a network 10 1n
which the present invention may be implemented. A number
of VoIP devices, such as VoIP phones 12, 14, 16 and 18, are
coupled together via an IP network 10 comprised of NEs 20,
22, 24, 26 and 28. A dashed line illustrates a path between
VoIP phone 14 and 18, which traverses NEs 20, 22, 26 and

28 on links 21, 23 and 25. The path 1s comprised of links 21,

23 and 25 i1s the primary path for transmissions between
device 20 and 28, wherein the primary path may have been
selected 1n a variety of manners known to those of skill 1
the art. When end-point 14 seeks to establish a connection
with end-point 18, after the session establishment phase,
application data packets are forwarded between the end-
points. In FIG. 1A, no onset of congestion 1s identified, and
the flow 1s routed on the primary path.

However, FIG. 1B illustrates the effect of onset ot con-
gestion being identified in the primary path at time of
application’s media first packet transmission. On reception
of the first application data packet from end-point 12 head-
ing to end-point 16, NE 22 measured that its primary
next-hop link 23 1s congested or 1s experiencing perifor-
mance degradations, and therefore looks through its list of
alternate and uncongested next-hops available and 1t finds
link 25. NE 22 enters flow state and all application data

packets from end-point 12 heading to end-point 16 will be
routed on link 25.

FIG. 1C 1s a block diagram of a combined LAN/WAN
configuration 50 which shows two virtual links between the
Edge Routers 52 and 354. Based on the result of the SPF
algorithm, one of the two virtual links will be the primary
link. Traflic performance measurement 1s continually per-
formed on both these virtual links to determine state. Based
on trailic performance measurement results, virtual link 53
1s determined to be in brownout state when a first packet
arrives belonging to a new real-time flow Edge Router 52,
selects an alternate virtual link 35 that 1t uncongested and
over which measured performance 1s good. All packets
belonging to the tlow associated with the first packet will
tollow the alternate virtual link 55 for the life of the flow or
until that virtual link fails.

Thus the present mnvention provides a flow based service
that may be configured to run on physical or virtual links on
a Network Element (NE). Each participating NE has the
optlon to use an alternate outbound link, imstead of the
primary outbound link selected by the Shortest Path For-
warding (SPF) algorithm, under blackout and brownout
conditions. It may be used with or without Admission
Control mechanism which can be enabled to limit the
amount of new tlows that can be allowed on all the primary
and alternate outbound links and to protect them from
getting 1to brownout state.

FIG. 2 illustrates several components that may be
included i a NE capable of implementing the present
invention. The components may be implemented 1n hard-
ware, software ol any combination thereof. In addition, it 1s
understood that the components are representative of certain
functions that may performed by the NE; similar functions
may be represented i embodiments that are differently




US 9,654,383 B2

S

delineated. Accordingly the present invention 1s not limited
by the embodiment 1llustrate 1n FIG. 2.

NE 20 includes packet classification logic 30, flow cache
32, real-time traflic performance measurement (includes
packet metering, connectivity detection and QoS/perior-
mance measurement) 34, first packet processing logic 36. In
one embodiment, the packet classification logic generates a
key using the end-point information and service class infor-
mation. For example, the end-point information may include
one or more of a Source IP address (SRC IP), Destination IP
address (DST IP), SRC Port, DST Port, and service class
information may include Differentiated Services Code Point
(DSCP). The present invention 1s not limited to any particu-
lar end-point information or service class information when
generating a key. For example, port numbers may be used
for voice gateways that support many flows to/from the
same 1P address).

The key 1s used to index flow cache 32, which stores
flow-state including an outbound link for each known or
previously processed flow. The existence of flow-state in the
flow cache indicates whether the flow has already been
processed by first packet processing logic. If tlow-state 1s
found, the outbound link included in the flow state 1s used
to transmit the packet on.

If flow-state 1s not found (new tlow, or network failure
condition), then a MISS signal 1s forwarded to {first packet
processing logic 36, to establish the flow state by 1identifying,
an outbound link for the flow. During the selection of
outbound link, results of traflic performance measurements
ol congestion, connectivity and performance, provided by
real-time traflic performance measurement 34 are used in
selection of valid outbound link. A valid outbound link 1s
selected from one of a primary link and alternate links and
1s one that meets the above measurement criteria and lowest
cost selection. This outbound link 1s cached 1n the tlow state
for subsequent packets of this flow and the packet i1s then
sent out this outbound link. All following packets belonging
to that flow will be forward on that outbound link.

FIG. 3 1s a flow diagram illustrating several steps of a
process 100 that may be performed by a NE supporting the
present invention. As described above with regard to FIG. 2,
as packets are received at the NE, they are classified to
generate a key at step 104, and at step 108 the flow cache 1s
indexed to determine whether the flow has been processed.
I1 the flow has been processed, then at step 110 the outbound
link 1s retrieved from the flow state. At step 112, traflic
performance measurement 1s performed on the outbound
link, and a path state of the link 1s 1dentified, wherein the
states may include Up, Brownout, Blackout, etc. Thus a
current picture of the tratlic congestion on the path 1is
maintained. More detaill on congestion measurement 1s
provided below. Once the measurement 1s complete, the
packet 1s transmitted on the 1dentified outbound link at step
125 and process returns to step 102, awaiting new packets.

IT at step 108 there was no flow state 1n the flow cache, the
process proceeds to step 122, where an outbound link 1s
identified from a list of primary and alternate next-hops. The
primary next hop may be a neighboring NE 1dentified to be
a most desirable neighboring NE based on network infor-
mation and an executing protocol. In an exemplary embodi-
ment, each of the NEs are Internet Protocol (IP) NEs, which
run Interior Gateway Protocols (IGPs) such as OSPF (Open
Shortest Path First) or IS-IS (Intermediate System-Interme-
diate System). OSPF and IS-IS are also known as link state
routing protocols. In link state routing protocols each NE
composes a link state iformation packet or advertisement
that describes its links to neighbors and the state of each link
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(up or down). This information 1s distributed to every NE 1n
the domain using an eflicient flooding algorithm that mini-
mizes tratlic overhead and ensures that each NE receives
every link state advertisement. When the flooding 1s com-
plete, every NE 1n the routing domain will have accumulated
a database consisting of all the advertised links and their
states generated by each participating NE 1n the topology.
The link states may be used to identify the ‘best’ or primary
next-hop device 1n a path to a destination.

The outbound link 1s 1dentified at step 122 based on traflic
performance measurements of primary and alternate links,
alter which further packet metering and performance mea-
surement 1s performed in step 112. Traflic performance
measurement may take many forms, known to those of skill
in the art, and the present invention 1s not limited to a
particular method of tratflic performance measurement, nor
1s 1t limited to any particular traflic thresholds. Traflic
performance measurements may reflect more than simple
congestion; for example path states may be reserved for
different combinations of congestion, Quality of Service
(QoS), connectivity and other link and/or path related states.
For example 1n one embodiment, UP state may indicate
no-congestion, QoS performance good and connectivity
OK. Brownout state may indicate congested or QoS/perior-
mance below defined limit and connectivity OK. Blackout
state may indicate no connectivity (down), or very bad QoS
performance.

Depending on the current Trailic Performance Measure-
ment results for the primary and alternate links step 112, at
time of first packet processing a decisions 1s made about
whether to route the new tlows onto specific alternate links
or to allow 1t to traverse primary link.

The list of alternate paths to any given destination can be
identified in a variety of ways. One mechanism for selecting
alternate paths to a destination 1s through the application of
Reliable Alternate Paths for IP Destination (RAPID) 1den-
tification processes, as described in Network Working Group
Internet Draft “Basic Specification for IP Fast Reroute:
Loop-free Alternates” by A. Atlas, draft-ieti-rtgwg-1pirr-
spec-base-05", February 2006, incorporated herein by rei-
erence, or as described in the Network Working Group
Internet Draft “IP Fast Reroute Framework™, draft-ieti-
rtgwg-1pirr-framework-05.txt, March 2006 by Shand, also
incorporated herein by reference.

The typical use of (one or more) RAPID based alternate
next-hops 1s to re-direct tratlic on a hop by hop basis, 1n case
of primary next-hop or link failure, thus reducing network
down-time. In contrast the present invention uses alternate
path information provided by RAPID for redirecting trathic
at a flow level granularity. Flows may be forwarded to the
alternate path 1n parallel with the primary path to provide
load sharing capability for VoIP tratflic.

While RAPID 1s a preferred method of 1dentifying alter-
nate paths, 1t 1s not a requirement of the present invention
that RAPID be used; rather pre-configured alternate link(s)
corresponding to primary link may be substituted herein
without affecting the scope of the mnvention. Pre-configured
links may be used in the case of tunnels where dynamic
routing 1s not being used for tunnel routes.

There are a variety of factors that may be considered when
selecting one of a primary or alternate path for a flow, and
the present mvention 1s not limited to the consideration of
any particular factors. By way of example, a process for
selecting a link from the set of primary and alternate links
may examine the cost as well as the results of the trafhic
performance measurement of the link. The lowest cost link
not 1 brownout state 1s first selected. When there are more
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than one lowest cost links, not in brownout state, then
perform load sharing among them. An Equal Cost Mult1 Path
(ECMP)-like mechanism may be used to distribute flows
among these equal cost links, proportional to the capacity of
cach link for that service class. When all links are in
brownout state, packets for new flows must still be for-
warded at the risk of causing performance degradation.
Packets for such flows are forwarded on the lowest cost link.
If there 1s more than one lowest cost link, load-sharing is
performed among them to distribute new flows.

In the presence of a blackout condition, the failed link 1s
removed from the set of primary and alternate links for that
destination. Flows that were associated with failed link are
now moved to existing links. When, as a result of dynamic
routing, a new link 1s added to the set of primary and
alternate links for a destination, new tlows may be assigned
to the new link using the above described mechanisms.

Thus, the outbound link 1dentified 1s saved in the newly
created flow state 1n step 122 for future packets for this flow.
Trathic performance measurement 1s performed on this link
and packet 1s transmitted out on this link. The process
returns to step 102 where more packets are processed as they
are recerved.

Accordingly a method and apparatus has been shown and
described that provides the ability to route new flows onto
one or more alternate links 1f the primary link gets into
blackout or brownout state. The present invention may be
configured on physical or virtual links on an NE to enhance
the forwarding of packets using the primary link and one or
more alternate links to a destination. With such an arrange-
ment, a network element can mitigate traflic congestion and
bandwidth unavailability on a per service class basis by
providing alternate physical or virtual links, and automati-
cally route new tlows resulting from blackouts, brownouts,
or normal traflic with flow quality of service guarantee. The
device can ensure delivery of traflic using multiple alternate
outbound links 1n the presence of brownout condition on the
primary outbound link, without re-ordering of packets
within tlows except for tlows resulting from blackouts.

Having described various embodiments of the imnvention,
it will be appreciated that many of the above figures are
flowchart 1llustrations of methods, apparatus (systems) and
computer program products according to an embodiment of
the invention. It will be understood that each block of the
flowchart 1llustrations, and combinations of blocks 1n the
flowchart illustrations, can be implemented by computer
program instructions. These computer program instructions
may be loaded onto a computer or other programmable data
processing apparatus to produce a machine, such that the
instructions which execute on the computer or other pro-
grammable data processing apparatus create means for
implementing the functions specified in the flowchart block
or blocks. These computer program instructions may also be
stored 1n a computer-readable memory that can direct a
computer or other programmable data processing apparatus
to function 1n a particular manner, such that the instructions
stored in the computer-readable memory produce an article
of manufacture including instruction means which 1mple-
ment the Tunction specified 1n the flowchart block or blocks.
The computer program instructions may also be loaded onto
a computer or other programmable data processing appara-
tus to cause a series of operational steps to be performed on
the computer or other programmable apparatus to produce a
computer implemented process such that the instructions
which execute on the computer or other programmable
apparatus provide steps for implementing the functions
specified 1n the flowchart block or blocks.
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Those skilled in the art should readily appreciate that
programs defining the functions of the present invention can
be delivered to a computer in many forms; including, but not
limited to: (a) information permanently stored on non-
writable storage media (e.g. read only memory devices
within a computer such as ROM or CD-ROM disks readable
by a computer /O attachment); (b) information alterably
stored on writable storage media (e.g. floppy disks and hard
drives); or (¢) mnformation conveyed to a computer through
communication media for example using baseband signaling
or broadband signaling techniques, including carrier wave
signaling techniques, such as over computer or telephone
networks via a modem

The above description and figures have included various
process steps and components that are illustrative of opera-
tions that are performed by the present invention. However,
although certain components and steps have been described,
it 1s understood that the descriptions are representative only,
other functional delineations or additional steps and com-
ponents can be added by one of skill in the art, and thus the
present invention should not be limited to the specific
embodiments disclosed. In addition 1t 1s understood that the
various representational elements may be implemented in
hardware, software running on a computer, or a combination
thereof.

While the invention 1s described through the above exem-
plary embodiments, it will be understood by those of ordi-
nary skill in the art that modification to and variation of the
illustrated embodiments may be made without departing
from the mventive concepts herein disclosed. Accordingly,
the invention should not be viewed as limited except by the
scope and spirit of the appended claims.

What 1s claimed 1s:
1. A computer program product, comprising a non-tran-
sitory computer usable medium having a computer readable
program code embodied therein, the computer readable
program code adapted to be executed to implement a method
for selecting a path for a flow comprising a plurality of
packets, the method comprising;
performing traflic performance measurements on a pri-
mary path to determine congestion, Quality of Service
(QoS), connectivity; and

selectively routing the tflow to an outbound link around
the primary path 1n response to a comparison of the
congestion, QoS, and connectivity of the primary path
with congestion, QoS, and connectivity of an alternate
path.

2. The product of claim 1 wherein the traflic performance
measurements 1indicate performance degradation on the
path.

3. The product of claim 1 wherein the traflic performance
measurements indicate quality of service 1ssues on the path.

4. The product of claim 1 wherein the traflic performance
measurements indicate that the primary path 1s 1n a blackout
condition indicating a failure 1n the primary path.

5. The product of claim 4 wherein the failure 1s a link
failure.

6. The product of claim 4 wherein the failure 1s a node
tailure.

7. The product of claim 1 wherein the flow traverses a
local area network.

8. The product of claim 1 wherein the flow traverses a
wide area network.

9. The product of claim 1 further comprising identifying
tratlic performance measurements on all paths to a destina-
tion of the tlow, and wherein selectively routing a new flow
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on to the primary path operates responsive to traflic pertor-
mance measurements of all paths.

10. The product of claim 1 further comprising storing, for
cach known end-point, a primary next hop node identifier
and one or more alternate next hop node 1dentifiers.

11. The product of claim 10, wherein the outbound link 1s
identified using a list of primary and alternate next hop
identifiers.

12. The product of claim 1 further comprising:

receiving a packet;

generating a key using information 1n the packet; and

determining, using the key, whether the outbound link for

forwarding the packet has been previously identified,
wherein the steps of idenfifying and selecting are
performed responsive to a determination that the out-
bound link has not been previously identified.

13. The product of claim 12 wherein the step of deter-
mimng comprises indexing a flow cache using the key,
wherein a flow state stores the outbound link.

14. The product of claim 13 wherein the step of generating
a key uses at least one of a Source IP address (SRC IP), a
Destination IP address (DST IP), a Diflerentiated Service
Code Point (DSCP), a Source Port or a Destination Port
included in the packet.
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