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ANIMATION OF A VIRTUAL OBJECT

CROSS-REFERENCE TO RELATED
APPLICATION

This Application claims priority to United Kingdom
Application No. 1305384.8, filed on Mar. 25, 2013, n
English. The content of which 1s hereby incorporated by
reference 1n 1ts entirety.

FIELD OF THE INVENTION

The present invention relates to a method of generating a
target animation of a virtual object and a method of enabling
generation ol a target animation of a virtual object, and

apparatus and computer programs for carrying out such
methods.

BACKGROUND OF THE INVENTION

It 1s known to generate an anmimation for one or more
virtual objects (also termed ““characters™) that are located in
a virtual environment, such as a three dimensional virtual
environment of a video game or visual eflects tool.

For a virtual object, there may be a large number of
actions or motions that may need to be represented as an
amimation of that virtual object. For example, a virtual object
representing a human character may be animated so that the
character walks, runs, hops, jumps, limps, skips, kneels
down, falls down, crawls, looks or points 1n a particular
direction, etc. An animation may be authored or created and
data representing or defining the animation may then be
stored so that the virtual object can be made to perform that
action by ammating the virtual object using the animation
data when desired. Animation data may created, for
example, by “key framing” or “motion capture”: m “key
framing”’, the animation 1s defined by collecting data repre-
senting the configuration of the virtual object at different
points 1 time (key frames) and then interpolating between
positions of the virtual object 1n successive key frames; in
“motion capture”, animation data 1s obtained from sensors
attached to a human actor. However, 1f these approaches
were taken for every conceivable action that the wvirtual
object may perform (or for those actions that one may wish
the virtual object to be able to perform at some stage), then
this would lead to an unfeasﬂz)ly large number of animations
being created and an 1immense amount of data being stored.
For example, for the human character to be able to run at
different speeds, the above approach would require an
amimation to be created and animation data stored for each
desired speed.

Moreover, using such “canned” animation data i1s often
unsatisfactory (e.g. they do not provide for sufliciently
realistic, responsive or precise animations) for interactive
applications such as video games and virtual reality simu-
lations, 1.e. applications 1n which a user has the choice to
change the how the virtual object 1s being animated to
perform character actions or goal-based commands, such as
running at different speeds or in different directions.

Consequently, the approach normally taken 1s to have a
smaller number of predetermined animations for a virtual
object, and to store corresponding animation data for those
predetermined animations. Two or more of these predeter-
mined anmimations may then be blended (or mixed or com-
bined) to form other amimations for the virtual object. In
particular, blend weights, or blending parameters, may be
associated with the predetermined animations to represent
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2

how much those predetermined animations contribute to the
final anmimation the final animation may then be created
using the predetermined animations blended according to
the blend weights. For example, the human character may
have an associated predetermined “walk” animation and an
associated predetermined “run” animation, 1n which case the
human character may be made to jog by blending the walk
amimation and the run animation with blend weights of
(1-c) and a respectively for some value 0<a<1, where
larger values of a correspond to faster jogs.

An animation engine 1s the component or system or
module that performs the animation of the virtual object. An
anmimation engines may provide direct control of the blend
weilghts (1.e. 1t may provide or expose an interface via which
the animation engine may receive desired blend weights
from another component or module). However, the use of
amimation blending, especially 1n interactive applications,
normally ivolves the use of alternative values with a more
intuitive meaning (control parameters) than blend weights.
For example, 1n an interactive application the user may
control the virtual object by using control parameters that
are then transformed into blend weights by the animation
engine. For example, when animating a human character, the
animation engine may have an interface for controlling the
speed of the virtual object, for example by receiving an input
the specifies a desired speed 1n a particular unit, such as
meters per second. Thus, for example, mstead of providing
the animation engine with the blend weights (1-o.) and o for
blending a “walk” animation and a “run” anmimation to
generate a “qog” animation, the ammation engine may be
arranged to receive an 1put that specifies the actual speed
for the jog. Such parameters or attributes of the animation
that the animation engine 1s arranged to recerve as 1ts mputs
are called control parameters. The animation engine may
then convert one or more control parameters that 1t receives
into blend weights for use 1n blending predetermined ani-
mations to generate an output animation.

In view of the foregoing, there 1s a need for an eflicient
system that computes, from respective values for a set of
control parameters, corresponding values for the set of blend
weights. In general, 1t 1s not possible to store, for all possible
combinations of values for the set of control parameters, the
corresponding values for the set of blend weights, since that
would require an impractical amount of memory for most
applications. To be practical, it 1s necessary to use only a
small number of samples (or examples), where each sample
indicates of how to map a particular group of values for the
set of control parameters to corresponding values for the set
of blend weights. However, this inherently produces lack of
accuracy 1n the blending process that results when perform-
ing blending based on values for the set control parameters
that are not represented exactly by one of the samples.
Whilst accuracy can be increased by adding more samples,
this makes the system less eflicient since more memory 1s
used and there 1s an increase 1n the number of computations
required to process the larger number of samples.

Moreover, the conversion of control parameters to blend
weilghts does not always result 1n an output animation of the
virtual object that achieves the desired eflect. For example,
if a control parameter specifies that the human character
should jog at 5 m/s, this may be converted into one or more
blend weights which, when used in the actual blending of the
predetermined “walk™ and “run” amimations, results 1n an
output ammation that actually achieves a jog speed other
than 5 m/s, say 5.3 m/s. This may be due to how the blend

weilghts are computed from the control parameters and/or
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how the blending 1s performed once the blend weights have
been calculated, or due to other factors.

Consequently, there 1s a need for a more eflicient tech-
nique that overcomes the drawbacks of using limited
samples to compute blend weights from control parameters.
It would also be desirable to have better control over the
amimations that the animation engine produces.

SUMMARY OF THE INVENTION

According to a first aspect of the invention, there 1s
provided a method of generating a target animation of a
virtual object, the target ammmation comprising a blend of
two or more animations ifrom a plurality of predetermined
amimations, the blend comprising a weighted combination of
the two or more animations based on respective blend
welghts for the two or more amimations, the method com-
prising: receiving an input 1identifying a first point, specily-
ing the target amimation, 1 a control parameter space,
wherein there are one or more predetermined properties for
amimations of the virtual object and where each point in the
control parameter space defines a corresponding value for
cach of the one or more predetermined properties; using a
predetermined displacement function to determine, based on
the first point, a corresponding second point in the control
parameter space; and determining a barycentric coordinate
for the second point 1n the control parameter space, the
barycentric coordinate being defined relative to predeter-
mined points 1n the control parameter space, each predeter-
mined point corresponding either to a respective one of the
two or more animations or a respective blend of the two or
more animations, wherein the blend weights for the two or
more animations are based on the second barycentric coor-
dinate.

The method may comprise: determining a barycentric
coordinate for the first point, the first barycentric coordinate
being defined relative to the predetermined points in the
control parameter space; wherein said predetermined dis-
placement function determines the second point using the
barycentric coordinate of the first point.

The displacement function may correspond to a displace-
ment field or a vector field.

The predetermined displacement function may be
arranged to receive data i1dentifying the first point and to
output a displacement corresponding to the {first point,
wherein said second point 1s the first point displaced by the
displacement.

The predetermined function may be arranged such that an
amimation of the virtual object using blend weights for the
two or more animations that are based on a barycentric
coordinate of the second point defined relative to the pre-
determined points would correspond to a point in the control
parameter space that 1s substantially the same as the first
point. In such cases, 1t 1s likely that an anmimation of the
virtual object using blend weights for the two or more
amimations that are based on a barycentric coordinate of the
first point defined relative to the predetermined points would
correspond to a point 1n the control parameter space that 1s
substantially different from the first point.

The blend of the two or more animations may be per-
formed according to a blending process that 1s arranged to
blend animations using blend weights based on a barycentric
coordinate of a point in the control parameter space, wherein
the determined second point compensates for non-linearities
introduced by the blending processing.
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The method may comprise i1dentitying the two or more
amimations from the plurality of predetermined animations
based on the first point.

In some embodiments, there are one or more predeter-
mined groupings of the predetermined points in the control
parameter space; each grouping corresponds to a respective
portion of the control parameter space defined by the respec-
tive predetermined points in the control parameter space;
and i1dentifying the two or more animations comprises
identifying a grouping whose respective portion contains the
first point.

In some embodiments, there are one or more predeter-
mined groupings of the predetermined points 1n the control
parameter space; each grouping corresponds to a respective
portion of the control parameter space defined by the respec-
tive predetermined points in the control parameter space; the
first point lies outside of the portions of the control param-
cter space; identifying the two or more animations coms-
prises 1dentifying a grouping whose respective portion 1s
closest to the first point; the method comprises projecting the
first point onto a surface of the portion corresponding to the
identified grouping, said projecting 1dentifying a projected
point on the portion corresponding to the identified group-
ing; and the second point 1s a point on the surface of the
portion corresponding to the identified grouping and 1s
determined based on the projected point. Projecting the first
point onto the surface of portion corresponding to the
identified grouping may comprise linearly projecting the
first point towards one of the predetermined points in the
control parameter space of the identified grouping.

In some embodiments, for each predetermined grouping
there are one or more corresponding predetermined dis-
placement functions; and the displacement function used to
determine the second point 1s a predetermined displacement
function associated with the i1dentified grouping. The dis-
placement function used to determine the second point may
be selected based on the predetermined point towards which
the first point 1s projected.

According to an aspect of the invention, there 1s provided
a method of enabling generation of a target animation of a
virtual object, the target amimation comprising a blend of
two or more animations from a plurality of predetermined
amimations, the blend comprising a weighted combination of
the two or more ammations based on respective blend
weights for the two or more animations, wherein generation
of the target animation comprises determining the blend
welghts based on a point in a control parameter space,
wherein there are one or more predetermined properties for
amimations of the virtual object and where each point in the
control parameter space defines a corresponding value for
cach of the one or more predetermined properties, the
method comprising: generating a displacement function for
use 1n a method according to any one of the preceding
claims; and configuring an amimation engine to use the
generated displacement function, the use of the generated
displacement function comprising carrying out a method
according to any one of the preceding claims.

The method may comprise: for each of a plurality of test
points 1n the control parameter space: animating the virtual
object by blending the two or more amimations using respec-
tive blend weights, the respective blend weights being based
on a barycentric coordinate of the test point defined relative
to predetermined points 1n the control parameter space, each
predetermined point corresponding either to a respective one
of the two or more animations or a respective blend of the
two or more animations; and identifying a corresponding
result point in the control parameter space that represents the
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amimation of the virtual object that results from said ani-
mating; using the test points and the corresponding result
points to determine the displacement function.

According to an aspect of the mnvention, there 1s provided
an apparatus comprising a processor, the processor arranged
to carry out any one of the above-described methods.

According to an aspect of the invention, there 1s provided
a computer program which, when executed by a processor,
causes the processor to carry out any one ol the above-
described methods. The computer program may be stored on
a computer readable medium.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the mnvention will now be described, by
way of example only, with reference to the accompanying
drawings, in which:

FIG. 1 schematically 1llustrates an example of a computer
system according to an embodiment of the invention;

FIG. 2 schematically illustrates three example virtual
objects within a virtual world;

FIG. 3 schematically illustrates an object for an animation
according to an embodiment of the invention;

FIG. 4 schematically illustrates a compound object;

FIG. 5 schematically 1llustrates regions for the joints for
an object;

FIG. 6 schematically illustrates an overview of an ani-
mation engine according to embodiments of the invention;

FIG. 7 1s a flowchart 1llustrating a method performed by,
or the operation of, the animation engine of FIG. 6 according
to an embodiment of the invention;

FIG. 8 schematically 1illustrations the relationship
between a control parameter space and a blend weight space;

FIG. 9 schematically illustrates points 1n a control param-
eter space;

FIG. 10 schematically illustrates annotation-regions;

FIGS. 11a-11d schematically illustrate examples of the
use of barycentric coordinates;

FI1G. 12 1s a flowchart illustrating a method of determining
a “displacement field” for, or relative to, a group of prede-
termined reference points 1 a control parameter space,
according to an embodiment of the invention;

FIG. 13 schematically illustrates a control parameter
space to help illustrate the method of FIG. 12;

FI1G. 14 1s a flowchart illustrating a method of determining,
a Type 2 displacement function according to an embodiment
of the invention;

FIG. 15 schematically illustrates a control parameter
space to help illustrate the method of FIG. 14; and

FIG. 16 1s a flow chart illustrating a method according to
an embodiment of the mvention by which a weight genera-
tion module generates blend weights to be used, during
runtime, for performing animation blending.

DETAILED DESCRIPTION OF EMBODIMENTS
OF THE INVENTION

In the description that follows and in the figures, certain
embodiments of the invention are described. However, it
will be appreciated that the mnvention 1s not limited to the
embodiments that are described and that some embodiments
may not include all of the features that are described below.
It will be evident, however, that various modifications and
changes may be made herein without departing from the
broader spirit and scope of the invention as set forth in the
appended claims.
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1—System Overview

FIG. 1 schematically illustrates an example of a computer
system 100. The system 100 comprises a computer 102. The
computer 102 comprises: a storage medium 104, a memory
106, a processor 108, an interface 110, a user output inter-
face 112, a user mput interface 114 and a network interface
116, which are all linked together over one or more com-
munication buses 118.

The storage medium 104 may be any form of non-volatile
data storage device such as one or more of a hard disk drive,
a magnetic disc, an optical disc, a ROM, etc. The storage
medium 104 may store an operating system for the processor
108 to execute 1n order for the computer 102 to function. The
storage medium 104 may also store one or more computer
programs (or software or istructions or code).

The memory 106 may be any random access memory
(storage unit or volatile storage medium) suitable for storing
data and/or computer programs (or software or instructions
or code).

The processor 108 may be any data processing unit
suitable for executing one or more computer programs (such
as those stored on the storage medium 104 and/or in the
memory 106), some of which may be computer programs
according to embodiments of the invention or computer
programs that, when executed by the processor 108, cause
the processor 108 to carry out a method according to an
embodiment of the invention and configure the system 100
to be a system according to an embodiment of the invention.
The processor 108 may comprise a single data processing
unmt or multiple data processing units operating in parallel or
in cooperation with each other. The processor 108, 1n
carrying out data processing operations for embodiments of
the mvention, may store data to and/or read data from the
storage medium 104 and/or the memory 106.

The imterface 110 may be any unit for providing an
interface to a device 122 external to, or removable from, the
computer 102. The device 122 may be a data storage device,
for example, one or more of an optical disc, a magnetic disc,
a solid-state-storage device, etc. The device 122 may have
processing capabilities—ifor example, the device may be a
smart card. The interface 110 may therefore access data
from, or provide data to, or interface with, the device 122 1n
accordance with one or more commands that 1t receives
from the processor 108.

The user mnput interface 114 1s arranged to receive input
from a user, or operator, of the system 100. The user may
provide this input via one or more input devices of the
system 100, such as a mouse (or other pointing device) 126
and/or a keyboard 124, that are connected to, or 1n commu-
nication with, the user input interface 114. However, 1t will
be appreciated that the user may provide mput to the
computer 102 via one or more additional or alternative input
devices (such as a touch screen). The computer 102 may
store the mput received from the input devices via the user
input interface 114 in the memory 106 for the processor 108
to subsequently access and process, or may pass it straight
to the processor 108, so that the processor 108 can respond
to the user iput accordingly.

The user output interface 112 1s arranged to provide a
graphical/visual and/or audio output to a user, or operator, of
the system 100. As such, the processor 108 may be arranged
to mstruct the user output interface 112 to form an 1mage/
video signal representing a desired graphical output, and to
provide this signal to a monitor (or screen or display unit)
120 of the system 100 that 1s connected to the user output
interface 112. Additionally or alternatively, the processor
108 may be arranged to instruct the user output interface 112
to form an audio signal representing a desired audio output,
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and to provide this signal to one or more speakers 121 of the
system 100 that 1s connected to the user output interface 112.

Finally, the network interface 116 provides functionality
tor the computer 102 to download data from and/or upload
data to one or more data communication networks.

It will be appreciated that the architecture of the system
100 illustrated in FIG. 1 and described above 1s merely
exemplary and that other computer systems 100 with dii-
ferent architectures (for example with fewer components
than shown in FIG. 1 or with additional and/or alternative
components than shown 1n FIG. 1) may be used 1n embodi-
ments of the mvention. As examples, the computer system
100 could comprise one or more of: a personal computer; a
server computer; a mobile telephone; a tablet; a laptop; a
television set; a set top box; a games console; other mobile
devices or consumer electronics devices; etc.
2—Animations and Data for Animations

Embodiments of the mnvention are concerned with anima-
tions and, 1n particular, an ammation of a virtual object (or
a character) that 1s located (or resides) within a virtual world
(or environment). FIG. 2 schematically illustrates three
example virtual objects 200 within a virtual world 202. The
virtual objects 200 shown 1 FIG. 2 (and the rest of this
application) represent human beings, but 1t will be appreci-
ated that embodiments of the mvention are equally appli-
cable to animations of virtual objects that represent other
articles, 1tems, amimals, etc. and other types, structures and
forms of object that have different intended representations.
The virtual world 202 may be any virtual environment, arena
or space containing the virtual objects 200 and 1n which the
virtual objects 200 may be moved or animated. Thus, the
virtual world 202 may represent a real-world location, a
fictitious location, a building, the outdoors, underwater, 1n
the sky, a scenario/location 1n a game or 1n a movie, etc. The
amimation of the virtual object 200 may form a part of a
computer game being executed by the processor 108 of the
computer system 100, with the animation being generated/
computed 1n real-time. The animation of the virtual object
200 may be generated/computed so as to output a video
amimation to form part of a film/movie (1n which case the
generation/computation need not be 1n real-time). The ani-
mation of the virtual object 200 may be generated/computed
for other purposes (e.g. computer simulations that involve
objects moving and interacting 1n an environment).

An animation for an object 200 comprises performing an
update process at each time point (also referred to as an
ammation update step) 1n a series of time points (or a series
of animation update steps or update time points). These
time-points may correspond to video frames, video fields, or
any other time or display frequency of interest for the rest of
this description, the time-points shall be assumed to corre-
spond—to video frames, but 1t will be appreciated that this
1s only an example and should not be taken as limiting. For
example, 1n some embodiments, one or more animation
update steps may be carried out between successive video
frames/fields and this number may or may not be constant
over time. It will be appreciated that the display frequency
(1.e. the frequency at which a display process displays or
renders an 1image of the virtual world 202) need not neces-
sarily be linked to the frequency of performing the update
process. The update process performed at the animation
update step updates values for attributes of (or associated
with) the object 200. These attributes may correspond to, for
example, the location and/or orientation of one or more
object parts of the object 200 (e.g. the location and/or
orientation of the limbs, neck, digits, head, etc. of a human
object 200). Thus, 1n updating the values for the location
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and/or orientation object attributes, the object 200 1s moved
within the virtual world 202. However, the attributes asso-
ciated with the object 200 are not limited to location and/or
orientation object attributes, as discussed below.

In the embodiments described below, the animations
relate to so-called “skeletal animation™, but 1t will be appre-
ciated that different types or styles of animation fall within
the scope of the present invention. The object attributes for
an object 200 may be represented by some or all of the
tollowing data (depending on the type of animation and how
the object 200 and its attributes are to be represented): (a)
topological data; (b) geometric data; (¢) physical data; (d)
trajectory data; (e) skinming data; and (1) rendering data.
These data are described in more detail below. It will be
appreciated that the object 200 may have attributes 1n
addition to, or as alternatives to, the attributes as described
turther below with reference to the various data (a)-(1).

FIG. 3 schematically illustrates an object 200 for an
anmimation according to an embodiment of the invention. The
object 200 comprises a plurality of object sections (or
“bones”) linked together by respective joints. In FIG. 3, the
sections of the object 200 are the straight lines whilst the
joints of the object 200 are the numbered circles.

In general, a joint 1s a (simulated) point or surface or
location of contact between two or more object sections so
that that joint links (or creates an association between) those
sections. In other words, such a joint forms a simulated
connection or tie between object sections (in the same way
that, for example, a forearm 1s connected to an upper arm by
virtue of an elbow joint). In this way, an object section may
have one or more joints associated with 1t. A joint normally
occurs at an end of the object section(s) it 1s associated with.

Some joints (such as joint 10 in FIG. 3) occur at the end
ol an object section, but do not link that section to another
section. These joints merely serve to indicate the location of
the free (1.e. unconnected) end of that section.

In some embodiments, each object section 1s “rigid” 1n
that the distance between the joints associated with that
section 1s constant, although, of course, each rigid section
may have 1ts own length/distance which may be different
from the length/distance for the other rigid sections. How-
ever, 1t will be appreciated that 1n other embodiments one or
more of the sections of the object 200 may not be “rigid”.

The object 200 may therefore be considered to comprise
a plurality of object parts. In some embodiments, the topo-
logical data represents the object 200 as a plurality of joints
(1.c. the object parts are just the joints). In some embodi-
ments, the topological data represents the object 200 as a
plurality of object sections (i.e. the object parts are just the
bones). In some embodiments, the topological data repre-
sents the object 200 as a plurality of joints together with a
plurality of object sections. The actual representation does
not matter for embodiments of the invention and therefore in
this description the topological data shall represent the
object 200 as a plurality of joints and i1t will be appreciated
that the use herein of the term “Joint” encompasses both
joints and/or bones unless stated otherwise or unless clearly
not appropriate. However, the skilled person will appreciate
that the following description may be applied analogously to
the alternative styles of representation.

The object parts may be considered as forming a skeleton,
framework, for the object 200.

The object parts (joints in this representation) are linked
together, or are associated with each other, in a hierarchy.
The hierarchy of joints illustrated in FIG. 3 may be repre-
sented by table 1 below:

or
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TABLE 1

Jomt ID

10

o 1 2 3 4 5 6 7 8 9 10 11

ParentID -1 O 1 2 3 P > 6 2 8 9 0

In this hierarchy of joints for the object 200, each joint,
other than a central, basis root joint (labelled with a joint ID
of 0) 1s a child of another joint in the hierarchy, 1.e. every
joint other than that root joint 1s associated with (or linked
to) a second jo1int 1n the hierarchy (by virtue of a connecting,
object section), where that second joint 1s considered to be
the parent of that joint. The fact that the central joint 1s not
a child of another joint (and therefore has no parent joint) 1s
represented 1n table 1 by indicating a parent ID of —-1. For
example, jomnt 2 1s a child of joint 1 and 1tself has three
chuldren, namely joints 3, 5 and 8. As another example, joint
10 15 a child of joint 9, but has no children 1tself. A joint such
as joint 10 that has no child joints (1.e. a joint that 1s not itself
a parent) 1s included so as to represent a “terminating end”
of a section of the object 200, 1.¢. to indicate the location of
the extremities of the object 200. Due to the connecting
nature of the object sections that link joints, the movement,
position and orientation of a joint in the virtual world 202 1s
aflected by the movement, position and ornientation of the
parent of that joint 1n the virtual world 202.

An object may have multiple root joints. For example,
FIG. 4 schematically illustrates a compound object 200
representing a person on a skateboard. This may be consid-
ered as being one object as the person and the skateboard
may be considered to be one set of semantically linked data
(1.e. a single character). However, as the person and the
skateboard are not rigidly or permanently attached to each
other, they each have their own root joints, namely a root
joint 400 for the person and a root jomnt 402 for the
skateboard. The joints for the person will then be hierarchi-
cally related to the root joint 400, whilst the joints for the
skateboard will be hierarchically related to the root joint
402.

The topological data for the object 200 1s data that
represents this hierarchy (or hierarchies) or structure of the
object parts, 1.e. data defining the parent-child relationships
between the various object parts that make up the object 200.
For example, the topological data for the object 200 may be
stored 1n the form of table 1 above.

The geometric data for the object 200 represents the
relative positions and orientations of the object parts. The
values given to the geometric data represent the positioning,
or configuration of the object 200 1n a particular posture or
stature. In eflect, the attributes for the object 200 represented
by the geometric data are the length of each object section
(bone) together with that bone’s orientation relative to its
parent bone, 1.e. this geometric data represents the distance
between a joint and 1ts parent joint, together with the
orientation of that joint relative to the parent joint. There are
many well-known ways of representing this geometric data,
such as: (a) using respective transformation matrices for the
joints; (b) using respective pairs of 3x3 rotation matrices and
1x3 translation matrices; or (¢) using respective quaternions.
As these methods are well-known, and as the particular
method used 1s not important for embodiments of the
invention, these methods shall not be described in more
detail herein. An example representing some of the geomet-
ric data for joints 8 and 9 1s shown 1 FIG. 3.
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The geometric data for a particular jomnt 1s normally
defined 1n a coordinate space local to the parent of that joint
(1.e. 1n which that parent 1s fixed). Thus, for example, 1f a
“shoulder joint” 8 of FIG. 3 moves but the “elbow joint” 9
of FIG. 3 does not move relative to the shoulder joint, then
the geometric data 308 for the elbow joint would not change.

The attribute of the object 200 represented by the trajec-
tory data 1s the location and orientation in the virtual world
202 of a so-called “trajectory joint” 404 for the object 200
(shown 1n FIG. 4 but not shown in FIG. 3). The trajectory
joint 404 1s used as a representative location of the object
200 within the world 202. Thus, different values for the
trajectory data place the trajectory joint 404 (and hence the
object 200) at diflerent locations 1n the virtual world 202.

The trajectory joint 404 1s usually not an actual joint of the
object 200 (1.e. 1t need not form part of the structure of the
object 200), but 1s simply a position and orientation within
the virtual world 202 to represent the overall location and
orientation for the object 200. For convenience, the trajec-
tory joint 404 may be represented as a “special” joint within
the hierarchy represented by the topological data. The tra-
jectory joint 404 need not be a root joint (with no parent) but
can be located anywhere within the skeleton topology as
represented by the topological data. However, it 1s generally
the location and orientation of the joints of the object 200 (as
specified by virtue of the topological data and the geometric
data) relative to the trajectory joint 404 that 1s important as
this results 1n a particular joint or object section being at a
particular/absolute position and orientation within the entire
virtual world 202. One way of viewing or implementing this
1s for all joints of the object 200 (as specified by the
topological data), including root joints, to be ultimately
parented to the trajectory joint 404 so that their location and
orientation within the virtual world 202 can be calculated
based on the trajectory data, the topological data and the
geometric data.

The onentation of a trajectory joint 404 1s just as 1impor-
tant as 1ts position, as 1t represents the overall direction that
the object 200 1s “facing”.

The physical data represents various physical attributes
for the object 200. These physical attributes represent or
impose various physical properties or restrictions or limita-
tions on the object 200. Typically, subsets of the physical
data are associated with respective joints represented by the
topological data. For example, one or more of the joints (or
bones) represented by the topological data may have corre-
sponding physical data representing attributes such as:

Si1ze and shape of a region around that joint. The region
may be a capsule or a cylinder, with the size and shape
being defined by lengths and radi1 accordingly. The
region may represent the body, or the “bulk”, of the
object 200 that 1s supported by the framework of bones
and jo1nts. If another object 200 were to enter, penetrate
or perhaps even just contact this region, then the two
objects 200 may be considered to have collided. FIG. 5
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schematically illustrates such regions 500 for the joints
for the object 200.

A mass for the joint.

An 1nertia property for the joint.

Other properties of the joint such as stiflness, damping

factors, type of joint. For example, the “shoulder” joint
8 1 FIG. 5 may be a ball-and-socket joint whilst the
“elbow” joint 9 1n FIG. 5 may be a hinge joint. Such
data may therefore restrict or constrain how one joint
may move (e.g. hinge or rotate or pivot) with respect to
another joint (a parent or a child joint).

However, as shown in FIG. 5, some of the joints 502
represented by the topological data may not have corre-
sponding physical attributes.

The skinning data 1s data that enables so-called “skin-
ning” for the animation. The process of skinning 1s well-
known 1n this field of technology and shall not be described
in more detail herein—it takes a definition of the surface of
the object 200 and attaches it to the skeleton formed by the
object parts (the joints and/or bones). The skinning data 1s
therefore data defining this object surface, which i1s an
attribute of the object 200.

The rendering data 1s data that enables so-called “render-
ing” of the amimation. The process of rendering 1s well-
known 1n this field of technology and shall not be described
in more detail herein—it actually outputs or displays the
skinned surface with relevant textures, colours, lighting, etc.
as appropriate. The rendering data 1s therefore data defining
the textures, colours, lighting, etc., which are attributes of
the object 200.

It will be appreciated that embodiments of the invention
may use some or all of the above types of data 1n relation to
objects 200, and may also use additional different types of
data for objects 200.

For each of the objects 200, there may be one or more
associated animations for that object 200. An amimation of
an object 200 represents how that object 200 (or the sections
or joints of that object 200) are to move. In particular, an
ammation of an object may be defined by animation data
from which the geometric data for the object 200 and/or data
defining the trajectory joint 404 may be derived at various
time points, namely at each amimation update step. The
ammation data may explicitly specity the geometric data
and/or the trajectory joint 404 for each anmimation update
step; alternatively, for each animation update step, the
amimation data may specily a change to be applied to the
geometric data and/or the trajectory joint 404 from the
preceding animation update step.
3—Animation Engine

FIG. 6 schematically illustrates an overview of an ani-
mation engine 600 according to embodiments of the inven-
tion. The animation engine 600 may be implemented as part
of a computer/video game, as part of an animation authoring
tool, as part of an editing system, as part of a visual eflects
tool, etc.

The animation engine 600 provides a first interface 602,
a second interface 606, a third interface 610, a weight
generation module 612, a blending module 616, and an
output 620.

The first interface 602 1s arranged to receive, or obtain,
one or more control parameters 604. A control parameter
604 1s a value for a property for the animation/motion/
behaviour/action of a virtual object 200. Examples of con-
trol parameters 604 include: an intended (or target or
desired) direction in which the virtual object 200 1s to move
within the virtual world 202; an intended speed with which
the virtual object 200 1s to move within the virtual world
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202; an intended angle at which the virtual object 200 1s to
lean; an intended angular velocity with which the virtual
object 200 1s to rotate; an intended direction 1n which the
virtual object 200 1s to face or a location 1n the virtual world
202 towards which the virtual object 200 1s to look; etc. A
control parameter 604 may be specified 1 units of (or
appropriate to) the virtual world 202, e.g. with distance,
time, mass units. A control parameter 604 may be specified
as a point (such as a 2- or 3-dimensional point 1n the virtual
world 202 or relative to the virtual object 200)—this may be
used, for example, for carrying out actions such as “reach-
ing” or “placing limbs™ of the virtual object 200 within the
virtual world 202. Thus, the animation engine 600 may be
arranged so that its first interface 602 can accept, or receive
as an input, one or more particular control parameters 604.
The control parameters 604 may be received, for example,
directly from a user (e.g. a user of an animation authoring
tool or editing system or visual eflects tool), from a com-
ponent of a computer game that requests that a virtual object
200 be amimated according to certain criteria (as specified 1n
the control parameters 604) which could, for example, be
based on 1nput from a player of the game; or from any other
source that wishes to control or generate an animation.

The second 1nterface 606 1s arranged to receive, or obtain,
amimation data 608 relating to (or that define) one or more
ammations for the virtual object 200 that 1s to be animated.
The animation data 608 may be, for example, data stored 1n
the storage medium 104 or the memory 106. The animation
engine 600 may simply receive the animation data 608 1n a
push-like model; alternatively, the amimation engine 600
may select and then request or access the animation data 608
based on a command or other data that the animation engine
600 has recerved (for example, 1n response to the animation
engine 600 being instructed that a human character 1s to
change 1ts location within the virtual world 202, the anima-
tion engine 600 may determine that it needs animation data
608 for a “walk” animation and for a “run” animation for the
human character).

The third interface 610 1s arranged to receive, or obtain,
character data 622 defining the current state of, and/or
properties of, the virtual object 200 that 1s to be animated.
The data 622 may comprise, for example, one or more of the
topological data, geometric data, physical data, trajectory
data, skinning data, and rendering data for the virtual object
200, as discussed above.

The weight generation module 612 1s arranged to receive
the control parameters 604 received at the first interface 602
and, from those received control parameters 604, determine
one or more blend weights 614. The operation of the weight
generation module 612 shall be described 1n more detail
shortly. The weight generation module 612 may be arranged
to recerve some or all of the animation data 608 received at
the second interface 606 and use that animation data 608 to
control, at least in part, how the weight generation module
612 genecrates the blend weights 614 from the received
control parameters 604.

The blending module 616 1s arranged to receive the
anmimation data 608 received at the second interface 606 and
the blend weights 614 generated by the weight generation
module 612, and to blend the animations corresponding to
the animation data 608 based on the blend weights 614. The
blending takes into account the character data 622 so that the
blended animation 1s suitable for the virtual object 200 to be
ammated. As blending of animations 1s well-known 1n this
field of technology, 1t shall not be described 1n detail herein.
The blending of the animations generates output animation

data 618.




US 9,652,879 B2

13

If the received animation data 608 relates to a single
ammation (so that no blending 1s to take place), then the
welght generation module 612 may be arranged to provide
a blend weight 614 indicating that the output animation data
618 should be based on animating the virtual object 200
using just the received animation data 608 (1.e. so that
blending of multiple amimations does not occur)—this may
be viewed as performing a “null” blend, 1.e. a blend of the
single animation represented by the received animation data
608 with no other animations.

The output 620 1s arranged to recerve animation data 618
representing the output/final animation generated by the
blending module 616. The output 620 outputs the animation
data 618 to a target recipient, for example a module arranged
to render or store the output anmimation, a component of a
game that 1s arranged to use the output animation, a second/
turther animation engine 600, etc.

It will be appreciated that the animation engine 600 may
be implemented as hardware and/or software. It will also be
appreciated that the animation engine 600 may take different
forms. For example, the interfaces 602, 606 and 610 may be
combined mto two interfaces or a single interface; the
weight generation module 612 may be combined with the
blending module 616 to form a single module. Other modi-
fications, providing additional or alternative functionality,
may be made. In essence, all that 1s required 1s that the
ammation engine 600 1s able to convert one or more control
parameters 604 into a corresponding set of one or more
blend weights 614 which can be used to blend two or more
amimations for a virtual object 200.

FIG. 7 1s a flowchart illustrating a method 700 performed
by, or the operation of, the animation engine 600 of FIG. 6.

At a step 702, the animation engine 600 receives, or
obtains, one or more control parameters 604 at the first
interface 602.

At a step 704, the animation engine 600 receives, or
obtains, the animation data 608 at the second interface 606.

At a step 706, the animation engine 600 receives, or
obtains, the character data 622 at the third intertace 610.

It will be appreciated that the steps 702, 704 and 706 may
be performed 1n any order or concurrently. It 1s possible that
the animation data 608 may be predetermined, 1n which case
the animation engine 600 may already have accessed or may
already be storing the animation data 608, in which case the
step 704 may be omitted. Similarly, 1t 1s possible that the
character data 622 may be predetermined, in which case the
ammation engine 600 may already have accessed or may
already be storing the character data 622, in which case the
step 706 may be omitted.

At a step 708, the weight generation module 612 gener-
ates the blend weights 614 based on the one or more control
parameters 604. This shall be described 1n more detail
shortly.

At a step 710, the blending module 616 blends the
amimations corresponding to the animation data 608 based
on the blend weights 614, thereby generating the animation
data 618 defiming an output animation.

At a step 712, the output 620 outputs the animation data
618. This may involve simply passing the animation data
618 to a subsequent processing module (for example, the

amimation data 618 may be used as input animation data 608
for a further blending operation), may involve storing the
amimation data 618, may involve rendering the animation
data, etc.
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4—Control Parameter Space and Blend Weight Space
FIG. 8 schematically illustrations the relationship

between a control parameter space 800 and a blend weight
space 802.

In FIG. 8, there are two control parameters, namely the
“speed” and the “direction” of the virtual object 200 within
the virtual world 202. These control parameters therefore
define a two-dimensional control parameter space 800.
However, 1t will be appreciated that diferent control param-
eters could be used (as discussed above) and that a different
number M of control parameters could be used to thereby
define a corresponding M-dimensional control parameter
space 800.

Similarly, in FI1G. 8, there are three blend weights, namely
“Param1”, “Param2” and “Param3”, representing respective
weilghts for blending three different animations (such as a

“walk”, “run” and “qump” animation for the virtual object
200). These blend weights therefore define a three-dimen-

sional blend weight space 802. However, 1t will be appre-
ciated that a different number N of amimations could be

involved 1n the animation blending and that they will have
respective blend weights defining a corresponding N-dimen-
sional blend weight space 802.

As shown i FIG. 8, given a poimnt 810 in the control
parameter space 800, the weight generation module 612 1s
arranged to map the control parameters defined by that point
810 to a corresponding point 812 in the blend weight space
802. Thus, the particular desired combination of speed and
direction represented by the point 810 1n FIG. 8 1s mapped
to a respective triple of blend weights represented by the
point 812—f this triple of blend weights 1s provided to the
blending module 616, then the blending module 616 will
blend the three corresponding animations based on these
blend weights and the output amimation that 1s thereby
generated will have characteristics substantially matching
the mitial desired control parameters (as represented by the
point 810).

In embodiments of the invention, there 1s an initial set of
N predetermined animations that are available for animating,
the virtual object 200—ifor example, for a human character,
there may be predetermined animations for making the
human character walk, run, jump, crawl, etc. The animation
engine 600 may be used to perform each of these animations
to thereby animate the virtual object 200 within the virtual
world 202—in doing so, values for the control parameters
may be determined or measured, where these control param-
cter values then correspond to a set of values for the blend
weilghts that indicates only using that particular animation.
Additionally or alternatively, the animation engine 600 may
be used to perform one or more blends, using a respective set
of values for the blend weights, of two or more of these
anmimations to thereby animate the virtual object 200 within
the virtual world 202—in doing so, respective values for the
control parameters that correspond to those sets of values for
the blend weights may be determined or measured. For
example, as shown 1n FIG. 9, each of six animations of the
virtual object 200 performed as set out above (be that
performing a single animation for the virtual object 200 or
performing a blend of multiple animations for the virtual
object 200) corresponds to a respective point 900-1, . . .,
900-6 1n the control parameter space 800, 1.¢. for each of the
s1x amimations carried out, the direction and speed for the
virtual object 200 (i.e. the control parameters for this
example) when that virtual object 200 1s animated using the
correspond set of blend weights may be measured, so that
that animation then corresponds to a respective point 900.

Thus, using the animation engine 600, a plurality of points
900 (referred to below as examples, samples, or “annota-
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tions”) may be identified, where each annotation 900 cor-
responds to a set of blend weights for the N predetermined
amimations, such that performing a blend for the wvirtual
object 200 using that set of blend weights for those N
predetermined animations results i an animation of the
virtual object 200 having control parameters represented by
that annotation 900 in the control parameter space 800.

In some embodiments, the intention of the animator 1s that
all of the N predetermined animations may be blended
together. In other embodiments, there may be one or more
predetermined subsets of the N predetermined animations,
where each subset corresponds to a group of animations that
can be blended together—blending may then only take place
between animations that lie within one of the subsets of the
predetermined animations. This 1s taken into account in the
above when determining the annotations 900.

In some embodiments, a user may, in addition or as an
alternative to using the animation engine to measure (or
identily or define) the control parameters for one or more of
the annotations 900, define their own annotations manually,
for example by personally indicating or specifying values
for the control parameters (e.g. values that the user per-
ceives) when a particular set of blend parameters 1s used.

A user may specily one or more subsets of the annotations
900, each subset comprising two or more respective anno-
tations 900. Each subset of annotations 900 defines a cor-
responding region (or a subspace or a portion or a polytope)
in the control parameter space 800—such a region shall be
referred to herein as an “annotation-region”. An annotation-
region 1S a region or polytope or portion of the control
parameter space 800 that corresponds to, and 1s defined by,
a plurality of annotations 900 1n the control parameter space
800. The subsets of annotations 900 are usually chosen so
that the corresponding annotation-regions do not overlap
cach other. Thus 1s 1llustrated 1n FIG. 10. In particular, a first
subset of annotations {900-1, 900-2, 900-3, 900-6 } forms an
annotation-region 1000 in the control parameter space 800.
A second subset of annotations {900-3, 900-5, 900-6 } forms
an annotation-region 1002 in the control parameter space
800. A third subset of annotations {900-4, 900-5}forms an
annotation-region (in this case a line) 1004 in the control
parameter space 800.

The purpose of identifying one or more annotation-
regions 1s that, when a particular point in the control
parameter space 800 1s specified (e.g. when wishing to
perform a blend so as to achieve an animation corresponding,
to that point 1n the control parameter space 800), then that
point will be closest to a particular annotation-region—it 1s
the set annotations 900 that define that “closest” annotation-
region that are then used to help determine the blend weights
to use to carry out a blend so as to achieve an animation
corresponding to that point 1n the control parameter space
800.

Relating this, then, to the method of FI1G. 7, at the step 702
a set of one or more control parameters 1s received or
obtained. This set of one or more control parameters there-
fore corresponds to a point 1n the control parameter space
800—in FIG. 10, three such example points 1010, 1012 and
1014 are illustrated. The annotations 900 that are to be used
to help determine the blend weights to use to generate an
ammation that corresponds to the control parameter points
1010, 1012 and 1014 may be determined by determining
which of the annotation-regions 1000, 1002 and 1004 those
points 1010, 1012 and 1014 are closest to—in FIG. 10, the

point 1010 1s mside the annotation-region 1000 and hence
the four annotations 900-1, 900-2, 900-3 and 900-6 that

define the annotation-region 1000 are the annotations 900
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that will be used to help determine the blend weights for
carrying out the blend at the step 710 when the control
parameters received at the step 702 correspond to the point

1010; the point 1012 1s closest to the annotation-region 1002
and hence the three annotations 900-3, 900-5 and 900-6 that

define the annotation-region 1002 are the annotations 900
that will be used to help determine the blend weights for
carrying out the blend at the step 710 when the control
parameters received at the step 702 correspond to the point

1012; and the point 1014 1s closest to the annotation-region
1004 and hence the two annotations 900-4 and 900-5 that
define the annotation-region 1004 are the annotations 900
that will be used to help determine the blend weights for
carrying out the blend at the step 710 when the control
parameters received at the step 702 correspond to the point
1014. The animation data relating to those ammations
needed for the annotations 900 of the selected annotation-
region 1s the animation data 608 that 1s received at the step
704.

As mentioned above with respect to FIG. 8, given a point
810 1n the control parameter space 800, the weight genera-
tion module 612 1s arranged to map the control parameters
defined by that point 810 to a corresponding point 812 1n the
blend weight space 802. In the following, methods for
establishing this mapping/function are described, and meth-
ods for applying the mapping when actually carrying out
amimation blending are described. The establishment of the
mapping may be carried out prior to runtime, 1.e. the
mapping may be predetermined so that, at runtime, when the
ammation blending 1s to be performed, the predetermined
mapping may be used. For example, the mapping may be
determined as a pre-processing/oflline step so that the map-
ping can form part of the implementation of the animation
engine 600 (¢.g. a part of a compiled software module for the
ammation engine 600). The application/use of the mapping
1s, naturally, carried out at runtime when performing ani-
mation blending. The generation of the mapping may be
carried out by a first entity, using a first computer system
100, with the mapping then being incorporated into, or
provided to, a second entity that uses a second computer
system 100 to carry out ammations using the mapping.
S—Determiming the Mapping from the Control Parameter
Space to the Blend Weight Space

Firstly, the notion of Barycentric coordinates shall be
introduced. Consider an M-dimensional control parameter
space 800, which 1s defined by control parameters
CP,(1=1, ..., M). For example, CP, may represent the speed
of the virtual object 200 within the virtual world 202, CP,
may represent the direction of the virtual object 200 within
the virtual world 202, etc. Suppose that there are K prede-
termined points X, (1=1, . . . , K) 1n the control parameter
space, each pomnt X, having a respective M-dimensional
position vector v, 1n the control parameter space (1=1, . . .,
K). For any point P 1n the control parameter space with
position vector p, 1f

for some wvalues W, =1, . . . , K), then the vector
w=(W,, W5, . .., Wg) 1s a “barycentric coordinate” of the
point P with respect to the points X, X,, ..., X The point
X, 1tself has a barycentric coordinate of (1, 0, O, . . ., 0); the
pomnt X, 1tself has a barycentric coordinate of
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(0, 1,0, ..., 0); etc. Barycentric coordinates are, 1n general,
not unique: for example, 1t (w,, w,, ..., W) 1s a barycentric
coordinate of the point P with respect to the points
X,, X,, ..., X, then so 1s the coordinate (bw,, bw,, . . .,
bw,) for any non-zero value b.

In the following, 1t will be assumed that barycentric
coordinate w=(w,, w,, . . ., W) for the point P with respect
to the points X,, X, . .., X, satisfies

so that the position vector p of the point P 1s

K
P=Z wiv; = wey,
i=1

where w-v 1s the dot product of the vector w with the vector
(of vectors) v=[v,, v,, .. ., V.]|. However, this 1s purely for
convenience ol explanation and this 1s not essential to
embodiments of the mvention.

For the set of pomts X,, X,, . . . , X, 1 the control
parameter space 800, the region corresponding to, or defined
by, those points, 1s the set of points P that have a barycentric
coordinate w=(w,, w,, . . . , W) with respect to the points
X, X,, ..., Xssuch that O=sw <1 for each w, (1=1, . . . , K).
Thus, 11 the points X, X, . . ., X, are annotations 900 that
together define an annotation-region, then this annotation-
region 1s the set of points P that have a barycentric coordi-
nate w=(w,, W,, . . . , W) with respect to the points
X, X,, ..., Xssuch that O=sw <1 for each w, (1=1, . . . , K).

FIGS. 11a-11d provide examples of the use of barycentric
coordinates.

In FIG. 114, the control parameter space 1s 2-dimensional,
and barycentric coordinates are being defined with respect to
two points X, and X, having respective position vectors v,
and v, and which themselves have respective barycentric
coordinates of (1,0) and (0,1).

In FIG. 115, the control parameter space 1s 2-dimensional,
and barycentric coordinates are being defined with respect to
three points X,, X, and X, having respective position vec-
tors v,, v, and v, and which themselves have respective
barycentric coordinates of (1,0,0), (0,1,0) and (0,0,1).

In FIG. 11¢, the control parameter space 1s 2-dimensional,
and barycentric coordinates are being defined with respect to
four points X,, X,, X; and X, having respective position
vectors v,, v,, v; and v, and which themselves have respec-
tive barycentric coordinates of (1,0,0,0), (0,1,0,0), (0,0,1,0)
and (0,0,0,1).

In FIG. 114, the control parameter space 1s 3-dimensional,
and barycentric coordinates are being defined with respect to
four points X,, X,, X, and X, having respective position
vectors v,, v,, v5 and v, and which themselves have respec-
tive barycentric coordinates of (1,0,0,0), (0,1,0,0), (0,0,1,0)
and (0,0,0,1).

Turning to FIG. 115, given any point P in the control
parameter space, three triangles A, B and C are formed:
triangle A 1s formed from the points P, X, and X,; triangle
B 1s formed from the points P, X, and X,; and triangle C 1s
formed from the pomts P, X, and X,. The barycentric
coordinate of the point P relative to the points X, X, and X,
1s w=(w,, W,, W), where w, 1s the area of the triangle A
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divided by the sum of the areas of the three triangles A, B
and C, w, 1s the area of the triangle B divided by the sum of
the areas of the three triangles A, B and C, and w, 1s the area
of the triangle C divided by the sum of the areas of the three
triangles A, B and C. In FIG. 115, if the positions vectors
within the control parameter space of the points X, X, and
X, are v,=(X,,y,), V.=(X,,y,) and v;=(X;,y,), and 1f the
position vector within the control parameter space of the
point P 1s p, and if we define the matrix

X1 —X3 A2 —Xa
T = ,
Yr—¥s Y2—)3

then w, and w, can be calculated as [w,w,]=T""(p-v,), and
w; can be calculated as w,=1-w,—w,.

Barycentric coordinates, and the calculation thereof, are
well-known. Thus, we shall not describe 1n more detail
herein how the barycentric coordinates of a point P 1n the
control parameter space may be determined 1n the scenarios
depicted 1n FIGS. 11a, 11c¢ or 11d, or, indeed, 1n more
general control parameter spaces of different dimensions and
with different numbers K of reference points X, (1=1, . . .,
K).

FIG. 12 1s a flowchart illustrating a method 1200 of
determining a “displacement field” for, or relative to, a
group of K (where K>1) predetermined reference points X, ,
X,, . . ., Xz 1n the control parameter space 800. Each
reference point X, (1=1, . . ., K) 1s an annotation 900, where
the reference points X, X,, . . ., X are grouped together
to form one of the predetermined annotation-regions. As
described above, each of the reference points X, X, . . .,
X - corresponds to a respective known set of values for the
blend weights for blending one or more of the N predeter-
mined amimations for the virtual object 200.

Initial steps 1202, 1204, 1206 and 1208 of the method
1200 shall be described with reference to the example
illustrated 1n FIG. 13. The example in FIG. 13 has a
2-dimensional control parameter space 800 and makes use
of three reference points X, X, and X,;—however, 1t will be
appreciated that FIG. 13 1s provided purely for illustration
purposes and that the method 1200 of FIG. 12 can be applied
to other control parameter spaces 800 with different dimen-
sions and with different numbers K of reference points.

At the step 1202, a test/example point P in the control
parameter space 800 1s chosen. The point P has a position
vector p withun the control parameter space 800. The point
P 1s chosen to lie mnside, or on the edge/face/perimeter/
boundary, of the annotation-region 1n the control parameter
space 800 defined by the reference points X, X,, . .., X.
In the example of FIG. 13, the point P lies 1nside, or on the
edge of, the triangle having vertices X, X, and X;. In some
embodiments, the point P 1s chosen to lie on a straight line
in the control parameter space 800 that connects two of the
reference points X, X, .. ., X.. The barycentric coordinate
w=(W,, W,, . .., Wz) of the point P, with reference to the
points X,, X,, ..., X, 1s determined.

At the step 1204, the coeflicients w, are used to form
initial (test or example) blend weights. In particular, for the
n-th predetermined animation (n=1, . . . , N), let the blend
weight corresponding to that n-th animation for the i”
reference point X, (=1, . . . , K) be «,,,. The imtial (test)
blend weight p, corresponding to that n-th animation may be
determined as a function, g, of the blend weights «, ,, and the
coellicients w,. For example, g may represent a weighted
linear combination of the values ¢, , so that

Z,71°
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K
ﬁ?‘l:g(wla--- . WK, {11'1?;1,... 5wﬁ,ﬂ)zz Wjﬂfj?n.
=1

One could write (B, ..., Pr)=2(W,, .. ., W, X, ..., X)),
where g determines each coeflicient 3, using the above
tunction g (since the values ., are weights associated with
the point X,)—the function g represents normal linear
barycentric interpolation. It will be appreciated that, for the
n” animation of the N predetermined animations, the cor-
responding value of a,,, may be O for all =1, . . . , K, 1n
which case the value of 8, need not be calculated, as the n™
anmimation may be excluded from the blending that 1s to be
performed based on the reference points X, . .., X.. It will

be appreciated that other methods, or functions g, for
determining 1nitial test blend weights could be used.

The animation engine 600 1s used to animate the virtual
object 200 within the virtual world 202 by carrying out a
blend using the test blend weights.

At the step 1206, the control parameters that correspond
to the animation performed at the step 1204 are measured.
For example, 11 the control parameters that define the control
parameter space are the “speed” and “direction” of the
virtual object 200 within the virtual world 202, then the
speed and direction of the virtual object 200, when amimated
at the step 1204, are measured. These measured control
parameters correspond to a pomnt P* within the control
parameter space 800. The point P* has a position vector p*
within the control parameter space 800. The barycentric
coordinate w* of the point P*, with reference to the points
Xy X5, ..., X, may be determined.

The vector (p-p™) defines a displacement, or a displace-
ment vector, from the point P* to the point P. Thus, at the
step 1208, for the barycentric coordinate w*, the value of a
displacement function 1 1s defined as {{(w*)=(p—p*). If the
dimension M of the control parameter space 1s M=1, then
t(w™*) 1s a scalar value (which may be viewed as a vector of
dimension 1); 1f the dimension M of the control parameter
space 1s M>1, then {(w™*) 1s a vector with M components.

The steps 1202, 1204, 1206 and 1208 are repeated in
respect of one or more further points P. Thus, at a step 1210,
it 1s determined whether there are one or more further points
P that need to be processed—ii there are one or more further
points P that need to be processed, then processing returns
to the step 1202 1n relation to a next one of these further
points P; otherwise, processing continues at a step 1212.
Embodiments of the mmvention may, therefore, specily a
predetermined number T of points P,, P,, . . ., P that are
to be processed by the steps 1202, 1204, 1206 and 1208—
this results 1n T respective barycentric coordinates w™*,,
w*,, . .., w¥_ being calculated at the step 1206 and T
corresponding values t(w*,), f(w*,), . . . , {w*T) of the
displacement function being set at the step 1208. The points
P, P,, ..., P, may be chosen at random within the
annotation-region, or they may be distributed evenly within
the annotation-region, or some other selection criteria may
be used to select the poimnts P, P,, ..., P.. The value of T
may be chosen so as to try to achieve a desired level of
accuracy 1n the displacement field that will be generated by
the method 1200—the greater the value T, the more data 1s
available (in terms of pairs of barycentric coordinates w*,
and corresponding values 1(w*.)) to generate the displace-
ment field.

The intention 1s that, given any point, with barycentric
coordinate w, on or within the annotation-region defined by
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the reference pomts X,, X,, . . . , X, a corresponding
displacement {(w) can be calculated. Thus, at the step 1212,
the T respective barycentric coordinates w*,, w*,, ..., w*
calculated at the step 1206 and their T corresponding values
f(w* ), t(w*,), . .., I(w*_) of the displacement function are
used to determine the displacement function I in general
(which may be viewed as a displacement field or a vector
field) for the set of reference points X, X,, ..., X,.

In one embodiment, the processing at the step 1212
operates as follows. As mentioned above, the displacement
function 1 outputs a displacement having M coethicients. The
function I may be dernived as follows for each of the M
coellicient positions of the displacement. In particular, for
the i coefficient position of the displacement:

Each of the T sample pomnts P, 1=1, . .., T) results in a
pair (W*,, {(w*,)).
t(w*,) will have a value b, ; at its i coeflicient position

(=1, ...,T).
Let w*, be the K-dimensional vector (w*, |, w*, ,, ...,
w* =) (=1, ..., T).

The use of a first order Taylor series to approximate the
function 1 provides that:

K -1 K

on
bij= ) @ Wit ), )

x=1 x=1 y=x+1

P S 3
ﬂﬁgmjyvhxyvhy

for some values a, ; (x=1,...,K)and a,_,  (1=x=y=K).
The actual values of a_, (x=1, . . ., K) and a___;
(1=x=y=K) are not important at this stage—all that 1s of
relevance 1s the form/structure of this equation.

Thus, the T sample points P, 1=1, . . ., T) result 1n a

system ol equations as follows:

fELj
brjl [WiLi - Wik WLiWi2 Wi k- IWIK | '
b>, ; W31 . Whg Wi iWio Wh k_1Wh g ag,;
. et . ﬂl?lpj
Ori| [ Wra .- Wrk WraWra - Wrg_iWri |
| UK-1,K,j

A least-squares best fit can be used to determine values a, |
x=1,...,K)and a_,,  (1=x<y=K) for this system of
equations. However, it will be appreciated that other
methods could be used to determine values
a,, (x=1,...,K)and a_,  (1=x<y=K) for this system
of equations (such as absolute difference techniques,
L1 norm techniques, or any other matrix solution
method).

Then, given a barycentric coordinate w=(w,, w,, . . .,
W), the i coeflicient b, ot the corresponding displace-
ment 1(w) can be defined

as b; = a, W, +

K K-1
-J
=1

X

In another embodiment, the processing at the step 1212
operates as follows. As mentioned above, the displacement
function 1 outputs a displacement having M coethicients. The
function { may be derived as follows for each of the M
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coellicient positions of the displacement. In particular, for
the i coeflicient position of the displacement:
Each of the T sample points P, (1=1 , T) results 1 a
pair (W*,, {(w*,)).
f(w*,) will have a value b, at its j*

coellicient position

1=1,...,T).
Let w*, be the K-dimensional vector (w*, |, w*,,, . . .,
W) (L, ... T),

The use of a second order Taylor series to approximate the
function 1 provides that:

K K-1 K
— . *
it 3, 3] ol + D) 0,

x=1 x=1 v=x+1 =1 y=1

YFEX

for some values a_; (x=1, ..., K),
a'. .. (lﬂ:x,yﬂ:K x=y). The actual wvalues
, K), a__, . (I=x<y=K) and a'

(x=1, ey _ Xa¥of _
X=y) are not important at this stage—all that 1s of
relevance 1s the form/structure of this equation.

Thus, the T sample points P, (1=1 , T) result 1 a

system ol equations as follows:

a., (Isx<y=K)and
of a,,

- - Tk " " o o " b N2 ok
"3’1,; Wi - Wik WiiWio Wi k1w .k (Wl,l) Wia
_ # 4 4 o o r r 2w
b, Woyp o Wog Wp Wrs Wok_1Wox (W )W,
bT' " " " * " " " 2. &
B Wr1oeee Wrg WraWra oo WrgoWrg (Wr ) Wro

A least-squares best fit can be used to determine values a_
(x=1, , K), a,,; (Isx<y=K) and &', ; (1=x,y=K,
XY ) for thls system ol equations. However, it will be
appreciated that other methods could be used to deter-
mine values a_, (x=1, ..., K), a_ ., (1=sx<y=K) and

a' .. (1 -=:X,Jy-=:K x;éy) for thls system of equations (such
as absolute diflerence techniques, .1 norm techniques,
or any other matrix solution method).

Then, given a barycentric coordinate w=(w,, w,, . . .,
W), the i coeflicient b, ot the corresponding displace-

ment f{w) can be defined as

K K-1 K K K
! ) ’ 2
= Z y Wy + L L (s y Wi Wy + S: S: sy, (W) Wy,

x=1 x=1 wv=x+1 x=1 y=]

YFX

The above two examples make use of first order and
second order Taylor series expansions. However, 1t will be
appreciated that other embodiments of the mvention may
make use of higher order Taylor series. It will also be
appreciated that other embodiments of the mmvention may
determine the displacement function in other ways, e.g.
other interpolation functions could be used. Thus, other
ways can be used of approximating or determining what the
value of 1(w) 1s for a general barycentric coordinate w given
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the known values of f(w*,), f(w*,),

corresponds to the T barycentric coordinates
w*,, ..., w¥_. calculated at the step 1206.

In essence, the displacement function 1 takes 1n a barycen-
tric coordinate w (corresponding to a target point Q with
position vector q) relative to the set of predetermined points
X,, ..., Xzand outputs a displacement d with the following
property: if R, 1s the point in the control parameter space
with position vector g+d having barycentric coordinate
(W,,...,Wy)relativeto X,, ..., X, and if the virtual object
200 1s animated by blending the N predetermined anima-
tions using (B, . . .. Pr)=2(W,, . .., We, X, ..., X,)as
the set of blend weights for the N predetermined animations,
then the resulting animation will have control parameters
equal to (or at least substantially represented by) the 1nitial
point Q. For example, given barycentric coordinate g=w™*,,
the point (R ) with position vector q+d=w* +{(w*,) 1s the
point P,, and the corresponding blended animation results in
control parameters corresponding to the point w* . Use of

, T(w* ) that
w*

(1=x,y=K, <V the point R, in this manner results in a blended animation

with control parameters closer to the mitially desired control
parameters (as represented by the point Q) than if the point
Q had been used without the displacement to derive the
blend weights (1.e. than 11 the coeflicients of the barycentric

coordinate for the point Q were used directly 1n the function
g to derive the blend weights). Thus, the pomt R, deter-
mined this way (and whose barycentric coordinate 1s used in
the function g to derive the blend weights for animation
blending) compensates for non-linearities introduced when
blending the two or more animations—simply using the
barycentric coordinate of the mmitial point Q would not
necessarily provide a blended animation that corresponds to
the target control parameters represented by the point QQ, and
such non-linearities or errors are compensated for, or cor-
rected, by using the barycentric coordinates of the point R,
instead. The above description has provided some examples
of how to derive such a displacement function, but it will be
appreciated that other methods could be used 1nstead.

The method 1200 of FIG. 12 may be carried out for each
of the defined annotation-regions, 1.¢. each annotation-re-
gion may be defined by 1ts own respective subset
IX,, ..., Xy} of annotations 900, and a displacement
function for that annotation-region may be generated by
performing the method 1200 based on those particular
annotations X, . . ., Xz. It will be appreciated that there may
be only one annotation-region, or there may be multiple
annotation-regions.

The displacement functions derived above shall be con-
sidered to be a first type of displacement function (referred
to below as a “Iype 17 displacement function). A Type 1
displacement function that corresponds to a particular anno-

tation-region may be used (as discussed later) to find a
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displacement given a point P within, or on, that particular
annotation-region. In some embodiments of the mvention,
this sutlices. However, 1n some embodiments of the inven-
tion, the initial point P may lie outside the or each of the
predetermined annotation-regions. Thus, i addition to the
Type 1 displacement function derived for an annotation-
region, one or more second types of displacement function
(referred to below as “Type 27 displacement functions) may
be derived for one or more annotation-regions, as discussed
below.

An annotation-region 1s defined by K respective annota-
tions X, . .., X, 1n the control parameter space. A Type 2
displacement function I, for an annotation-region may be
generated, where {  corresponds to one of the annotations X
(1=u=K). Each of the K annotations X, . . ., X, may have
its own Type 2 displacement function.

The above-described method for generating a Type 1
displacement function 1 for the annotation-region may be
used to generate a Type 2 displacement function I, for the
annotation X by imposing a number of further constraints/
modifications. FIG. 14 1s a flowchart illustrating a method
1400 of determining a Type 2 displacement function 1, for,
or relative to, a group of K (where K>1) predetermined
annotations X,, X,, . . . , X, 1n the control parameter space
800 that define a corresponding annotation-region (where
1 =u=K).

Initial steps 1402, 1404, 1406 and 1408 of the method
1400 shall be described with reference to the example
illustrated in FIG. 15. The example in FIG. 15 has a

2-dimensional control parameter space 800 and makes use
of three reference points X, X, and X,—however, it will be
appreciated that FIG. 15 1s provided purely for illustration
purposes and that the method 1400 of FIG. 14 can be applied
to other control parameter spaces 800 with different dimen-
sions and with different numbers K of reference points.

At the step 1402, a test/example point P 1n the control
parameter space 800 1s chosen. The point P has a position
vector p within the control parameter space 800. The step
1402 differs from the step 1202 of FI1G. 12 in that, at the step
1402, the point P 1s chosen to lie on the edge/face/surface/

perimeter/etc. (as appropriate depending on the nature of the
polytope that 1s the current annotation defined by the refer-
ence points X, X,, ..., X.) that 1s “opposite’” the poimnt X .
This edge/tace/surface/perimeter/etc. shall be referred to 1n
the following as the surface S , although 1t will be appre-
ciated that the term *““surface” may refer to an edge, face, cell,
ctc. of the polytope that 1s the annotation of interest, depend-
ing on the dimensionality K of the annotation. Thus the point
P 1s chosen so that i1ts barycentric coordinate w=(w,,
W,, ..., Wz) of the point P, with reference to the points X,
X,, ..., Xzrhas O=sw <1 for all 1=1, . . . , K and w,_=0. The
barycentric coordinate w=(w,, w,, . . . , W) of the point P,
with reference to the points X, X, . .., Xz 1s determined.
At the step 1404, the coeflicients w, are used to form
mitial (test or example) blend weights (B,, . . . , Pr)=
oW, . .., Wge, Xy, . . ., Xz) for the N predetermined
animations. It will be appreciated that, for the n” animation
of the N predetermined animations, the corresponding value
of a,,, may be O for all 1=1, . . . , K, in which case the value
of B, need not be calculated, as the n” animation may be
excluded from the blending that 1s to be performed based on
the reference points X, . . ., X.. As the coellicient w, 1s
zero, contribution «,,,, may also be ignored in the function
g. It will be appreciated that other methods, or functions g,
for determining initial test blend weights could be used.
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The animation engine 600 1s used to animate the virtual
object 200 within the virtual world 202 by carrying out a
blend using the test blend weights.

At the step 1406, the control parameters that correspond
to the animation performed at the step 1404 are measured.
For example, if the control parameters that define the control
parameter space are the “speed” and “direction” of the
virtual object 200 within the virtual world 202, then the
speed and direction of the virtual object 200, when animated
at the step 1404, are measured. These measured control
parameters correspond to a pomnt P' within the control
parameter space 800. The point P' 1s projected back onto the
surface S_, via a linear projection 1.e. the point P! 1s projected
back onto the edge/face/surface/etc. from which the nitial
point P was chosen. The projected point 1s a point P* that has
a position vector p* within the control parameter space 800.
The barycentric coordinate w* of the point P*, with refer-
ence to the pomnts X, X,, . . ., X, may be determined.

Linear projection of a point onto a surface of an annota-
tion-region 1s a well-known geometric technique and shall
not, therefore, be described 1n more detail herein. The point
P' 1s projected towards the point X  and onto the surface S, .

The vector (p—p™*) defines a displacement, or a displace-
ment vector, from the point P* to the point P. This displace-
ment, or displacement vector, 1s along (or on) the surface S, .

Thus, at the step 1408, for the barycentric coordinate w*,
the value of the Type 2 displacement function 1 1s defined
as T (w*)=(p—p™). If the dimension M of the control param-
cter space 1s M=1, then 1 (w™) 1s a scalar value (which may
be viewed as a vector of dimension 1); 1f the dimension M
of the control parameter space 1s M>1, then f (w™*) 1s a
vector with M components.

The steps 1402, 1404, 1406 and 1408 arec repeated 1n
respect of one or more further points P. Thus, at a step 1410,
it 1s determined whether there are one or more further points
P that need to be processed—ii there are one or more further
points P that need to be processed, then processing returns
to the step 1402 1n relation to one of these further points P;
otherwise, processing continues at a step 1412. Embodi-
ments of the mvention may, therefore, specily a predeter-

mined number T of points P,, P,, . . ., P that are to be
processed by the steps 1402, 1404, 1406 and 1408—this
results 1 T respective barycentric coordinates w™*,,
w*,, . .., w*_ being calculated at the step 1406 and T
corresponding values 1 (w*), { (w*,), ..., T (w* ) of the
displacement function being set at the step 1408. The points
P,, P,,..., P,.may be chosen at random along the surface
S , or they may be distributed evenly along the surface S,
or some other selection criteria may be used to select the
pomnts P,, P,, . . ., P The value of T may be chosen so as
to try to achieve a desired level of accuracy in the displace-
ment field that will be generated by the method 1400—the
greater the value T, the more data 1s available (in terms of
pairs of barycentric coordinates w*, and corresponding val-
ues I (w™*)) to generate the displacement field.

The intention 1s that, given any point on the surface S,
with barycentric coordinate w, a corresponding displace-
ment £ (w) can be calculated. Thus, at the step 1412, the T
respective barycentric coordinates w* ,, w*,, . . ., w¥_
calculated at the step 1406 and their T corresponding values
t (w* ), 1T (w*,),...,1T (W%*,)ofthe displacement function
are used to determine the displacement function 1, 1n general
(which may be viewed as a displacement field or vector
field) for the set of reference points X, X,, . . ., Xz. This
may be performed 1n exactly the same way as at the step
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1212, except that the u” component of the displacement is
always set to be 0, 1.e. b,, 1s constrained to be O for
=1, ..., T.

Thus, given a first point Q outside the annotation-region,
that point () may be projected (via linear projection) towards
the reference point X  and onto the surface S . Methods of
performing such linear projections are well-known and shall
not be described 1n more detail herein. Let the projected
point on the surface S be the pomt Q . In essence, the
displacement function 1, takes 1n a barycentric coordinate w
(corresponding to the point Q6 with position vector q,)
relative to the set of predetermined points X, . .., X, and
outputs a displacement d with the following property: 11 R 1s
the point in the control parameter space 800 with position
vector g, +d having barycentric coordinate (w,, . . ., Wg)
relative to X, . . ., X4, and 1f the virtual object 200 1s
ammated by blending the N predetermined animations using
Bys..., Pr=2(Wy, ..., We, X, ..., Xe) as the set of blend
weights for the N predetermined animations, then the result-
ing animation will have control parameters equal to (or at
least substantially represented by) the projected point Q.
Thus, using blend weights based on the coeflicients of the
barycentric coordinate of the point R provides a blended
amimation that tries to provide the imitial intended set of
control parameters specified by the initial point Q. Use of the
point R 1n this manner results 1n a blended animation with
control parameters closer to the nitially desired control
parameters (as represented by the point Q) than if the
projected point Q, had been used without the displacement
to derive the blend weights (1.e. than 1f the blend weights
used were based on the coetlicients of the barycentric
coordinate for the point Q ). Thus, the point R determined
this way (and whose barycentric coordinate 1s used to
determine the blend weights for animation blending) com-
pensates for non-linearities introduced when blending the
two or more animations—simply using the barycentric coor-
dinate of @, (which 1s the linear projection of the mitial point
Q onto the surface S, ) to determine the blend weights would
not necessarily provide a blended animation that best cor-
responds to the target control parameters represented by the
point Q, and such non-linearities or errors are compensated
for, or corrected, by using the barycentric coordinate of the
point R 1nstead. The above description has provided some
examples of how to derive such a displacement function, but
it will be appreciated that other methods could be used
instead.

It will be appreciated that, whilst the displacement func-
tion(s) for an annotation-region (for a plurality of annota-
tions X, . . ., Xz), be they Type 1 or Type 2, have been
described as a function whose 1nput parameter 1s a barycen-
tric coordinate of a point P relative to those annotations
X,, ..., Xz and whose output 1s a displacement. However,
it will be appreciated that a displacement function could,
instead, take a different form of 1nput, e.g. an actual position
vector of the point P 1n the control parameter space 800.
Similarly, the displacement function could output the resul-
tant displaced point (the point P*) 1n the above descriptions
or, indeed, the barycentric coordinates of the displaced
point. The skilled person could, therefore, implement the
displacement function in a number of ways. It 1s only
relevant that, given an initial point 1n the control parameter
space (be that defined 1n terms of a barycentric coordinate,
a position vector, etc.) a displacement function may be used
to determine a further point 1n the control parameter space
whose barycentric coordinate may be used as the basis for
determining the blend weights.
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The predetermined functions of embodiments of the
invention thus implement non-linear barycentric interpola-
tion when determining blend weights. In particular, given a
point P 1n the control parameter space, one could simply use
the coeflicients w,, w,, . . ., W of 1ts barycentric coordinate
wW=(W,, W, . , W) relative the annotation points

X, ..., X ol a selected annotation-region for the point P
to determine the blend weights as (3, NS
(W, . . ., Weya X;, . . ., Xp)—this would be linear

barycentric interpolation. In contrast, the use of the displace-
ment function results in a non-linear barycentric interpola-
tion so as to obtain a point displaced from the point P and
having barycentric coordinate (w,, . . . , W) relative to
X,,...,X.—onethenuses (f,,...,Pr)EW,, ..., W,
X,, . .., Xz) as the set of blend weights for the N
predetermined animations. For example, 1f a point P lies
haltway along the line joining two annotations X, and X,
that correspond to animations A, an A, (the points X, and X,
having barycentric coordinates (1,0) and (0,1) respectively),
then a linear mterpolation would result 1n using 0.5 and 0.5
as the blend weights for the corresponding animations, as the
barycentric coordinate of the point P relative to X, and X,
1s (0.5,0.5). In contrast, the use of the displacement function
may result in using blend weights of, say, 0.46 and 0.54—1.¢.
non-linear barycentric interpolation is performed.

An annotation-region that has a corresponding Type 1
displacement function and one or more corresponding Type
2 displacement functions may be viewed as having a single
displacement function that uses/applies the separate Type 1
and Type 2 displacement functions as appropriate depending
on the location of the input point P relative to the annotation.
6—Animating Using the Mapping from the Control Param-
cter Space to the Blend Weight Space

As discussed above, the displacement function { may be
determined in an offline process prior to actually performing
any desired ammations, €.g. when compiling or building an
amimation engine 600 that 1s to be used 1n embodiments of
the invention. FIG. 16 1s a flow chart illustrating a method
1600 according to an embodiment of the mvention by which
the weight generation module 612 generates the blend
weights to be used, during runtime, for performing anima-
tion blending, 1.e. how the processing of the step 708 of FIG.
7 may be performed.

At a step 1602, the weight generation module 612
receives the control parameters 604. Thus, the weight gen-
eration module 612 receives an mput 1dentifying a first point
P 1n the control parameter space 800. This point P has a
position vector p in the control parameter space.

At a step 1604, the weight generation module 612 uses a
predetermined displacement function to determine, based on
the first point, a corresponding a second point 1n the control
parameter space.

There may be a plurality of predetermined displacement
functions available: for example (a) 1f there are a plurality of
annotation-regions, then each annotation-region may have
its own respective displacement function and (b) 1n some
embodiments, Type 2 displacement functions may be used 1n
addition to Type 1 displacement functions. Thus, the step
1604 may 1involve selecting one of the plurality of displace-
ment functions to use.

If the point P lies 1mnside an annotation-region, then that
annotation-region 1s selected as the annotation-region “of
interest”, and the corresponding Type 1 displacement func-
tion for that particular annotation-region 1s selected. The
second point may then be determined from the {first point
using that Type 1 displacement function. If the displacement
function 1s arranged to receive, as its mput parameter, a
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barycentric coordinate of a point and to output a displace-
ment (as has been described above), then the step 1604 may
involve: determining the barycentric coordinate of the first
point P relative to the annotations X, . . ., X that define the
selected annotation-region; using the predetermined dis-
placement function to calculate a displacement; and setting,
the second point to be the first point displaced by that
displacement. However, as mentioned above, the predeter-
mined displacement function may be arranged to receive
input or to provide outputs 1n different forms—however, 1n
essence, the same second point will result as has been
described above and the implementation (1.e. the interfaces)
to the displacement function are not important.

If the point P lies outside all of the annotation-regions,
then the annotation-region closest to the point P may be
selected—methods of identifying the closest annotation-
region will be well-known to the skilled person and shall
not, therefore, be described 1n more detail herein. If the
selected annotation-region 1s defined by corresponding
annotations X, . . ., X, then one of those annotations may
be selected as a point X  towards which the point P should
be projected. In particular, the barycentric coordinate
w=(W,, W,, ..., Wz) 0l the point P relative to the annotations
X,, ..., Xz may be determined—if a coellicient w,, 1s
negative, then the corresponding annotation X, may be
selected as the annotation towards which the point P should
be projected. The Type 2 displacement tunction 1, corre-
sponding to the point X may then be selected as the
predetermined displacement function. The second point may
then be determined from the first point using that Type 2
displacement function. If the displacement function 1is
arranged to receive, as its mput parameter, a barycentric
coordinate of a point and to output a displacement (as has
been described above), then the step 1604 may involve:
projecting the first point P (linearly towards the point X ) to
arrive at a pomnt P, on the surface S, corresponding to the
annotation X ; determining the barycentric coordinate of the
point P, relative to the annotations X, . . . , X that defin
the selected annotation-region; using the predetermined dis-
placement function to calculate a displacement; and setting,
the second point to be the point P, displaced by that
displacement. However, as mentioned above, the predeter-
mined displacement function may be arranged to receive
input or to provide outputs 1n different forms—however, 1n
essence, the same second point will result as has been
described above and the implementation (1.e. the interfaces)
to the displacement function are not important.

At a step 1606, the weight generation module 612 deter-
mines a barycentric coordinate w of the second point relative
to the annotations X, . . . , X for the annotation selected for
the first point. The blend weights to be used for the anima-
tion may then be based on this barycentric coordinate. For
example, if w=(w,, w,, . .., W), then the weight generation
module 612 may generate the blend weights as (3, . . .,
Br)=2(W,, ..., We, X,, ..., Xe), where (3, 1s the blend
weight for the n” predetermined animation. It will, however,
be appreciated that the blend weights ultimately used may be
some other function of the coeflicients of the second
barycentric coordinate (e.g. the blending module 616 may
perform some filtering or preprocessing on these coetlicients
before 1t actually uses them as blend weights).

It will be appreciated that the methods described have
been shown as individual steps carried out 1 a specific
order. However, the skilled person will appreciate that these
steps may be combined or carried out 1n a different order
whilst still achieving the desired result.
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It will be appreciated that embodiments of the invention
may be implemented using a variety of different information
processing systems. In particular, although the figures and
the discussion thereof provide an exemplary computing
system and methods, these are presented merely to provide
a useful reference 1 discussing various aspects of the
invention. Embodiments of the invention may be carried out
on any suitable data processing device, such as a personal
computer, laptop, personal digital assistant, mobile tele-
phone, set top box, television, server computer, etc. Of
course, the description of the systems and methods has been
simplified for purposes of discussion, and they are just one
of many different types of system and method that may be
used for embodiments of the invention. It will be appreciated
that the boundaries between logic blocks are merely 1llus-
trative and that alternative embodiments may merge logic
blocks or elements, or may 1mpose an alternate decompo-
sition of functionality upon various logic blocks or elements.

It will be appreciated that the above-mentioned function-
ality may be implemented as one or more corresponding
modules as hardware and/or software. For example, the
above-mentioned functionality may be implemented as one
or more software components for execution by a processor
of the system. Alternatively, the above-mentioned function-
ality may be implemented as hardware, such as on one or
more field-programmable-gate-arrays (FPGAs), and/or one
or more application-specific-integrated-circuits (ASICs),
and/or one or more digital-signal-processors (DSPs), and/or
other hardware arrangements. Method steps implemented 1n
flowcharts contained herein, or as described above, may
cach be implemented by corresponding respective modules;
multiple method steps implemented in flowcharts contained
herein, or as described above, may together be implemented
by a single module.

It will be appreciated that, insofar as embodiments of the
invention are implemented by a computer program, then a
storage medium and a transmission medium carrying the
computer program form aspects of the invention. The com-
puter program may have one or more program instructions,
or program code, which, when executed by a computer
carries out an embodiment of the invention. The term
“program,” as used herein, may be a sequence of instruc-
tions designed for execution on a computer system, and may
include a subroutine, a function, a procedure, a module, an
object method, an object implementation, an executable
application, an applet, a servlet, source code, object code, a
shared library, a dynamic linked library, and/or other
sequences of istructions designed for execution on a com-
puter system. The storage medium may be a magnetic disc
(such as a hard drive or a floppy disc), an optical disc (such
as a CD-ROM, a DVD-ROM or a BluRay disc), or a
memory (such as a ROM, a RAM, EEPROM, EPROM,
Flash memory or a portable/removable memory device), etc.
The transmission medium may be a communications signal,
a data broadcast, a communications link between two or
more computers, etc.

The mnvention claimed 1s:

1. A method of generating a target animation of a virtual
object, the target animation comprising a blend of two or
more animations from a plurality of predetermined anima-
tions, the blend comprising a weighted combination of the
two or more ammations based on respective blend weights
for the two or more animations, the method comprising:

recerving an mnput identitying a first point, specifying the

target animation, 1 a control parameter space, the
control parameter space comprising one or more pre-
determined groupings of predetermined points,
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wherein each predetermined grouping corresponds to a
respective portion of the control parameter space and
cach predetermined point corresponds either to a
respective one of the two or more animations or a
respective blend of the two or more animations,
wherein there are one or more predetermined properties
for animations of the virtual object and wherein each
predetermined point further defines a corresponding
value for at least one of the predetermined properties;

determining that the first point 1s situated outside of the
respective portions of the control parameter space;

identifying a particular predetermined grouping that cor-
responds to a portion closest to the first point;

identifying the two or more animations via one or more
predetermined points, 1n the particular predetermined
grouping, that correspond to the two or more anima-
tions;

projecting the first point onto a surface of the portion
closest to the first point;

identifying a projected point 1n the particular predeter-
mined grouping that corresponds to the portion closest
to the first point;

using a predetermined displacement function to deter-
mine, based on the projected point, a corresponding
second point in the particular predetermined grouping
that corresponds to the portion closest to the first point;
and

determining a barycentric coordinate for the second point,
the barycentric coordinate being defined relative to one
or more ol the predetermined points i the control
parameter space, wherein the blend weights for the two
or more animations are based on the barycentric coor-
dinate for the second point.

2. The method of claim 1, comprising;:

determining a barycentric coordinate for the first point,
the first barycentric coordinate being defined relative to
the predetermined points in the control parameter
space;

wherein said predetermined displacement function deter-
mines the second point using the barycentric coordinate
of the first point.

3. The method of claim 1, wheremn the displacement

function corresponds to one of: a displacement field and a
vector field.

4. The method of claam 1, wherein the predetermined

displacement function comprises receiving data 1identifying
the first point and to generate output comprising a displace-
ment corresponding to the first point, wherein said second
point 1s the first point displaced by the displacement.

5. The method of claam 1, wherein the predetermined

function 1s used to generate an animation of the wvirtual
object according to the blend weights for the two or more
amimations that are based on the barycentric coordinate of

t]
t

ne second point defined relative to the predetermined points
nat 1s substantially the same as the {first point.

6. The method of claim 5, wherein generating the anima-

tion further comprises:

using blend weights for the two or more animations that
are based on a barycentric coordinate of the first point
defined relative to predetermined points substantially
different from the {first point.

7. The method of claim 1, further comprising;:

blending the two or more animations according to respec-
tive blend weights based on a barycentric coordinate of
a given predetermined point in the control parameter
space, and wherein the second point compensates for
non-linearities mntroduced by the blending.
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8. The method of claim 1, wherein projecting the first

point onto the surface of the portion closet to the first point
COmprises:

linearly projecting the first point towards one of the
predetermined points in the particular predetermined
grouping that corresponds to the portion closest to the

first point.
9. The method of claim 8, wherein:

for each predetermined grouping there are one or more
corresponding predetermined displacement functions;
and

the displacement function used to determine the second
point 1s a predetermined displacement function associ-
ated with the particular predetermined grouping that
corresponds to the portion closest to the first point.

10. The method of claim 9, wherein the displacement

function used to determine the second point 1s selected based
on a predetermined point, included 1n the particular prede-
termined grouping, towards which the first point 1s pro-
jected.

11. A computer system, comprising:

a Processor;

a memory device holding at least one struction set
executable on the processor to cause the computer
system to perform operations for generating a target
animation of a virtual object, the target animation
comprising a blend of two or more animations from a
plurality of predetermined animations, the blend com-
prising a weighted combination of the two or more
animations based on respective blend weights for the
two or more animations, the operations comprising;

recerving an mnput identitying a first point, specifying the
target animation, 1 a control parameter space, the
control parameter space comprising one or more pre-
determined groupings of predetermined points,
wherein each predetermined grouping corresponds to a
respective portion of the control parameter space and
cach predetermined point corresponds either to a
respective one of the two or more animations or a
respective blend of the two or more animations,
wherein there are one or more predetermined properties
for animations of the virtual object and wherein each
predetermined point further defines a corresponding
value for at least one of the predetermined properties;

determining that the first point i1s situated outside of the
respective portions of the control parameter space;

identilying a particular predetermined grouping that cor-
responds to a portion closest to the first point;

identifying the two or more ammations via one or more
predetermined points, 1n the particular predetermined
grouping, that correspond to the two or more anima-
tions;

projecting the first point onto a surface of the portion
closest to the first point;

identifying a projected point 1n the particular predeter-
mined grouping that corresponds to the portion closest
to the first point;

using a predetermined displacement function to deter-
mine, based on the projected point, a corresponding
second point in the particular predetermined grouping,
that corresponds to the portion closest to the first point;
and

determining a barycentric coordinate for the second point,
the barycentric coordinate being defined relative to one
or more ol the predetermined points in the control
parameter space, wherein the blend weights for the two




US 9,652,879 B2

31

or more animations are based on the barycentric coor-
dinate for the second point.

12. The computer system of claim 11, the operations
comprising:

determining a barycentric coordinate for the first point,

the first barycentric coordinate being defined relative to
the predetermined points in the control parameter
space;

wherein said predetermined displacement function deter-

mines the second point using the barycentric coordinate
of the first point.

13. The computer system of claim 11, wherein the dis-
placement function corresponds to one of: a displacement
field and a vector field.

14. The computer system of claim 11, wherein the pre-
determined displacement function comprises at least one
operation for receiving data identifying the first point and to
generate output comprising a displacement corresponding to
the first point, wherein said second point 1s the first point
displaced by the displacement.

15. The computer system of claim 11, wherein the pre-
determined function comprises at least one operation used to
generate an animation of the virtual object according to the
blend weights for the two or more animations that are based
on the barycentric coordinate of the second point defined
relative to the predetermined points that 1s substantially the
same as the first point.

16. The computer system of claim 15, wherein generating
the animation further comprises at least one operation for:

using blend weights for the two or more animations that

are based on a barycentric coordinate of the first point
defined relative to predetermined points substantially
different from the {first point.

17. The computer system of claim 11, the operations
turther comprising:

blending the two or more animations according to respec-

tive blend weights based on a barycentric coordinate of
a given predetermined point in the control parameter
space, and wherein the second point compensates for
non- linearities mtroduced by the blending.

18. The computer system of claim 11, wherein projecting
the first point onto the surface of the portion closest to the
first point comprises at least one operation for:

linearly projecting the first point towards one of the

predetermined points 1n the particular predetermined
grouping that corresponds to the portion closest to the
first point.

19. The computer system of claim 18, wherein:

for each predetermined grouping there are one or more

corresponding predetermined displacement functions;
and

the displacement function used to determine the second

point 1s a predetermined displacement function associ-
ated with the particular predetermined grouping that
corresponds to the portion closest to the first point.

20. The computer system of claim 19, wherein the dis-
placement function used to determine the second point 1s
selected based on a predetermined point, included in the
particular predetermined grouping, towards which the first
point 1s projected.

21. A non-transitory computer-readable medium storing
executable instructions thereon, which, when executed by a
processor, cause the processor to perform operations for
generating a target animation of a virtual object, the target
amimation comprising a blend of two or more animations
from a plurality of predetermined ammations, the blend
comprising a weighted combination of the two or more
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amimations based on respective blend weights for the two or
more animations, the operations including:
recerving an mput identifying a first point, specifying the
target animation, 1in a control parameter space, the
control parameter space comprising one or more pre-
determined groupings of predetermined points,
wherein each predetermined grouping corresponds to a
respective portion of the control parameter space and
cach predetermined point corresponds either to a
respective one of the two or more animations or a
respective blend of the two or more animations,
wherein there are one or more predetermined properties
for animations of the virtual object and wherein each
predetermined point further defines a corresponding
value for at least one of the predetermined properties;

determiming that the first point 1s situated outside of the
respective portions of the control parameter space;

identifying a particular predetermined grouping that cor-
responds to a portion closest to the first point;

identifying the two or more ammations via one or more
predetermined points, 1n the particular predetermined
grouping, that correspond to the two or more anima-
tions;

projecting the first point onto a surface of the portion

closest to the first point;

identifying a projected point in the particular predeter-

mined grouping that corresponds to the portion closest
to the first point;

using a predetermined displacement function to deter-

mine, based on the projected point, a corresponding
second point in the particular predetermined grouping
that corresponds to the portion closest to the first point;
and

determining a barycentric coordinate for the second point,

the barycentric coordinate being defined relative to one
or more ol the predetermined points in the control
parameter space, wherein the blend weights for the two
or more animations are based on the barycentric coor-
dinate for the second point.

22. The computer-readable medium of claim 21, the
operations comprising:

determinming a barycentric coordinate for the first point,

the first barycentric coordinate being defined relative to
the predetermined points in the control parameter
space;

wherein said predetermined displacement function deter-

mines the second point using the barycentric coordinate
of the first point.

23. The computer-readable medium of claim 21, wherein
the displacement function corresponds to one of: a displace-
ment field and a vector field.

24. The computer-readable medium of claim 21, wherein
the predetermined displacement function comprises at least
one operation for receiving data identifying the first point
and to generate output comprising a displacement corre-
sponding to the first point, wherein said second point 1s the
first point displaced by the displacement.

25. The computer-readable medium of claim 21, wherein
the predetermined function comprises at least one operation
used to generate an ammation of the virtual object according
to the blend weights for the two or more animations that are
based on the barycentric coordinate of the second point
defined relative to the predetermined points that 1s substan-
tially the same as the first point.

26. The computer-readable medium of claim 25, wherein
generating the anmimation further comprises at least one
operation for:
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using blend weights for the two or more animations that
are based on a barycentric coordinate of the first point
defined relative to predetermined points substantially
different ifrom the first point.

27. The computer-readable medium of claam 21, the 5
operations further comprising;:

blending the two or more animations according to respec-

tive blend weights based on a barycentric coordinate of

a given predetermined point in the control parameter
space, and wherein the second point compensates for 10
non- linearities introduced by the blending.

28. The computer-readable medium of claim 21, wherein
projecting the first point onto the surface of the portion
closest to the first point comprises at least one operation for:

linearly projecting the first point towards one of the 15

predetermined points 1n the particular predetermined
grouping that corresponds to the portion closest to the
first point.

29. The computer-readable medium of claim 28, wherein:

for each predetermined grouping there are one or more 20

corresponding predetermined displacement functions;
and

the displacement function used to determine the second

point 1s a predetermined displacement function associ-
ated with the particular predetermined grouping that 25
corresponds to the portion closest to the first point.

30. The computer-readable medium of claim 29, wherein
the displacement function used to determine the second
point 1s selected based on a predetermined point, included in
the particular predetermined grouping, towards which the 30
first point 1s projected.
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