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SYSTEM AND METHOD OF ANALYZING
AUDIO DATA SAMPLES ASSOCIATED WITH
SPEECH RECOGNITION

I. FIELD

The present disclosure 1s generally related to speech
recognition.

II. DESCRIPTION OF RELATED ART

Advances 1 technology have resulted in smaller and
more powerful computing devices. For example, there cur-
rently exist a variety ol portable personal computing
devices, including wireless telephones such as mobile and
smart phones, tablets and laptop computers that are small,
lightweight, and easily carried by users. These devices can
communicate voice and data packets over wireless net-
works. Further, many such devices incorporate additional
functionality such as a digital still camera, a digital video
camera, a digital recorder, and an audio file player. Also,
such devices can process executable instructions, including
software applications, such as a web browser application,
that can be used to access the Internet. As such, these devices
can 1nclude significant computing capabilities.

To enable hands-iree operation, mobile devices increas-
ingly allow users to provide input via speech. Speech
recognition functions can use considerable processing
power. Accordingly, a mobile device may turn ofl certain
speech recognition capabilities (e.g., circuits or subsystems
used for speech recognition) while the mobile device 1s 1n a
low power state (e.g., a sleep or standby state) in order to
conserve power. The mobile device may include a speech
detector that 1s operational when the mobile device 1s 1n the
low-power state. The speech detector may activate the
speech recognition capabilities (e.g., by waking up the
circuits or subsystems used for speech recognition) when
speech 1s detected. For example, when the speech detector
detects user speech (or a user utterance corresponding to a
keyword), the speech detector may activate the speech
recognition capabilities. When the speech recognition capa-
bilities are ready to receirve input, the mobile device may
provide a prompt to the user indicating that the mobile
device 1s ready to recerve a command. Because of the time
it takes to prepare the speech recognition capabilities to
receive mput, there can be a delay between when the user
speaks to wake up the mobile device and when the user 1s
able to provide the command.

III. SUMMARY

It may be more convenient to the user to awaken a mobile
device and provide a command to the mobile device using
a single sentence or utterance (e.g., without waiting for a
prompt from the mobile device to indicate that the mobile
device 1s ready to receive a command). For example, the
user may prefer to use an ordinary sentence structure to
address the mobile device (e.g., using a keyword) and to
state the command or mterrogatory (e.g. a command phrase).
To 1llustrate, the user may state “Device, what 1s the weather
like outside?” without unusual pauses.

In order to accommodate such a keyword/command
phrase 1mput (e.g., a sentence) when the speech recognition
capabilities of the mobile device are 1n a low power state, the
mobile device may bufler (e.g., save in a memory device)
audio data corresponding to the speech and subsequently
process the audio data when the speech recognition capa-
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bilities are ready. The speech recognition capabilities may be
provided by or may correspond to a processor that executes
a speech recognition engine. Thus, making the speech rec-
ognition capabilities ready to process speech may include
transitioning the processor from a low power state (e.g. a
sleep state or standby state) to a higher power state (e.g., a
ready state) and loading instructions corresponding to the
speech recognition engine to the processor.

In a particular aspect, a mobile device may include a
coder/decoder (CODEC) that includes a keyword detector
(e.g., a digital signal processor executing instructions to
detect a keyword (or a set of keywords) 1n user speech). The
mobile device may also include an application processor
configured to execute a speech recognition engine. The
keyword detector may be a relatively low power device as
compared to the application processor. Thus, when the
mobile device 1s 1n a low power state, the keyword detector
may remain active and the application processor may be
mactive (e.g., in a sleep or standby state). The CODEC may
also include a first bufler. When the keyword detector
detects a keyword 1n audio data corresponding to an utter-
ance from the user, the CODEC may bufler the audio data
at the first bufler. Additionally, in response to detecting the
keyword, the CODEC may send an indication to the appli-
cation processor to cause the application processor to
awaken from the low power state. In response to receiving
an indication from the CODEC, the application processor
may activate (e.g., mnitialize) a bus that couples the appli-
cation processor to the CODEC to enable communication
between the CODEC and the application processor. Addi-
tionally, the application processor may begin initializing the
speech recognition engine (e.g., loading instructions corre-
sponding to the speech recognition engine from a memory).

The CODEC may continue to bufler the audio data until
the bus between the application processor and the CODEC
1s active. When the bus 1s ready, the audio data at the first
bufler may be transierred via the bus to a second butler at the
application processor. The first bufler may have less storage
capacity than the second bufler (e.g., to reduce cost associ-
ated with the first bufler). For example, while the second
bufler may be capable of storing audio data associated with
an entire command phrase, the first buller may not have
suilicient capacity to store the entire command phrase. After
the keyword 1s detected and while the speech recognition
engine 1s being prepared, audio data (e.g., portions of the
command phrase) may continue to be recerved at the mobile
device. The audio data may be bullered at the first bufler and
transferred, 1n a first in first out manner, from the first bufer
to the second bufler via the bus. Thus, the first buller need
not be large enough to store the entire command phrase.
Rather, 1t 1s suflicient for the first buller to be large enough
to store audio data that 1s received during a time for the bus
to be 1mtialized.

The second bufler may continue to receive and builer
audio data while the speech recognition engine 1s prepared
for execution. When the speech recognition engine 1s ready,
the speech recognition engine may access the audio data
from the second bufler to perform speech recogmition to
determine whether the audio data includes a command
phrase. When the audio data includes a command phrase, the
application processor may cause an action corresponding to
the command phrase to be performed. For example the
application processor may cause an application associated
with the command phrase to be executed or may provide
input to the application based on the command phrase.

In a particular aspect, an apparatus includes a coder/
decoder (CODEC) including a first processor and a first
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builer. The first processor 1s configured to analyze audio data
samples to detect a keyword, and the CODEC 1s configured
to store a set of audio data samples at the first bufler. The
apparatus also includes an application processor configured
to recerve the set of audio data samples from the CODEC via
a bus and configured to mnitialize a speech recognition
engine (SRE) based on the set of audio data samples. The
application processor 1s configured to 1nitialize the bus based
on an indication from the CODEC that the keyword is
detected.

In another particular aspect, a method includes obtaiming
audio data samples at a first processor and analyzing the
audio data samples to detect a keyword. The method also
includes, after detecting the keyword, storing a set of audio
data samples at a first buller of a CODEC and sending an
indication of detection of the keyword to an application
processor. The application processor 1s configured to 1nitial-
1zes a bus to enable communication between the CODEC

and the application processor based on the indication from
the CODEC. The method also includes, after the bus 1s

iitialized, sending the set of audio data samples to the
application processor to perform speech recognition.

In another particular aspect, a computer-readable storage
device stores 1nstructions that are executable by a processor
of a coder/decoder (CODEC) to cause the processor to
perform operations including analyzing audio data samples
to detect a keyword. The operations also include, after
detecting the keyword, storing a set of audio data samples at
a first bufler of the CODEC and sending an indication of
detection of the keyword to an application processor. The
application processor 1s configured to initialize a bus to
enable communications between the CODEC and the appli-
cation processor based on the indication from the CODEC.
The operations also include, after the bus 1s 1mitialized,
sending the set of audio data samples to the application
processor to perform speech recognition.

One particular advantage provided by at least one of the
disclosed embodiments 1s that buflering audio data at the
CODEC before providing the audio data to a second bufler
at the application processor, as described herein, allows the
user to conveniently provide a keyword/command phrase
sentence (without waiting for the mobile device to wake up
and provide a prompt). Additionally, cost of the mobile
device 1s not significantly increased by this arrangement
because a relatively low cost bufler can be used at the
CODEC since the bufler at the CODEC does not need to be
large enough to store the entire command phrase.

Other aspects, advantages, and features of the present
disclosure will become apparent after review of the entire
application, including the following sections: Brief Descrip-
tion of the Drawings, Detailed Description, and the Claims.

IV. BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a diagram 1illustrating a particular embodiment
of the system 100 that includes a device 102 that 1s capable
of receiving commands via speech;

FIG. 2 1s a diagram 1llustrating a particular embodiment
of a first stage during interaction between a CODEC and an
application processor of the device of FIG. 1;

FIG. 3 1s a diagram 1llustrating a particular embodiment
of a second stage during interaction between the CODEC
and the application processor of the device of FIG. 1;

FIG. 4 1s a diagram 1llustrating a particular embodiment
of a third stage during interaction between the CODEC and
the application processor of the device of FIG. 1;
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FIG. 5 1s a diagram 1llustrating a particular embodiment
of a fourth stage during interaction between the CODEC and

the application processor of the device of FIG. 1;

FIG. 6 1s a diagram 1illustrating a particular embodiment
of a fifth stage during interaction between the CODEC and
the application processor of the device of FIG. 1;

FIG. 7 1s a diagram 1llustrating a particular embodiment
of a sixth stage during interaction between the CODEC and
the application processor of the device of FIG. 1;

FIG. 8 1s a flowchart illustrating a particular embodiment
ol a method performed by the device of FIG. 1; and

FIG. 9 15 a block diagram of a particular embodiment of
an electronic device including the CODEC and the applica-
tion processor of FIG. 1.

V. DETAILED DESCRIPTION

FIG. 1 1s a diagram 1illustrating a particular embodiment
of a system 100 that includes a device 102 that 1s capable of
receiving commands via speech. The device 102 may
include or correspond to a mobile device, a portable tele-
phony device, a computing device (e.g., a tablet computer,
a personal digital assistant, a laptop computer, etc.), a
navigation device, a wearable computing device, an in-
vehicle computing device (such as a driver assistance
device), or another device configured to receive commands
via speech. The device 102 may include an audio transducer,
such as a microphone 108, that 1s capable of detecting an
utterance 106 from a user 104. In some instances, the
utterance 106 may include a keyword 110, a command
phrase 112, or both. For example the user 104 may speak the
keyword 110 followed by the command phrase 112 (e.g., as
a keyword/command phrase sentence). The device 102 may
be configured to receive the keyword 110 and the command
phrase 112 without requiring that the user 104 wait for a
prompt between the keyword 110 and the command phrase
112.

The device 102 includes a coder/decoder (CODEC) 120
coupled to the microphone 108 and an application processor
150 coupled to the CODEC via a bus 140. For example, the
CODEC 120 may include a first bus iterface 138 coupled
to the bus 140, and the application processor 150 may
include a second bus interface 152 coupled to the bus 140.
The device 102 may also include a memory 160 that stores
instructions 162. The mstructions 162 may be executable by
the application processor 150 or by another processor (not
shown) of the device 102. For example, the instructions 162
may correspond to an application that 1s executable based on
a command in the command phrase 112. To 1illustrate, the
application may be a navigation or map program that is
executed 1n response to the command phrase “where am 1?77
(or another navigation or location related command phrase).
As another example, the application may be executable to
receive mput based on the command phrase 112. To 1llus-
trate, the application may be a search application that
receives a search query responsive to the command phrase
112. In yet another example, the application may be
executed and may receive input based on the command
phrase 112. To 1llustrate, in response to the command phrase
“call mom,” a communication application may be started
and 1mput indicating a type ol communication (e.g., a call) or
a destination of the communication (e.g., a telephone num-
ber associated with a contact 1dentified as “mom”) may be
provided to the communication application.

In a particular embodiment, keyword detection and com-
mand phrase recognition functions are divided 1n the device
102 between the CODEC 120 and the application processor
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150, respectively. For example, the CODEC 120 may
include a processor configured to execute a keyword detec-
tor 130. The keyword detector 130 1s configured to analyze
audio data samples to detect keywords, such as the keyword
110. The application processor 150 may be configured to
initialize and execute a speech recognition engine (SRE) 154
to 1dentily a command phrase, such as the command phrase
112, in an utterance 106 by the user.

In the embodiment 1llustrated in FIG. 1, the CODEC 120
includes an audio detector 122. The audio detector 122 may
be configured to receive audio data 111 from the microphone
108 or from other circuitry (not shown), such as an analog-
to-digital converter (ADC) or other circuitry coupled to the
microphone 108. The audio detector 122 may be configured
to determine whether an acoustic signal received at the
microphone 108 and represented by the audio data 111
satisfies a threshold. For example, the audio detector 122
may determine whether the audio data 111 satisfies a thresh-
old. To 1illustrate, the threshold may be a volume threshold,
and the audio detector 122 may determine whether the audio
data 111 1s sufliciently loud to indicate that speech may be
present 1n the acoustic signal. As another illustrative
example, the threshold may be a frequency threshold, and
the audio detector 122 may determine whether the audio
data 111 1s within a frequency range corresponding to human
speech.

When the audio detector 122 determines that the audio
data 111 1s of interest (e.g., may include speech), the portion
of the audio data 111 may be provided to the keyword
detector 130, as audio data samples 115. In a particular
embodiment, the portion of the audio data 111 1s provided to
the keyword detector 130 via a plurality of buflers (e.g.,
alternating buflers 124). In this embodiment, the alternating
buflers 124 include a first alternating bufler 126 and a
second alternating bufler 128. When one of the alternating
buflers (e.g., the second alternating bufler 128) 1s 1 a
receive mode, the other alternating bufler (e.g., the first
alternating bufler 126) 1s 1n a send mode. The alternating
butler that 1s 1n the receive mode (e.g., the second alternating,
bufler 128) may receive and store audio data from the
microphone 108 (e.g., a portion of the audio data 111). The
alternating bufler that 1s 1n the send mode (e.g., the first
alternating builer 126) may send audio data 113 stored at the
alternating butler to the keyword detector (e.g., as a portion
of the audio data samples 115). When the alternating bufler
in the receive mode 1s full, the alternating buflers switch
roles (e.g., the alternating bufler in the receive mode
switches to the send mode, and the alternating bufler 1n the
send mode switches to the receive mode). In other embodi-
ments, the alternating buflers 124 are not used and other
buflering mechanisms are used to allow the keyword detec-
tor 130 to receive and analyze the audio data samples 115.

The audio data samples 115 may correspond to portions of
the audio data 111 that may include speech based on the
determination by the audio detector 122. The keyword
C

etector 130 may process the audio data samples 115 to
detect a keyword, such as the keyword 110. For example, the
keyword detector 130 may compare the audio data samples
115 (or features extracted from the audio data samples) to a
keyword model from a memory. In another example, the
keyword detector 130 may analyze the audio data samples
(or features extracted from the audio data samples 115)
using a temporal pattern recognition process, such as a
Markov chain model, a hidden Markov model, a semi-
Markov model, or a combination thereof. The memory may
correspond to a first bufler 132 or may correspond to a
different memory (not shown).
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When the keyword detector 130 detects a keyword, the
keyword detector 130 may provide a signal to an interrupt
controller 134. The interrupt controller 134 may provide an
indication 136 to the application processor 150 (e.g., via a
connection other than the bus 140). Prior to receiving the
indication 136, the application processor 150 and the bus
140 may be in a low power state (e.g., a sleep or standby
state). In response to the indication 136, the application
processor 150 may begin mitializing the bus 140. Addition-
ally, the application processor 150 may begin initialization
of the speech recognition engine 154.

After detecting the keyword 1n the audio data samples
1135, the keyword detector 130 may cause a set of audio data
samples 117 to be stored at the first builer 132. The set of
audio data samples 117 may include all of the audio data
samples 115 or may correspond to a subset of the audio data
samples 115. For example, the set of audio data samples 117
may exclude audio data samples corresponding to the key-
word. As another example, the keyword may be detected by
the keyword detector 130 before all of the audio data
samples corresponding to the keyword have been analyzed.
To 1llustrate, as each audio data sample i1s analyzed, the
keyword detector 130 may update a confidence value indi-
cating a confidence that a keyword 1s present 1n the audio
data samples 115. When the confidence satisfies a threshold,
the keyword detector 130 may determine that the keyword
1s present. In this example, the set of audio data samples 117
may include audio data samples that are received atter the
keyword detector 130 determines that the keyword 1s pres-
ent. Thus, the set of audio data samples 117 may include a
portion ol a keyword. In this example, the keyword detector
130 may identily a last audio data sample of the keyword 1n
the set of audio data samples 117.

In a particular embodiment, establishing a communication
connection 170 via the bus 140 1s not instantaneous. For
example, mitializing the bus 140 and preparing the bus 140
for communication between the CODEC 120 and the appli-
cation processor 150 may take on the order of tens to
hundreds of milliseconds (e.g., 10 milliseconds to 1000
milliseconds). Thus, additional data may be received from
the microphone 108 aiter the indication 136 1s sent and
before the bus 140 1s ready. The additional data may be
stored at the first bufler 132 (e.g., as part of the set of audio
data samples 117) until the bus 140 1s ready.

When the bus 140 1s ready (e.g., when the communication
connection 170 1s established between the CODEC 120 and
the application processor 150), at least a portion 119 of the
set of audio data samples 117 may be transierred over the
communication channel 170 to the second bufler 156. In a
particular embodiment, all of the audio data samples of the
set of audio data samples 117 are transierred to the second
buffer 156. In another embodiment, a subset of the set of
audio data samples 117 1s transferred. For example, as
explained above, the set of audio data samples 117 may
include data corresponding to at least a portion of the
keyword 110. In this example, the portion 119 of the set of
audio data samples 117 transferred to the second bufler 156
may exclude the portion of the keyword 110. For example,
the keyword detector 130 may determine the final audio data
sample of the keyword 110, and the next audio data sample
may be used as a starting point for transierring of the portion
119 of the set of audio data samples 117 to the second builer
156.

As additional audio data samples are received from the
microphone 108, the additional data samples may be bulil-
ered at the first buffer 132 and subsequently transferred (in
a first 1in first out manner) to the second bufler 156. On
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average (e.g., over a second), the audio data samples bull-
ered at the first bufler 132 may be sent to the second builer
156 at the same rate that new audio data samples are
recerved at the first bufler 132. Thus, the first bufler 132 does
not need to store the entire command phrase 112. Rather, 1t
1s suilicient for the first buller 132 to have capacity to store
audio data samples that may be received during a time
period between a first time at detection of the keyword 110
and a second time when the bus 140 1s ready. For example,
the first buller 132 may be sized (e.g., have capacity) to store
approximately 250 milliseconds worth of audio data samples
at an audio sampling rate of 16 samples per millisecond.

The second builer 156 may continue to store audio data
samples 119 until the speech recogmition engine 154 1s
ready. When the speech recognition engine 154 1s ready, the
speech recognition engine 154 may access the second butler
156 and perform speech recognition on the audio data
samples 119 from the second bufler 156. For example, the
speech recognition engine 154 may determine whether the
utterance 106 includes a command phrase, such as the
command phrase 112. To 1illustrate, the speech recognition
engine 134 may analyze the audio data samples 119 (or
teatures extracted from the audio data samples 119) using a
temporal pattern recognition process, such as a Markov
chain model, a hidden Markov model, a semi-Markov
model, or a combination thereof. When the speech recog-
nition engine 154 detects and recognizes the command
phrase 112, the application processor 150 may determine
whether the command phrase 112 1s mapped to a particular
action (e.g., based on mapping information (not shown) 1n
the memory 160. If the command phrase 112 1s mapped to
a particular action, the application processor 150 may 1ni-
tiate the particular action responsive to the command phrase
112. For example, the application processor 150 may cause
the 1nstructions 162 from the memory 160 to be executed to
provide a service (e.g., display a map) or a response (e.g.,
provide directions) based on the command phrase 112. Thus,
the system 100 enables the user 104 to conveniently provide
a keyword/command phrase sentence without waiting for
the device 102 to wake up and provide a prompt.

FIGS. 2-7 illustrate stages of interaction between the
CODEC 120 and the application processor 150 of FIG. 1.
FIG. 2 illustrates a particular embodiment of a first stage
during interaction between the CODEC 120 and the appli-
cation processor 150. In the first stage, no keyword 110 has
been detected by the keyword detector 130. For example,
other sounds 210 may be received by the microphone 108
betore the keyword 110 1s recerved at the microphone 108.
When the other sounds 210 are received, the audio detector
122 of FIG. 1 may indicate that no speech 1s present (e.g.,
the other sounds 210 fail to satisiy a threshold). Alternately,
the audio detector 122 may determine that the other sounds
210 satisty the threshold and may provide audio data to the
keyword detector 130; however, the keyword detector 130
may determine that the audio data corresponding to the other
sounds 210 does not include the keyword 110. During the
first stage 1llustrated in FIG. 2 (e.g., before the keyword 110
1s detected), the application processor 150 and the bus 140
may be 1n a low power state, such as a sleep state or standby
state, 1n order to conserve power.

FIG. 3 illustrates a particular embodiment of a second
stage during interaction between the CODEC 120 and the
application processor 150. In the second stage, the keyword
110 1s detected by the keyword detector 130. For example,
the keyword detector 130 may analyze received audio data
samples and may determine a confidence value indicating a
likelithood (based on the received audio data samples) that
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the keyword 1s present in the utterance 106. When the
confidence value satisfies a threshold (e.g., indicates a
relatively high probabaility that the utterance 106 includes the
keyword 110), the keyword detector 130 may determine that
the keyword 110 1s present. Thus, for example, the keyword
detector 130 may detect the keyword 110 based on only a
portion of the keyword 110.

When the keyword 110 1s detected, the keyword detector
130 may cause audio data samples to be stored at the builer
132. For example, as illustrated in FIG. 3, audio data
samples corresponding to a start 310 of the keyword 110
may be stored at the bufler 132 while an end of the keyword
312 1s still being received at the microphone 108. Thus, 1n
a particular embodiment, bullering of audio data samples at
the first buller 132 may begin before the command phrase
112 1s received at the microphone 108.

Additionally, when the keyword 110 1s detected, the
keyword detector 130 may send an 1ndication 330 of detec-
tion of the keyword 110 to the application processor 150
(e.g., via a connection (not shown) between the CODEC 120
and the application processor 150 that 1s distinct from the
bus 140). In response to the indication 330, the application
processor 150 may begin transitioning from a low power
state to a higher power state (e.g., a ready state). For
example, the application processor 150 may begin 1nitializ-
ing the bus 140. Additionally, the application processor 150
may begin loading instructions corresponding to the speech
recognition engine 154.

FIG. 4 illustrates a particular embodiment of a third stage
during interaction between the CODEC 120 and the appli-
cation processor 150. In the third stage, the keyword 110 has
been detected but the bus 140 1s not ready. Thus, the third
stage corresponds to a time period for the bus 140 to
transition from the low power state to the awake state, which
may be more than 10 milliseconds. Since the microphone
108 may sample the acoustic signal multiple times during
the time period for the bus 140 to be readied, additional
samples may be received at the CODEC 120 after detection
of the keyword 110 and before the bus 140 i1s ready. The
additional audio data samples may be builered at the first
bufler 132. Additionally, during the third stage, the keyword
detector 130 may 1dent1fy a last audio data sample of the
keyword 110 1n the bufler 132. To illustrate, in the example
illustrated 1n FIG. 4, the first bufler 132 includes several
audio data samples corresponding to the keyword 110 and
several audio data samples corresponding to the command
phrase (CP) 112 or other audio data samples that are
subsequent to the last audio data sample of the keyword 110.
The keyword detector 130 may determine which audio data
sample 1n the buller 132 1s the last audio data sample of the
keyword 110.

FIG. § illustrates a particular embodiment of a fourth
stage during interaction between the CODEC 120 and the
application processor 150. In the fourth stage, the bus 140 1s
ready (e.g., the communication channel 170 1s available
between the CODEC 120 and the application processor
150). When the bus 140 1s ready, a set of audio data samples
tollowing the last audio data sample of the keyword 110 may
be transierred via the bus 140 from the first bufler 132 to the
second bufler 156. Audio data samples that correspond to the
keyword 110 may be flushed from the first bufler 132. In
another embodiment, the audio data samples corresponding
to the keyword 110 may be transferred to the second bufler
156 via the bus 140 and may be omitted by the speech
recognition engine 154 from processing.

FIG. 6 1llustrates a particular embodiment of a fifth stage
during interaction between the CODEC 120 and the appli-
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cation processor 150. In the fifth stage, the audio data
samples stored at the first bufler 132 when the bus 140 was
ready (e.g., at the fourth stage) have all been sent to the
second bufler 156. The speech recognition engine 154 may
take longer to prepare than the bus 140. For example, the
speech recognition engine 154 may take more than one
second to be ready. Accordingly, additional audio data
samples may be received after the bus 140 i1s ready and
before the speech recognition engine 1354 1s ready. The
additional audio data samples may be buflered at the first
butler 132 and subsequently transferred to the second bufler
156 while the speech recognition engine 154 1s being
prepared.

In some instances, the command phrase 112 may be
longer than can be stored at the first bufler 132 based on a
capacity of the first bufler 132. Accordingly, the first bufler
132 may receive audio data samples from a microphone 108
at approximately the same average rate that 1t sends audio
data samples to the second builer 156. In another example,
the first bufler 132 may send audio data samples to the
second builer 156 at a rate that 1s greater than a rate that the
audio data samples are received by the first butler 132. The
second bufler 156 may be considerably larger than the first
bufler 132. Accordingly, the second bufler 156 may have
suilicient capacity to store the entire command phrase 112
while the speech recognition engine 154 1s being prepared.

FIG. 7 1llustrates a particular embodiment of a sixth stage
during interaction between the CODEC 120 and the appli-
cation processor 150. In the sixth stage, the speech recog-
nition engine 154 1s ready. When the speech recognition
engine 154 1s loaded and ready to execute, the speech
recognition engine 154 may access audio data samples from
the second bufler 156. The speech recognition engine 154
may perform speech recognition on the audio data samples
from the second bufler 156, and may initiate other actions
based on the detected command phrase 112. For example,
the speech recognition engine 154 may cause instructions
corresponding to another application to be executed at the
application processor 150. In some embodiments, when the
command phrase 1s particularly long, audio data samples
may continue to be provided from the first bufler 132 to the
second buller 156 after the speech recognition engine 154 1s
prepared. The SRE 154 may process the audio data samples
from the second bufller 156 1n real time (e.g., at approxi-
mately the same average rate that the audio data samples are
received at the second bufler 156) or may process the audio
data samples from the second bufler 156 at a rate that is
taster than 1n real time (e.g., at an average rate that 1s greater
than a rate at which the audio data samples are recerved at
the second bufler 156). When the SRE 1354 processes the
audio data samples faster than real time, overall latency of
recognizing commands and taking corresponding actions
can be reduced since delay associated with the SRE 154 1s
low. Thus, the CODEC 120 and application processor 150
enable a user to conveniently provide a keyword/command
phrase sentence without waiting for the application proces-
sor 150 to wake up and provide a prompt.

When the speech recognition engine 134 has performed
speech recognition to identity the command phrase 112
(e.g., text corresponding to the command phrase 112), the
application processor 150 may determine an action to be
performed responsive to the command phrase. For example,
the memory 160 may include data mapping particular com-
mand phrases to corresponding actions. After determiming,
an action corresponding to the command phrase 112, the
application processor 150 may cause the action(s) to be
performed. If no additional input is received (e.g., there 1s no
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activity), the application processor 150 may subsequently
return to a low power state. For example, the application
processor 150 and the bus 140 may be transitioned back to
the low power state to await additional mput.

Although FIGS. 1-7 have been described in terms of
receiving and processing audio data, the CODEC 120 and
application processor 150 may be used 1n a similar manner
to process other data. For example, rather than, or 1n addition
to, recerving audio data samples, the CODEC 120 may
receive 1mage irames (e.g., video data samples). In this
example, the audio detector 122 may be replaced with or
supplemented with an 1mage pattern detector (e.g., a light
detector, an edge detector, a color detector, a motion detec-
tor, or another relatively simple, fast detector) that can
screen 1mage data substantially 1n real time to detect an
image frame or a set of image frames that may be of interest.
Additionally, 1n this example, the keyword detector 130 may
be replaced with or supplemented with an 1mage processing
device, such as a face detector or an object detector. The
image processing device may determine whether an object
of interest 1s present 1n the image frame or the set of 1mage
frames and may cause 1mage frames to be bulilered at the
first bufler 132 while a more complex processing system,
such as a video processing system, 1s prepared for execution
by the application processor 150. When the bus 140 1s ready,
the 1image frames may be transferred (in a first-in-first-out
manner, as described above) from the first butler 132 to the
second bufler 156 for processing by the video processing
system. The video processing system may analyze the image
frames from the second bufler 156 to detect, for example, a
gesture, a facial expression, or another visual cue. In this
example, the video processing system may cause an action
to be performed based on the analysis of the image frames.
To 1llustrate, the system 1n this example may be used 1n a
gesture recognition system. Thus, a gesture by a user may be
detected and an action corresponding to the gesture may be
performed. In addition to, or instead of, audio data and
image data, the CODEC 120 and application processor 150
may be used to process other data, such as data from a
sensor, 1n circumstances which may benefit from keeping
the application processor 150 1n a low power state until
relevant data 1s received, then buflering the data while the
application processor 150 1s readied to analyze the data.

FIG. 8 1s a flow chart of a particular embodiment of a
method 800 of performing speech recognition. The method
800 may be performed by the device 102 of FIG. 1. The
method 800 includes, at 802, sampling and digitizing acous-
tic signals received at an audio transducer. For example, the
audio transducer may include or correspond to the micro-
phone 108 of FIG. 1. The microphone 108 of FIG. 1 and
other circuitry, such as an ADC, may sample and digitize
acoustic signals, such as the utterance 106, to generate the
audio data 111.

The method 800 may also include, at 804, obtaining audio
data samples at a keyword detector of a CODEC. The audio
data samples may correspond to portions of the sampled and
digitized acoustic signals that satisty a threshold. For
example, the audio data 111 may be provided to the audio
detector 122 of FIG. 1. The audio detector 122 may deter-
mine whether any portion of the audio data 111 satisfied a
threshold that indicates that speech may be present in the
audio data 111. When the audio detector 122 determines that
a portion of the audio data 111 may include speech, the
portion of the audio data 111 may be provided to the
keyword detector as the audio data samples 1135.

The method 800 also includes, at 806, analyzing the audio
data samples using the keyword detector to detect a key-




US 9,652,017 B2

11

word. For example, the keyword detector 130 may analyze
the audio data samples 115 to determine whether the audio
data samples 115 include a keyword. The method may also
include, at 808, after detecting the keyword, storing a set of
audio data samples at a first buller of the CODEC. For
example, after the keyword detector 130 detects the keyword
110 based on the audio data samples 115, the keyword
detector 130 may cause the first bufler 132 to store a set of
audio data samples 117. The set of audio data samples 117
may include all of the audio data samples 1135 or may include
a subset of the audio data samples 115, such as those
portions of the audio data samples 115 received after the
keyword 110 was detected.

In a particular embodiment, the method 800 includes, at
810, determining a final keyword audio data sample corre-
sponding to an end of the keyword. For example, the
keyword detector 130 may analyze the set of audio data
samples 117 to determine which audio data sample of the set
of audio data samples 117 corresponds to the last audio data
sample of the keyword 110. In other embodiments, the
method 800 does not include determining the final keyword
audio data sample.

After detecting the keyword, the method 800 may also
include, at 812, sending an indication of detection of the
keyword to the application processor. The application pro-
cessor may be configured to initialize a bus to enable
communication between the CODEC and the application
processor based on the indication from the CODEC. For
example, when the keyword detector 130 detects the key-
word 110 based on the audio data samples 115, the keyword
detector 130 may cause the indication 136 to be transmitted
to the application processor 150. In response to recerving the
indication 136, the application processor 150 may 1nitialize
the bus 140. Additionally, the application processor 150 may
begin preparing the speech recognition engine 134. For
example, the application processor 150 may access mnstruc-
tions Irom the memory 160 and may load instructions
corresponding to the speech recognition engine 154 to
working memory of the application processor 150. When the
bus 140 1s prepared (e.g., after the bus 1s 1mitialized), the bus
interface 152 of the application processor 150 may provide
a signal to the bus interface 138 of the CODEC 120. The
signal may indicate that the bus 140 1s ready. While the bus
140 1s being prepared, audio data samples received from the
microphone 108 may continue to be stored at the first bufler
132.

After the bus 1s mitialized, the method 800 may include,
at 814, sending the set of audio data samples (e.g., from the
first bufler via the bus) to the application processor to
perform speech recognition. In embodiments that include
determining the final keyword audio data sample, at 810, the
audio data samples may be sent via the bus beginning after
the final keyword audio data sample. For example, the first
bufler 132 may include the set of audio data samples 117.
After a communication channel 170 1s available, via the bus
140, to second bufler 156, the set of audio data samples 119
may be transferred from the first bufler 132 to the second
builer 156. The set of audio data samples 119 may include
audio data samples received after the final keyword audio
data sample. In embodiments that do not include determin-
ing the final keyword audio data sample, at 810, all of the
audio data samples received at the first buller or a set of the
audio data samples received at the first buller after the
keyword 1s detected may be sent to the application proces-
sor. The set of audio data samples 119 may include audio
data samples that were not in the first buffer 132 when the
communication connection 170 became available. For
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example, the microphone 108 may continue to receive
acoustic signals corresponding to the utterance 106 and may
generate additional audio data samples corresponding to the
acoustic signals. The additional audio data samples may be
stored at the first bufler 132. The first bufler 132 may act as
a first 1n first out butler to receive the additional audio data
samples and to transier the additional audio data samples via
the bus 140 to the second bufler 156 while the speech
recognition engine 154 1s being prepared. After the speech
recognition engine 154 1s prepared, the speech recognition
engine 154 may access the second bufiler 156 to perform
speech recognition based on the audio data samples stored at
the second bufler 156.

Retferring to FIG. 9, a block diagram of a particular
illustrative embodiment of an electronic device 1s depicted
and generally designated 900. The electronic device 900
may correspond to the device 102 of FIG. 1. For example,
the electronic device 900 may include the CODEC 120 and
the application processor 150. The electronic device 900
may include or correspond to a mobile device, a portable
telephony device, a computing device (e.g., a tablet com-
puter, a personal digital assistant, a laptop computer, etc.), a
navigation device, a wearable computing device, an in-
vehicle computing device (such as a driver assistance
device), or another device configured to recerve commands
via speech.

The application processor 150 may include a digital signal
processor (DSP). The application processor 150 may be
coupled to a memory 932. The memory 932 may include
instructions that are executable by the application processor
150, such as instructions corresponding to one or more
applications 912.

The electronic device 900 may also include a display
controller 926 that 1s coupled to the application processor
150 and to a display 928. The CODEC 120 may also be
coupled to the application processor 150 via the bus 140. A
speaker 936 and the microphone 108 can be coupled to the
CODEC 120. In a particular embodiment, as explained
above, the CODEC 120 includes the keyword detector 130
and the first bufler 132. The keyword detector 130 1s
configured to analyze audio data samples (received from the
microphone 108) to detect a keyword. The CODEC 120 1s
configured to store a set of audio data samples at the first
bufler 132. Additionally, the application processor 150 1s
configured to recerve the set of audio data samples from the
CODEC 120 via the bus 140 and to imtialize and execute the
speech recognition engine (SRE) 154 based on the set of
audio data samples. The application processor 150 1s also
configured to mnitializes the bus 140 based on an indication
from the CODEC 120 that the keyword 1s detected.

FIG. 9 also indicates that the electronic device 900 can
include a wireless controller 940 coupled to the application
processor 150 and to an antenna 942. In a particular embodi-
ment, the application processor 150, the display controller
926, the memory 932, the CODEC 120, and the wireless
controller 940 are included 1n a system-in-package or sys-
tem-on-chip device 922. In a particular embodiment, an
iput device 930 and a power supply 944 are coupled to the
system-on-chip device 922. Moreover, 1 a particular
embodiment, as illustrated in FIG. 9, the display 928, the
iput device 930, the speaker 936, the microphone 108, the
antenna 942, and the power supply 944 are external to the
system-on-chip device 922. However, each of the display
928, the mput device 930, the speaker 936, the microphone
108, the antenna 942, and the power supply 944 can be
coupled to a component of the system-on-chip device 922,
such as an interface or a controller.
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In conjunction with the described embodiments, a system
1s disclosed that includes means for obtaining audio data
samples and analyzing the audio data samples to detect a
keyword. For example, the means for obtaining audio data
samples and analyzing the audio data samples to detect a
keyword may correspond to the CODEC 120 of FIGS. 1-7,
the keyword detector 130 of FIGS. 1-7, one or more other
devices or circuits configured to store one or more bits, or
any combination thereof. The system may also include
means for storing a set of audio data samples after detecting,
the keyword. For example, the means for storing a set of
audio data samples after detecting the keyword may corre-
spond to the CODEC 120 of FIGS. 1-7, the first bufler 132
of FIGS. 1-7, one or more other devices or circuits config-
ured to store one or more bits, or any combination thereof.
The system may also include means for sending an indica-
tion of detection of the keyword to an application processor
alter detecting the keyword. For example, the means for
sending an indication of detection of the keyword to an
application processor aiter detecting the keyword may cor-
respond to the CODEC 120 of FIGS. 1-7, the keyword
detector 130 of FIGS. 1-7, the interrupt controller 134 of
FIG. 1, one or more other devices or circuits configured to
store one or more bits, or any combination thereof. The
system may also include means for sending the set of audio
data samples via the bus to the application processor to
perform speech recognition based on the set of audio data
samples. For example, the means for sending the set of audio
data samples may correspond to the CODEC 120 of FIGS.
1-7, the keyword detector 130 of FIGS. 1-7, the bus interface
138 of FIG. 1, the bus 140 of FIGS. 1-7, one or more other
devices or circuits configured to store one or more bits, or
any combination thereof.

Those of skill would further appreciate that the various
illustrative logical blocks, configurations, modules, circuits,
and algorithm steps described 1n connection with the
embodiments disclosed herein may be implemented as elec-
tronic hardware, computer software executed by a processor,
or combinations of both. Various illustrative components,
blocks, configurations, modules, circuits, and steps have
been described above generally 1n terms of their function-
ality. Whether such functionality 1s implemented as hard-
ware or processor executable instructions depends upon the
particular application and design constraints imposed on the
overall system. Skilled artisans may implement the
described functionality in varying ways for each particular
application, but such implementation decisions should not
be interpreted as causing a departure from the scope of the
present disclosure.

The steps of a method or algorithm described in connec-
tion with the embodiments disclosed herein may be embod-
ied directly in hardware, in a software module executed by
a processor, or 1 a combination of the two. A software
module may reside 1n random access memory (RAM), tlash
memory, read-only memory (ROM), programmable read-
only memory (PROM), erasable programmable read-only
memory (EPROM), electrically erasable programmable
read-only memory (EEPROM), registers, hard disk, a
removable disk, a compact disc read-only memory (CD-
ROM), or any other form of non-transient storage medium
known 1n the art. An exemplary storage medium 1s coupled
to the processor such that the processor can read information
from, and write information to, the storage medium. In the
alternative, the storage medium may be integral to the
processor. The processor and the storage medium may reside
in an application-specific integrated circuit (ASIC). The
ASIC may reside 1n a computing device or a user terminal.
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In the alternative, the processor and the storage medium may
reside as discrete components 1n a computing device or user
terminal.

The previous description of the disclosed embodiments 1s
provided to enable a person skilled 1n the art to make or use
the disclosed embodiments. Various modifications to these
embodiments will be readily apparent to those skilled 1n the
art, and the principles defined herein may be applied to other
embodiments without departing from the scope of the dis-
closure. Thus, the present disclosure 1s not intended to be
limited to the embodiments shown heremn but 1s to be
accorded the widest scope possible consistent with the
principles and novel features as defined by the following
claims.

What 1s claimed 1s:

1. An apparatus comprising:

a coder/decoder (CODEC) including a first processor and

a first bufler, wherein the first processor 1s configured
to analyze audio data samples to detect a keyword and
the CODEC 1s configured to store a set of audio data
samples at the first bufler; and

an application processor configured to receive the set of

audio data samples from the CODEC via a bus, wherein
the application processor i1s configured to initialize a
speech recognition engine (SRE) based on the set of
audio data samples, and wherein the application pro-
cessor 1s further configured to mitialize the bus based
on an 1ndication from the CODEC that the keyword 1s
detected.

2. The apparatus of claim 1, wherein the application
processor includes a second bufler configured to store the set
of audio data samples after mitialization of the bus and
during initialization of the SRE.

3. The apparatus of claam 2, wherein the CODEC 1s
turther configured to send the set of audio data samples from
the first bufler to the second builer via the bus after the bus
1s 1nitialized.

4. The apparatus of claim 2, wherein the set of audio data
samples are received at the first bufler at a {irst rate and are
sent to the second bufller at a second rate, and wherein the
first rate 1s approximately equal to the second rate.

5. The apparatus of claim 1, wherein the application
processor 1s configured to iitialize the SRE based on the
indication from the CODEC and to perform speech recog-
nition on the set of audio data samples.

6. The apparatus of claim 1, wheremn the application
processor and the bus are configured to operate mn a low
power mode until the keyword 1s detected.

7. The apparatus of claim 1, wherein the first builer has a
first capacity that 1s greater than or equal to a first portion of
audio data, the first portion of audio data corresponding to
the audio data samples received between a first time of
detection of the keyword and a second time of receipt of an
indication that the bus has been 1nitialized.

8. The apparatus of claim 7, wherein the first capacity 1s
less than a second portion of audio data, the second portion
of audio data corresponding to a command phrase.

9. The apparatus of claim 7, wherein the application
processor icludes a second butler to store the set of audio
data samples received from the CODEC, wherein the second
bufler has a second capacity that 1s greater than the first
capacity.

10. The apparatus of claim 1, wherein the SRE 1s execut-
able to analyze the set of audio data samples to detect a
command phrase.

11. The apparatus of claim 1, wherein the first processor
1s configured to determine a final keyword audio data sample
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corresponding to an end of the keyword, and wherein the set an end of the keyword, wherein the set of audio data samples
of audio data samples begins after the final keyword audio  begins after the final keyword audio data sample.
data sample. 17. The method of claim 13, further comprising sampling

and digitizing acoustic signals received at an audio trans-
ducer, wherein the audio data samples obtained at the first
processor correspond to portions of the sampled and digi-

tized acoustic signals that satisty a threshold.
an audio detector configured to determine whether a 18. A non-transitory computer-readable storage device

particular audio data sample from the audio transducer storing 1nstructions that are executable by a processor of a
satisfies a threshold: and 1o coder/decoder (CODEC) to cause the processor to perform

operations comprising;:
analyzing audio data samples to detect a keyword,;
alter detecting the keyword:
storing a set of audio data samples at a first bufler of the
sending an mdication of detection of the keyword to an
application processor, wherein the application pro-
cessor 1s configured to initialize a bus to enable
communications between the CODEC and the appli-
cation processor based on the indication from the
CODEC:; and
after the bus 1s 1mitialized, sending the set of audio data
samples to the application processor to perform
speech recognition.
19. The non-transitory computer-readable storage device
of claim 18, wherein the operations further comprise:
determining a {irst potential command phrase audio data

communication between the CODEC and the appli- sample, the first potential command phrase audio data

cation processor based on the indication from the sample following a final keyword audio data sample in
CODEC: and 20 the audio data samples, wherein the set of audio data

samples stored in the first buller begins at the first
potential command phrase audio data sample and
includes additional potential command phrase audio
data samples to be analyzed by the application proces-
sor to detect a command phrase, and wherein the
command phrase corresponds to more audio data
samples than can be stored concurrently in the first
bufler.
20. The non-transitory computer-readable storage device
20 ©Of claim 18, wherein the operations further comprise:
storing the set of audio data samples 1n a second builer of
the application processor, wherein the set of audio data
samples are stored after initialization of the bus and

12. The apparatus of claim 1, further comprising:

an audio transducer configured to receive acoustic signals >
and generate the audio data samples based on the
acoustic signals;

a plurality of butlers configured such that, when one of the
buflers 1s 1n a receive mode, another of the buffers 1s 1n
a send mode, wherein, when 1n the receive mode, one
of the plurality of buflers 1s configured to receive the
particular audio data sample that satisfies the threshold,
and when 1n the send mode, the one of the plurality of
buflers 1s configured to provide the particular audio
data sample to the first processor.
13. A method comprising;:
obtaining audio data samples at a first processor; 20
analyzing the audio data samples to detect a keyword;
after detecting the keyword:
storing a set of audio data samples 1n a first bufler of a
coder/decoder (CODEC);
sending an indication of detection of the keyword to an 2>
application processor, wherein the application pro-
cessor 1s configured to imitialize a bus to enable

aiter the bus 1s 1mitialized, sending the set of audio data
samples to the application processor to perform
speech recognition.
14. The method of claim 13, further comprising;
storing the set of audio data samples in a second buffer of 3>
the application processor, wherein the set of audio data
samples are stored after initialization of the bus and
during initialization of a speech recognition engine
(SRE).
15. The method of claim 13, further comprising:
operating the application processor and the bus 1n a low
power mode before the keyword 1s detected; and
operating the application processor and the bus switch in

a higher power mode after the keyword is detected. during 1nitialization of a speech recognition engine
16. The method of claim 13, further comprising deter- 4 (SRE).
mining a final keyword audio data sample corresponding to k% %k
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