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CONTROLLING ROUTING DURING
SCHEDULED NODE DOWNTIME

TECHNICAL FIELD

The present disclosure relates generally to computer net-

works, and, more particularly, to controlling routing during,
a scheduled downtime.

BACKGROUND 10

Low power and Lossy Networks (LLNs), e.g., sensor
networks, have a myriad of applications, such as Smart Grid
and Smart Cities. Various challenges are presented with
LLNs, such as lossy links, low bandwidth, battery operation, 1>
low memory and/or processing capability, etc. One example
routing solution to LLN challenges 1s a protocol called
Routing Protocol for LLNs or “RPL,” which 1s a distance
vector routing protocol that builds a Destination Oriented
Directed Acyclic Graph (DODAG, or simply DAG) in 2¢
addition to a set of features to bound the control traflic,
support local (and slow) repair, etc. The RPL architecture
provides a flexible method by which each node performs
DODAG discovery, construction, and maintenance.

Furthermore, the traffic routing on the DAG is often 25
directed to (or from) a Field Area Router (FAR) in the LLN,
where the FAR in turn may direct traflic over a backhaul
link, e.g., to a management system. When a FAR experi-
ences a connectivity failure, for example, due to a planned
maintenance (e.g., performing a firmware upgrade, planned 3
power outage, etc.) or a malfunction (e.g., unexpected power
outage, recovering from a run-time exception, a watchdog
reset, etc.) disruption occurs in the routing topology while
devices 1n the routing topology search for alternate available
paths to reach the FAR, and rebuilding of the LLN topology 33
may be time consuming.

BRIEF DESCRIPTION OF THE DRAWINGS

The embodiments herein may be better understood by 40
referring to the following description in conjunction with the
accompanying drawings in which like reference numerals
indicate identically or functionally similar elements, of

which:

FIG. 1 1illustrates an example communication network; 45

FIG. 2 1illustrates an example network device/node;

FIG. 3 illustrates an example view of transmission of a
scheduled downtime message;
FIG. 4 illustrates an example view of timing of a sched-
uled downtime; 50
FIGS. 5-6 1llustrate example views of detecting an alter-
nate route;

FIG. 7 1illustrates an example view of detecting an alter-
nate communication network;

FIG. 8 illustrates an example view of advertising a 55
scheduled downtime; and

FIG. 9 illustrates an example simplified procedure for
controlling routing during a scheduled downtime.

DESCRIPTION OF EXAMPLE EMBODIMENTS 60

Overview

According to one or more embodiments of the disclosure,
a first node 1n a shared-media communication network may 65
receive a message indicating a scheduled downtime of a
second node located between the first node and a destination.

2

The first node may then determine whether to perform a
search for an alternate route toward the destination. In
response to determining to perform the search, the first node
may search for an alternate route toward the destination for
use at least during the scheduled downtime.

DESCRIPTION

A computer network 1s a geographically distributed col-
lection of nodes interconnected by communication links and
segments for transporting data between end nodes, such as
personal computers and workstations, or other devices, such
as sensors, etc. Many types of networks are available,
ranging from local area networks (LANs) to wide area
networks (WANSs). LANs typically connect the nodes over
dedicated private communications links located 1n the same
general physical location, such as a building or campus.
WANSs, on the other hand, typically connect geographically
dispersed nodes over long-distance communications links,
such as common carrier telephone lines, optical lightpaths,
synchronous optical networks (SONET), synchronous digi-
tal hierarchy (SDH) links, or Powerline Communications

(PLC) such as IEEE 61334, IEEE P1901.2, and others. In
addition, a Mobile Ad-Hoc Network (MANET) 1s a kind of
wireless ad-hoc network, which 1s generally considered a
self-configuring network of mobile routers (and associated
hosts) connected by wireless links, the union of which forms
an arbitrary topology.

Smart object networks, such as sensor networks, i par-
ticular, are a specific type of network having spatially
distributed autonomous devices such as sensors, actuators,
etc., that cooperatively momitor physical or environmental
conditions at different locations, such as, e.g., energy/power
consumption, resource consumption (e.g., water/gas/etc. for
advanced metering infrastructure or “AMI” applications)
temperature, pressure, vibration, sound, radiation, motion,
pollutants, etc. Other types of smart objects mclude actua-
tors, €.g., responsible for turning on/oil an engine or perform
any other actions. Sensor networks, a type of smart object
network, are typically shared-media networks, such as wire-
less or PLC networks. That 1s, in addition to one or more
sensors, each sensor device (node) 1n a sensor network may
generally be equipped with a radio transceiver or other
communication port such as PLLC, a microcontroller, and an
energy source, such as a battery. Often, smart object net-
works are considered field area networks (FANs), neighbor-
hood area networks (NANs), etc. Generally, size and cost
constraints on smart object nodes (e.g., sensors) result 1n
corresponding constraints on resources such as energy,
memory, computational speed and bandwidth.

FIG. 1 1s a schematic block diagram of an example
computer network 100 illustratively comprising nodes/de-
vices 200 (e.g., labeled as shown, “root,” “11,” <12, . . .
“45,” and described i FIG. 2 below) mterconnected by
various methods of communication. For instance, the links
105 may be wired links or shared media (e.g., wireless links,
PLC links, etc.) where certain nodes 200, such as, e.g.,
routers, sensors, computers, etc., may be 1n communication
with other nodes 200, e.g., based on distance, signal
strength, current operational status, location, etc. Those
skilled 1n the art will understand that any number of nodes,
devices, links, etc. may be used in the computer network,
and that the view shown herein 1s for stmplicity. Also, those
skilled 1n the art will further understand that while the
network 1s shown 1n a certain orientation, particularly with
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a “root” node (e.g., field area router, FAR), the network 100
1s merely an example 1llustration that 1s not meant to limait
the disclosure.

Data packets 140 (e.g., traflic and/or messages sent
between the devices/nodes) may be exchanged among the
nodes/devices of the computer network 100 using predefined
network communication protocols such as certain known
wired protocols, wireless protocols (e.g., IEEE Std.

802.15.4, WiF1, Bluetooth®, etc.), PLC protocols, or other

shared-media protocols where appropriate. In this context, a
protocol consists of a set of rules defining how the nodes
interact with each other.

FIG. 2 1s a schematic block diagram of an example
node/device 200 that may be used with one or more embodi-
ments described herein, e.g., as any of the nodes shown in
FIG. 1 above. The device may comprise one or more
network interfaces 210 (e.g., wired, wireless, PLC, etc.), at
least one processor 220, and a memory 240 interconnected
by a system bus 250, as well as a power supply 260 (e.g.,
battery, plug-in, etc.).

The network terface(s) 210 contain the mechanical,
clectrical, and signaling circuitry for communicating data
over links 105 coupled to the network 100. The network
interfaces may be configured to transmit and/or recerve data
using a variety of different communication protocols. Note,
turther, that the nodes may have two different types of
network connections 210, e.g., wireless and wired/physical
connections, and that the view herein 1s merely for 1llustra-
tion. Also, while the network interface 210 1s shown sepa-
rately from power supply 260, for PLC the network interface
210 may communicate through the power supply 260, or
may be an itegral component of the power supply. In some
specific configurations the PLC signal may be coupled to the
power line feeding 1nto the power supply.

The memory 240 comprises a plurality of storage loca-
tions that are addressable by the processor 220 and the
network interfaces 210 for storing software programs and
data structures associated with the embodiments described
herein. Note that certain devices may have limited memory
or no memory (e.g., no memory for storage other than for
programs/processes operating on the device and associated
caches). The processor 220 may comprise hardware ele-
ments or hardware logic adapted to execute the software
programs and manipulate the data structures 245. An oper-
ating system 242, portions of which are typically resident 1n
memory 240 and executed by the processor, functionally
organizes the device by, inter alia, invoking operations 1n
support of soltware processes and/or services executing on
the device. These soltware processes and/or services may
comprise routing process/services 244, a directed acyclic
graph (DAGQG) process 246, and an 1llustrative search process
248, as described herein. Note that while search process 248
1s shown 1n centralized memory 240, alternative embodi-
ments provide for the process (or portions of the process) to
be specifically operated within the network interfaces 210,
such as a component of a MAC layer (process “248a”).

It will be apparent to those skilled in the art that other
processor and memory types, including various computer-
readable media, may be used to store and execute program
instructions pertaining to the techniques described herein.
Also, while the description illustrates various processes, 1t 1s
expressly contemplated that various processes may be
embodied as modules configured to operate in accordance
with the techniques herein (e.g., according to the function-
ality of a similar process). Further, while the processes have
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4

been shown separately, those skilled 1n the art will appre-
ciate that processes may be routines or modules within other
Processes.

Routing process (services) 244 contains computer execut-
able 1nstructions executed by the processor 220 to perform
functions provided by one or more routing protocols, such as
proactive or reactive routing protocols as will be understood
by those skilled in the art. These functions may, on capable
devices, be configured to manage a routing/forwarding table
(a data structure 245) containing, e.g., data used to make
routing/forwarding decisions. In particular, in proactive
routing, connectivity 1s discovered and known prior to
computing routes to any destination in the network, e.g., link
state routing such as Open Shortest Path First (OSPF), or
Intermediate-System-to-Intermediate-System  (ISIS), or
Optimized Link State Routing (OLSR). Reactive routing, on
the other hand, discovers neighbors (1.¢., does not have an a
prior1 knowledge of network topology), and 1n response to
a needed route to a destination, sends a route request into the
network to determine which neighboring node may be used
to reach the desired destination. Example reactive routing

protocols may comprise Ad-hoc On-demand Distance Vec-
tor (AODYV), Dynamic Source Routing (DSR), Dynamic

MANET On-demand Routing (DYMO), etc. Notably, on
devices not capable or configured to store routing entries,
routing process 244 may consist solely of providing mecha-
nisms necessary for source routing techniques. That 1s, for
source routing, other devices in the network can tell the less
capable devices exactly where to send the packets, and the
less capable devices simply forward the packets as directed.

Low power and Lossy Networks (LLNs), e.g., certain
sensor networks, may be used 1n a myriad of applications
such as for “Smart Grid” and “Smart Cities.” A number of
challenges 1n LLNs have been presented, such as:

1) Links are generally lossy, such that a Packet Delivery
Rate/Ratio (PDR) can dramatically vary due to various
sources of mterferences, e.g., considerably aflecting the bit
error rate (BER);

2) Links are generally low bandwidth, such that control
plane trathic must generally be bounded and negligible
compared to the low rate data traflic;

3) There are a number of use cases that require specifying
a set of link and node metrics, some of them being dynamic,
thus requiring specific smoothing functions to avoid routing
instability, considerably draining bandwidth and energy;

4) Constraint-routing may be required by some applica-
tions, €.g., to establish routing paths that will avoid non-
encrypted links, nodes running low on energy, etc.;

5) Scale of the networks may become very large, e.g., on
the order of several thousands to millions of nodes; and

6) Nodes may be constrained with a low memory, a
reduced processing capability, a low power supply (e.g.,
battery).

In other words, LLLNs are a class of network 1n which both
the routers and their interconnect are constrained: LLN
routers typically operate with constraints, e.g., processing
power, memory, and/or energy (battery), and their intercon-
nects are characterized by, illustratively, high loss rates, low
data rates, and/or instability. LLNs are comprised of any-
thing from a few dozen and up to thousands or even millions
of LLN routers, and support point-to-point trathic (between
devices inside the LLN), point-to-multipoint trathic (from a
central control point to a subset of devices 1nside the LLN)
and multipoint-to-point trathc (from devices inside the LLN
towards a central control point).

An example implementation of LLNs 1s an “Internet of
Things” network. Loosely, the term “Internet of Things” or
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“loT” may be used by those 1n the art to refer to uniquely
identifiable objects (things) and their virtual representations
in a network-based architecture. In particular, the next
frontier 1n the evolution of the Internet 1s the ability to
connect more than just computers and communications
devices, but rather the ability to connect “objects” in gen-
eral, such as lights, appliances, vehicles, HVAC (heating,
ventilating, and air-conditioming), windows and window
shades and blinds, doors, locks, etc. The “Internet of Things”™
thus generally refers to the interconnection of objects (e.g.,
smart objects), such as sensors and actuators, over a com-
puter network (e.g., IP), which may be the Public Internet or
a private network. Such devices have been used in the
industry for decades, usually in the form of non-IP or
proprietary protocols that are connected to IP networks by
way of protocol translation gateways. With the emergence of
a myriad of applications, such as the smart grid, smart cities,
and building and industrial automation, and cars (e.g., that
can 1nterconnect millions of objects for sensing things like
power quality, tire pressure, and temperature and that can

actuate engines and lights), it has been of the utmost
importance to extend the IP protocol suite for these net-
works.

An example protocol specified 1n an Internet Engineering
Task Force (IETF) Proposed Standard, Request for Com-

ment (RFC) 6550, entitled “RPL: IPv6 Routing Protocol for
Low Power and Lossy Networks™ by Winter, et al. (March

2012), provides a mechanism that supports multipoint-to-
point (MP2P) traili

ic from devices 1nside the LLN towards a
central control point (e.g., LLN Border Routers (LBRs) or
“root nodes/devices” generally), as well as point-to-multi-
point (P2MP) tratlic from the central control point to the
devices inside the LLN (and also point-to-point, or “P2P”
traflic). RPL (pronounced “ripple”) may generally be
described as a distance vector routing protocol that builds a
Directed Acyclic Graph (DAG) for use 1n routing traflic/
packets 140, in addition to defining a set of features to bound
the control tratlic, support repair, etc. Notably, as may be
appreciated by those skilled 1n the art, RPL (Routing Pro-
tocol) also supports the concept of Multi-Topology-Routing,
(MTR), whereby multiple DAGs can be built to carry trailic
according to individual requirements.

A DAG 1s a directed graph having the property that all
edges (and/or vertices) are oriented 1n such a way that no
cycles (loops) are supposed to exist. All edges are contained
in paths oriented toward and terminating at one or more root
nodes (e.g., “clusterheads or “sinks”), often to interconnect
the devices of the DAG with a larger infrastructure, such as
the Internet, a wide area network, or other domain. In
addition, a Destination Oriented DAG (DODAG) 1s a DAG
rooted at a single destination, 1.e., at a single DAG root with
no outgoing edges. A “parent” of a particular node within a
DAG 1s an immediate successor of the particular node on a
path towards the DAG root, such that the parent has a lower
“rank™ than the particular node 1itself, where the rank of a
node identifies the node’s position with respect to a DAG
root (e.g., the farther away a node 1s from a root, the higher
1s the rank of that node). Further, 1in certain embodiments, a
sibling of a node within a DAG may be defined as any
neighboring node which 1s located at the same rank within
a DAG. Note that siblings do not necessarily share a
common parent, and routes between siblings are generally
not part of a DAG since there 1s no forward progress (their
rank 1s the same). Note also that a tree 1s a kind of DAG,
where each device/node 1n the DAG generally has one
parent or one preferred parent.
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DAGs may generally be built (e.g., by DAG process 246)
based on an Objective Function (OF). The role of the
Objective Function 1s generally to specity rules on how to
build the DAG (e.g. number of parents, backup parents,
etc.).

In addition, one or more metrics/constraints may be
advertised by the routing protocol to optimize the DAG
against. Also, the routing protocol allows for including an
optional set of constraints to compute a constrained path,
such as 1f a link or a node does not satisty a required
constraint, 1t 1s “pruned” from the candidate list when
computing the best path. (Alternatively, the constraints and
metrics may be separated from the OF.) Additionally, the
routing protocol may include a “goal” that defines a host or
set of hosts, such as a host serving as a data collection point,
or a gateway providing connectivity to an external inira-
structure, where a DAG’s primary objective 1s to have the
devices within the DAG be able to reach the goal. In the case
where a node 1s unable to comply with an objective function
or does not understand or support the advertised metric, 1t
may be configured to join a DAG as a leaf node. As used
herein, the various metrics, constraints, policies, etc., are
considered “DAG parameters.”

Ilustratively, example metrics used to select paths (e.g.,
preferred parents) may comprise cost, delay, latency, band-
width, expected transmission count (ETX), etc., while
example constraints that may be placed on the route selec-
tion may comprise various reliability thresholds, restrictions
on battery operation, multipath diversity, bandwidth require-
ments, transmission types (e.g., wired, wireless, etc.). The
OF may provide rules defining the load balancing require-
ments, such as a number of selected parents (e.g., single
parent trees or multi-parent DAGs). Notably, an example for
how routing metrics and constraints may be obtained may be
found 1 an IETF RFC, enftitled “Routing Metrics used for
Path Calculation 1n Low Power and Lossy Networks”<RFC
6551> by Vasseur, et al. (March 2012 version). Further, an
example OF (e.g., a default OF) may be found in an IETF
RFC, entitled “RPL Objective Function 0”<RFC 6552> by
Thubert (March 2012 version) and “The Minimum Rank
Objective Function with Hysteresis”<RFC 6719> by O.
Gnawali et al. (September 2012 version).

Building a DAG may utilize a discovery mechanism to
build a logical representation of the network, and route
dissemination to establish state within the network so that
routers know how to forward packets toward their ultimate
destination. Note that a “router” refers to a device that can
forward as well as generate traflic, while a “host” refers to
a device that can generate but does not forward traflic. Also,
a “leal” may be used to generally describe a non-router that
1s connected to a DAG by one or more routers, but cannot
itsell forward traflic received on the DAG to another router
on the DAG. Control messages may be transmitted among
the devices within the network for discovery and route
dissemination when building a DAG.

According to the illustrative RPL protocol, a DODAG
Information Object (DIO) 1s a type of DAG discovery
message that carries information that allows a node to
discover a RPL Instance, learn 1ts configuration parameters,
select a DODAG parent set, and maintain the upward
routing topology. In addition, a Destination Advertisement
Object (DAO) 1s a type of DAG discovery reply message
that conveys destination information upwards along the
DODAG so that a DODAG root (and other intermediate
nodes) can provision downward routes. A DAO message
includes prefix information to identily destinations, a capa-
bility to record routes in support of source routing, and
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information to determine the freshness of a particular adver-
tisement. Notably, “upward” or “up” paths are routes that
lead 1n the direction from leal nodes towards DAG roots,
¢.g., Tollowing the ornientation of the edges within the DAG.
Conversely, “downward” or “down” paths are routes that
lead 1n the direction from DAG roots towards leat nodes,
¢.g., generally going 1n the opposite direction to the upward
messages within the DAG.

Generally, a DAG discovery request (e.g., DIO) message
1s transmitted from the root device(s) of the DAG downward
toward the leaves, mforming each successive receiving
device how to reach the root device (that 1s, from where the
request 1s received 1s generally the direction of the root).
Accordingly, a DAG 1s created in the upward direction
toward the root device. The DAG discovery reply (e.g.,
DAQO) may then be returned from the leaves to the root
device(s) (unless unnecessary, such as for UP flows only),
informing each successive recerving device in the other
direction how to reach the leaves for downward routes.
Nodes that are capable of maintaining routing state may
aggregate routes from DAO messages that they receive
before transmitting a DAO message. Nodes that are not
capable of maintaining routing state, however, may attach a
next-hop parent address. The DAO message 1s then sent
directly to the DODAG root that can in turn build the
topology and locally compute downward routes to all nodes
in the DODAG. Such nodes are then reachable using source
routing techniques over regions of the DAG that are inca-
pable of storing downward routing state. In addition, RPL
also specifies a message called the DIS (DODAG Informa-
tion Solicitation) message that 1s sent under specific circum-
stances so as to discover DAG neighbors and join a DAG or
restore connectivity.

As noted above, tratlic 1n a shared-media communication
network 1s generally routed to/from a FAR and when the
FAR schedules a downtime, disruption in the routing topol-
ogy may occur. Certain methods have been proposed to
control routing during a scheduled downtime, but such
methods require devices to hold all transmissions during the
scheduled downtime.

Dynamic Routing Control During a Scheduled Downtime

The techniques herein provide a method for controlling a
routing topology during a scheduled downtime to minimize
disruption during the downtime. For instance, a first node
may be notified of the scheduled downtime and may deter-
mine whether to search for an alternate route or hold
transmissions during the downtime. When searching for the
alternate route, the first node may utilize a plurality of
searching techniques to mimmize the routing disruption
during the scheduled downtime.

Specifically, according to one or more embodiments of the
disclosure as described in detail below, a first node 1n a
shared-media communication network may receive a mes-
sage 1ndicating a scheduled downtime of a second node
located between the first node and a destination. The first
node may then determine whether to perform a search for an
alternate route toward the destination. In response to deter-
miming to perform the search, the first node may search for
an alternate route toward the destination for use at least
during the scheduled downtime. In addition, the first node
may advertise the scheduled downtime message to neigh-
boring nodes in the shared-media communication network
(c.g., which may propagate the message further into the
network), to trigger the neighboring nodes to determine
whether to search for an alternate route.

[lustratively, the techniques described herein may be
performed by hardware, software, and/or firmware, such as
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in accordance with the illustrative search process 248/248a,
which may contain computer executable instructions
executed by the processor 220 (or independent processor of
interfaces 210) to perform functions relating to the tech-
niques described herein, e.g., in conjunction with (or as an
integrated part of) routing process 244 and/or DAG process
246. For example, the techniques herein may be treated as
extensions to conventional protocols, such as the various
routing protocols (e.g., RPL), and as such, may be processed
by similar components understood in the art that execute
those protocols, accordingly.

Operationally, the techniques herein generally relate to
controlling routing during a scheduled downtime to prevent
disruption 1n the routing topology caused during the down-
time. In particular, as mentioned above, a first node notified
ol a scheduled downtime of a second node may determine
whether to search for an alternate route toward a destination.
When the first node determines to perform the search, the
first node may utilize a plurality of searching techniques that
vary according to a degree of disruption. Alternatively, the
first node may determine to not perform the search and may
hold transmissions during the scheduled downtime. Also, as
described herein, the first node may optionally advertise the
downtime message to neighboring nodes to trigger the
neighboring nodes to determine whether to search for an
alternate route.

Notably, FIG. 3 illustrates an example simplified DAG
that may be created, e.g., through the techniques described
above, within network 100 of FIG. 1. For instance, certain
links 105 may be selected for each node to communicate
with a particular parent (and thus, 1n the reverse, to com-
municate with a child, 1f one exists). These selected links
form the DAG 310, which extends from the root node
toward one or more leal nodes (nodes without children).
Trathic/packets 140 (shown 1n FIG. 1) may then traverse the
DAG 310 1n etther the upward direction toward the root or
downward toward the leaf nodes, particularly as described
herein.

In one embodiment, as illustrated within FIG. 3, a first
node (e.g., node 32) may receive a message 340 indicating
a scheduled downtime of a second node (e.g., the parent
node 22) located between the first node and a destination
(e.g., the root/FAR). Note that the message may generally
indicate downtime of a root node of the DAG (e.g., FAR) or
a parent node of the first node in the DAG (e.g., node 22).
However, the indicated downtime node may or may not be
a root node or a parent node, and may be a topologically
subordinate node 1 the DAG (e.g., nodes 42 and 43), or may
be other neighbors, siblings, or other nodes within the
network 100. In addition, the message may be originated by
the downtime node (e.g., node 22 in the example), or may be
generated by another node with knowledge of the downtime,
such as the root node, a FAR, a network management server
(NMS), or other management device.

Once the first node has received the message 1indicating
the scheduled downtime of the second node (e.g., the parent
node), the first node may determine whether to perform a
search for an alternate route toward a destination (e.g., a
node located beyond the parent, such as the root). The
determination of whether to perform the search may be
based on one or more of a time of the scheduled downtime,
a duration of the scheduled downtime, and a time when the
message 340 was recerved and/or originated. For instance,
as shown 1n FIG. 4, the message may be received at time t,
and At may be the time until the scheduled downtime 405 of
the second node. Specifically, the message 340 may contain
information regarding the time of the scheduled downtime
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such as an absolute time (coordinated universal time) and a
relative time (e.g., from a time when the message was
originated). In addition, the message may include informa-
tion regarding the duration of the scheduled downtime, that
1s, how long the downtime 1s expected to occur, which may
be computed using historical data and other heuristics. Thus,
the first nodes may determine whether to perform a search
and whether to restore the existing network topology after a
temporary switch to an alternate route based on the time
included in the message.

Hlustratively, the first node may determine not to perform
the search for an alternate node when the first node deter-
mines that the duration of the scheduled downtime 1s less
than a predetermined amount of time or i1s at a time that
otherwise does not interfere with operation of the first node
(e.g., when the first node expects to not have any transmis-
s1ons toward the destination). In that case, the first node may
determine to hold transmission of messages (e.g., buller
messages) during the scheduled downtime. For example, the
first node may mnitially analyze the time included 1n the
message to determine whether the duration of the scheduled
downtime 1s less than a predetermined amount of time. If so,
then the first node may decide to hold message transmissions
instead of searching for an alternate route. For example, the
first node may hold transmission ol messages that are
non-critical and are therefore not affected by the disruption
in the routing topology.

According to one or more embodiments herein, when the
first node determines to perform the search for an alternate
route, the first node may utilize a variety of searching
techniques, 1llustratively where the technique(s) chosen may
vary according to a level of disruption to the routing
topology. For instance, as illustrated in FIG. 5, a node
learning of the scheduled downtime may use (search for) a
precalculated alternate route. That 1s, the first node may
switch to an alternate route with minimal disruption to the
routing topology since the alternate route 1s one that 1s
already known to the first node. For example, as 1llustrated,
node 32 may detect a precalculated alternate route toward
the root node (or toward another destination), and may
transmit to node 23 (e.g., an alternate/backup parent node)
instead of node 22 during (or 1n advance of) the scheduled
downtime. Notably, 1n one or more embodiments herein,
when the first node does not detect a precalculated alternate
route, the first node may trigger a routing control message by
sending, for example, a RPL DIS (Destination Orientated
DAG Information Solicitation) message, to search for a
newly computed alternate route. In this manner, the first
node may detect an alternate route within the DAG 310 in
which the first node already participates.

Alternatively or in addition (e.g., in response to no
alternate routes within the DAG 310), as illustrated in FIG.
6, the first node may also search for a route within an
alternate DAG 615 1n which the first node already partici-
pates. In other words, the first node may search to determine
whether the first node already participates 1n an alternate
DAG 615 that may be utilized during the scheduled down-
time. For example, as shown 1n FIG. 6, node 32 may already
participate 1n a DAG 310 directed toward ROOT A (via
parent node 22) as well as an alternate DAG 615 directed
towards ROOT B (via parent node 23), where both DAG 310
and DAG 615 are within the same communication network
(e.g., share a network i1dentifier, network keys, etc., as may
be understood by those skilled 1n the art).

Still further, as another alternative or addition to the
possible search techniques above (e.g., when the first node
1s unable to detect an alternate route within a communication
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network), as 1llustrated 1n FIG. 7, the first node may search
for an alternate route 1n an alternate communication net-
work. In particular, as shown, the first node (e.g., node 13 in
this example) may detect an alternate communication net-
work and may trigger a switch toward the root (e.g., FAR)
of that network (e.g., ROOT C) during (or 1n advance of) the
scheduled downtime, accordingly.

In another embodiment, a plurality of the search tech-
niques described above may be simultaneously performed in
parallel. The simultaneous performance of the search tech-
niques may be based on a time remaining until the scheduled
downtime (e.g., At) and/or other factors, such as additional
control trathic that would be generated and the capacity of
the node/network to handle such traflic. That 1s, when
additional control traffic capacity 1s available, the first node
may incur additional control traffic by simultaneously per-
forming multiple search techniques in parallel. For example,
the first node may search for an alternate route within a DAG
which the first node already participates and may also search
for an alternate route in an alternate communication network
at the same time.

In yet another embodiment, the first node may perform the
search techniques serially. In other words, the first node may
first perform a search for an alternate route using a least
disruptive search techmique and continue to successively
more disruptive search techniques until an acceptable alter-
nate route 1s detected. For example, the first node may
iitially search for a precalculated alternate route, and 1f
there 1s no such precalculated route, may begin searching for
a new one within the same DAG. In response to still not
detecting an acceptable alternate route, the first node may
then search for a route within an alternate DAG in which the
first node already participates, prior to searching for an
alternate network, and so on. Such a method of performing
the search techniques serially may be performed when the
duration of the scheduled downtime 1s equal to or greater
than a predetermined length of time, to minimize routing
disruption. Also, 1n certain embodiments, the order of per-
formance of the techniques may be based on other factors,
such as criticality of the messages from the first node (e.g.,
priority, type, class, etc., of the message). For example, the
first node may choose to utilize a more disruptive search
technique for critical messages to ensure message transmis-
sion during the scheduled downtime, but may choose to
perform the plurality of search techniques serially beginning
with the least disruptive technique for non-critical messages,
where the messages may be delayed more than a critical
message.

Moreover, once the first node has detected an alternate
route to be used during a scheduled downtime using one or
more search techniques, the first node may determine
whether the detected alternate route complies with a service
level agreement (SLA) of a traflic type to be transmitted by
the first node. When the alternate route complies with the
SLA, the first node may select the detected alternate route.
For example, the first node may determine whether alternate
next-hop routes are available and may determine whether
the next-hop routes comply with a path cost increase term
and/or delay requirement of the SLA. When the next-hop
route (e.g., the alternate route) does not comply with the
SLA, the first node may continue to search for an alternate
route (e.g., may trigger a control message to search for
another alternate route).

As 1llustrated 1n FIG. 8, the first node may also advertise
the downtime message to neighboring nodes in the shared-
media commumnication network to trigger the neighboring
nodes to determine whether to search for alternate routes.
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For mstance, the first node may substantially immediately
forward the advertisements 840 in response to the imitial
received message 340, or may forward the advertisements
after the first node has performed a search for an alternate
route to be used during the scheduled downtime. In particu-
lar, 1f waiting until after searching for 1ts own alternate route,
the messages 840 may indicate to the neighboring nodes the
alternate route, or even the fact that the first node may not
have a valid path toward the destination during the sched-
uled downtime. As a result, the neighboring nodes may
decide whether to search for their own alternate routes to use
during the scheduled downtime.

In yet another embodiment, the first node may receive a
plurality of messages indicating scheduled downtimes of a
respective plurality of nodes 1n the shared-media commu-
nication network (e.g., a scheduled downtime for each
node). In other words, multiple downtimes may be sched-
uled in the communication network either occurring at the
same time or at different times. Thus, in response to deter-
mimng to search for an alternate route, the first node may
search for an alternate route based on the corresponding
plurality of scheduled downtimes. Specifically, the first node
may search for an alternate route toward the destination that
avoilds each of the scheduled downtimes. For instance, the
first node may select an alternate route for each downtime
based on which nodes are available at the time, or the first
node may select a single alternate route that generally avoids
all of the nodes with a scheduled downtime, such as to
mimmize the disruption caused by multiple routing changes.

Notably, 1n one or more embodiments herein, the sched-
uled downtimes of nodes within a network may be either
synchronized or non-synchronized based on, for example,
network density, processing capability, etc. For instance, a
message from a root (e.g., a field area router, a FAR) may
indicate whether synchronization of scheduled downtimes 1s
permitted, such as when the communication network 1s
dense and alternate routes toward a destination may be
detected despite multiple downtimes of nodes being sched-
uled at different times. Should multiple downtimes be sched-
uled at a same time where the communication network 1s not
dense, however, synchronization may not be permitted 1n
order to reduce topology disruption since there may not be
suilicient options to create an adequate alternate route to
reach the destination.

FIG. 9 illustrates an example simplified procedure for
controlling routing during a scheduled downtime according
to one or more embodiments described herein. The proce-
dure 900 may start at step 905, and continues to step 910,
where, as described 1n greater detail above, a first node may
receive a message 340 indicating a scheduled downtime of
a second node located between the first node and a desti-
nation. Furthermore, 1n step 915, the first node may deter-
mine whether to perform a search for an alternate route
toward the destination (e.g., based on the factors mentioned
above). In response to determining not to perform the
search, such as by determining that the duration of the
scheduled downtime 1s less than a predetermined amount of
time 1n step 920, then in step 925, the first node may hold
transmission of any messages toward the second node
during the scheduled downtime. Alternatively, 1n response to
determining to perform a search, the first node may, in step
930, perform a search for an alternate route toward the
destination, illustratively using one or more of the search
techniques as described above, accordingly. Once the first
node has detected an alternate route 1n step 935, the first
node may determine whether the alternate route complies
with a service level agreement 1n step 940. In response to

10

15

20

25

30

35

40

45

50

55

60

65

12

determining that the alternate route does not comply with the
service level agreement, the first node may continue to
search for alternate routes in step 930, such as by using the
same search technique or a more disruptive technique.
However, when the first node determines that the alternate
route does comply with the service level agreement, the first
node may select the alternate route in step 945, for use at
least during the scheduled downtime. Notably, 1n step 950,
the first node may also advertise the message to neighboring
nodes 1n the shared-media communication network to trig-
ger the neighboring nodes to determine whether to search for
alternate routes. Alternatively step 950 may occur earlier
within the procedure 900, such as in response to receiving
the 1nitial message 340 1n step 910. The procedure 1llustra-
tively ends 1n step 955.

It should be noted that while certain steps within proce-
dure 900 may be optional as described above, the steps
shown 1 FIG. 9 are merely examples for illustration, and
certain other steps may be included or excluded as desired.
Further, while a particular order of the steps 1s shown, this
ordering 1s merely illustrative, and any suitable arrangement
of the steps may be utilized without departing from the scope
of the embodiments herein.

The techmiques described herein, therefore, provide for
minimally disruptive routing for devices 1n a shared-media
communication network during a scheduled downtime. In
particular, the techniques herein allow for controlling a
routing topology during a scheduled downtime by determin-
ing whether to search for an alternate route or to hold
transmissions during the scheduled downtime. The tech-
niques may also then trigger searching for the alternate route
using a variety ol searching techniques (or various disrup-
tive levels) when a node 1s notified of the scheduled down-
time. As such, routing disruption during a downtime may be
reduced and reliability of the network may be improved.

In contrast to current technmiques where a node 1s
instructed to hold all transmissions during a scheduled
downtime and bufler messages routed toward the node
scheduled to incur a downtime, the techniques herein pro-
vide for the option of searching for an alternate route for use
at least during the scheduled downtime 1n order to reduce the
ellect of the scheduled downtime (e.g., routing disruption),
and to reduce the requirement to bufler pending transmis-
sions during such a downtime.

While there have been shown and described illustrative
embodiments that provide for controlling routing during a
scheduled downtime 1n a shared-media communication net-
work, 1t 1s to be understood that various other adaptations
and modifications may be made within the spirit and scope
of the embodiments herein. For example, the embodiments
have been shown and described herein with relation to LLNs
and the RPL protocol (e.g., DAGs, parent nodes, root nodes,
etc.). However, the embodiments in their broader sense are
not as limited, and may, in fact, be used with other types of
networks and/or protocols. In addition, while the techniques
herein have generally been described with relation to shared-
media networks and/or protocols (e.g., wireless), wired
protocols may also make use of one or more embodiments
described herein.

The foregoing description has been directed to specific
embodiments. It will be apparent, however, that other varia-
tions and modifications may be made to the described
embodiments, with the attainment of some or all of their
advantages. For instance, 1t 1s expressly contemplated that
the components and/or elements described herein can be
implemented as software being stored on a tangible (non-
transitory) computer-readable medium (e.g., disks/CDs/
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RAM/EEPROM/etc.) having program 1nstructions execut-
ing on a computer, hardware, firmware, or a combination
thereol. Accordingly this description 1s to be taken only by
way ol example and not to otherwise limit the scope of the
embodiments herein. Therefore, 1t 1s the object of the
appended claims to cover all such variations and modifica-
tions as come within the true spirit and scope of the
embodiments herein.

What 1s claimed 1s:

1. A method, comprising:

receiving, at a first node m a directed acyclic graph

(DAG) network, a message indicating a scheduled
downtime of a second node located between the first
node and a destination;

determining, by the first node, whether to perform a

search for an alternate route toward the destination
based on information in the message, wherein the
information 1n message mcludes one or more of a time
of the scheduled downtime, a duration of the scheduled
downtime, and a time when the message was origi-
nated, and wherein the first node determines not to
perform a search for an alternate route when the dura-
tion of the scheduled downtime 1s less than a prede-
termined amount;

in response to determining to perform the search, search-

ing, by the first node, for an alternate route toward the
destination for use at least during the scheduled down-
time, wherein a searching technique utilized by the first
node 1s chosen according to a level of disruption to the
routing topology of the DAG, wherein the searching
technique that minimizes the level of disruption to the
routing topology of the DAG 1s chosen; and

in response to determining not to perform the search,

holding, by the first node, transmission of messages
during the scheduled downtime.

2. The method of claim 1, wherein searching for the
alternate route further comprises:

searching for a precalculated alternate route.

3. The method of claim 1, wherein searching for the
alternate route further comprises:

searching for an alternate DAG in which the first node

already participates.

4. The method of claim 1, wherein searching for the
alternate route further comprises:

searching for an alternate route in an alternate communi-

cation network.

5. The method of claim 1, wherein searching for the
alternate route further comprises:

simultaneously performing a plurality of search tech-

niques in parallel.

6. The method of claim 5, wherein the simultaneous
performance 1s based on at least one of a time remaining,
until the scheduled downtime and additional control trathic
capacity.

7. The method of claim 1, wherein searching for the
alternate route further comprises:

serially selecting a search techmique from a plurality of

techniques based on a level of a disruption of each of
the plurality of techniques until an alternate route 1s
detected.

8. The method of claim 1, further comprising;:

determining whether a detected alternate route complies

with a service level agreement of a traflic type trans-
mitted by the first node; and

selecting the detected alternate route 1n response to the

detected alternate route complying with the service
level agreement.

5

10

15

20

25

30

35

40

45

50

55

60

65

14

9. The method of claim 1, further comprising;:

advertising the message to neighboring nodes 1n the

shared-media communication network to trigger the
neighboring nodes to determine whether to search for
alternate routes.

10. The method of claim 9, wherein the message 1s
advertised to neighboring nodes when the search for an
alternate route fails.

11. The method of claim 1, further comprising:

recerving a plurality of messages indicating scheduled

downtimes of a respective plurality of nodes in the
shared-media communication network:; and

searching for one or more alternate routes based on the

plurality of scheduled downtimes.

12. The method of claim 11, wherein the plurality of
scheduled downtimes are either synchromized scheduled
downtimes or non-synchronized scheduled downtimes.

13. The method of claim 1, wherein the second node 1s a
parent node of the first node mm a directed acyclic graph
(DAG).

14. The method of claim 1, wherein the second node 1s a
root node of a directed acyclic graph (DAG).

15. An apparatus, comprising:

one or more network iterfaces to communication with a

directed acyclic graph (DAG) network;

a processor coupled to the network interfaces and adapted

to execute one or more processes; and

a memory configured to store a process executable by the

processor, the process when executed operable to:

receive a message 1mdicating a scheduled downtime of
a second node located between the apparatus and a
destination;

determine whether to perform a search for an alternate
route toward the destination based on information in
the message, wherein the mformation 1n message
includes one or more of a time of the scheduled
downtime, a duration of the scheduled downtime,
and a time when the message was originated, and
wherein the first node determines not to perform a
search for an alternate route when the duration of the
scheduled downtime 1s less than a predetermined
amount;

in response to determining to perform the search,
search for an alternate route toward the destination
for use at least during the scheduled downtime,
wherein a searching technique utilized by the first
node 1s chosen according to a level of disruption to
the routing topology, wherein the searching tech-
nique that mimmizes the level of disruption to the
routing topology of the DAG 1s chosen; and

in response to determining not to perform the search,
holding transmission of messages during the sched-
uled downtime.

16. The apparatus of claim 15, wherein the search
includes a plurality of search techmiques, the searching
technique at least one of searching for a precalculated
alternate route, searching for a new alternate route, search-
ing for an alternate route within an alternate DAG 1n which
the first node already participates, or searching for an
alternate route 1n an alternate communication network.

17. The apparatus of claim 15, wherein the search
includes a plurality of search techniques performed simul-
taneously 1n parallel.

18. The apparatus of claim 15, wherein the search
includes a plurality of search techniques sernially selected
based on a level of a disruption of each of the plurality of
techniques until an alternate route 1s detected.
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19. The apparatus of claim 15, wherein the process when
executed 1s further operable to:

advertise the message to neighboring nodes 1n the shared-

media communication network to trigger the neighbor-
ing nodes to determine whether to search for alternate
nodes.

20. A tangible non-transitory computer readable medium
containing a process executed on a first node, wherein the
process when executed 1s operable to:

receive a message indicating a scheduled downtime of a

second node located between the first node and a
destination;

determine whether to perform a search for an alternate

route toward the destination based on information in
the message, wheremn the information in message
includes one or more of a time of the scheduled
downtime, a duration of the scheduled downtime, and
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a time when the message was originated, and wherein
the first node determines not to perform a search for an
alternate route when the duration of the scheduled
downtime 1s less than a predetermined amount;

search for an alternate route toward the destination for use

at least during the scheduled downtime, in response to
determining to perform the search, wherein a searching
technique utilized by the first node 1s chosen according
to a level of disruption to the routing topology of
directed acyclic graph (DAG) network i which the
first node 1s commumnicating, wherein the searching
technique that minimizes the level of disruption to the
routing topology of the DAG 1s chosen; and

in response to determining not to perform the search,

holding transmission of messages during the scheduled
downtime.
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