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DEFINING REGION FOR MOTION
DETECTION

BACKGROUND INFORMATION

A user may install a home monitoring system that
includes one or more security video cameras. The video
cameras may be used to monitor the user’s home. For
example, a security video camera may detect motion and
make a video recording of an area 1n response to the detected
motion. The user may be able to play back recorded videos
by accessing the security video camera at the user’s home.
However, configuring a security video camera may be
complicated or inconvenient.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 15 a diagram illustrating an overview of a selection
orid for configuring motion detection for a camera according
to an 1mplementation described herein;

FIG. 2 1s a diagram 1llustrating an environment according,
to an implementation described herein;

FIG. 3 1s a diagram 1llustrating exemplary components of
a device included 1n FIG. 2;

FIG. 4 1s a diagram 1llustrating exemplary components of
the motion detection system of FIG. 2;

FIG. 5 1s a diagram 1illustrating exemplary functional
components of the setup device of FIG. 2;

FIG. 6 1s a diagram illustrating exemplary functional
components of the motion detection system of FIG. 2;

FI1G. 7 1s a flowchart of a process for setting up a camera
for motion detection according to an implementation
described herein;

FIG. 8 1s a flowchart of a process for detecting motion in
a camera video feed according to an implementation
described herein;

FIGS. 9A-9D are diagrams of an exemplary camera
configuration scenario according to an i1mplementation
described herein; and

FI1G. 10 1s a diagram of an exemplary signal flow scenario
according to an implementation described herein.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

The following detailed description refers to the accom-
panying drawings. The same reference numbers 1n diflerent
drawings identily the same or similar elements.

A user may set up a camera to monitor a particular area.
The user may be interested 1n detecting movement 1n the
particular area 1n order to, for example, monitor for intruders
or visitors. However, the user may only be interested in
detecting movement 1n a portion of the area, such as 1n front
ol a door or along a path. Implementations described herein
relate to defining a region for motion detection using a
selection grid.

FIG. 1 illustrates a display 100 that includes a camera
field of view 110. The user may request to select an area for
motion detection. In response, a selection grid 120 may be
displayed and superimposed upon the camera field of view
110. Selection grid 120 may 1nclude selectable grid ele-
ments, such as an array of square or rectangular grid
clements. The user may select one or more of the gnd
clements to define a motion detection region 130. For
example, 1n FIG. 1, the user has selected a region covering
a door 1n the camera field of view 110. Motion detection for
the camera may be configured based on the selected grid
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2

clements defining motion detection region 130. For
example, mformation identifying motion detection region
130 may be sent to a motion detection system, such as a
cloud-based server device, and the motion detection system
may generate a mask based on the received information. In
some 1mplementations, the camera may be configured to
provide the mnformation identifying the selected grid ele-
ments defining motion detection region 130 to the motion
detection system. In other implementations, another device,
such as a device used to set up the camera, may provide the
information identifying the selected grid elements defining
motion detection region 130 to the motion detection system.

A video feed from the camera may be sent to the motion
detection system and the motion detection system may apply
the generated mask to the received video feed. If motion 1s
detected 1n motion detection region 130, the motion detec-
tion system may send a notification to a notification device
(e.g., the user’s mobile phone). For example, the notification
may include a snapshot image of the field of view and the
user may be able to access a recorded video of the detected
motion by clicking on the snapshot image.

Furthermore, when selecting grid elements to define
motion detection region 130, the user may change the size
of the grid elements of selection grid 120, may change the
position of the grid elements of selection grid 120, and/or
may select the shape of the grid elements of selection grid
120. Moreover, the user may select a first size, position,
and/or shape for the grid elements 1n a first section of camera
field of view 110 and may select a second size, position,
and/or shape for the grid elements in a second section of
camera field of view 110. Alternatively, the user may not use
the grid elements and may use a selection device, such as a
cursor or the user’s finger, to identily and/or draw a motion
detection region.

In some 1mplementations, motion detection region 130
may be selected automatically, without requiring user selec-
tion, based on one or more criteria. For example, motion
detection region 130 may be selected based on one or more
of a detected object 1n camera field of view 110, a history of
detected motion 1n a particular area of camera field of view
110, an area of focus in camera field of view 110, and/or
based on another criterion.

FIG. 2 1s a diagram 1llustrating exemplary components of
an environment 200 according to an 1mplementation
described herein. As shown 1n FIG. 2, environment 200 may
include a camera 210, a setup device 220, a notification
device 230, a network 240, and a motion detection system
250. A user may use setup device 220 to select, using a
selection grid, an area in the field of view of camera 210 to
which motion detection should be applied. Camera 210 may
provide a video feed of the field of view to motion detection
system 250. Motion detection system 250 may perform
motion detection on the area selected using the selection grid
and may send a noftification to notification device 230 1n
response to the detected motion.

Camera 210 may include a camera device configured to
capture 1mages and/or a video feed based on a field of view.
The field of view may be based on the direction 1n which one
or more sensors of camera 210 are facing. The camera
device may include a visible light camera, an infrared light
(IR) camera, an ultraviolet (UV) light camera, a depth
camera, and/or another type of camera. In some implemen-
tations, camera 210 may correspond to a security camera. In
other implementations, camera 210 may correspond to a
mobile device equipped with a camera, such as a tablet
computer, a laptop computer, a mobile phone, a smart phone,
a phablet computer device, a wearable computer device
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(c.g., a glasses smartphone device, a wristwatch smartphone
device, etc.), and/or any other type ol mobile device that
includes a camera device.

Setup device 220 may include a computer device config-
ured to set up motion detection for camera 210. Setup device
220 may include a portable communication device such as
a tablet computer, a laptop computer, a mobile phone, a
smart phone, a phablet computer device, a wearable com-
puter device (e.g., a glasses smartphone device, a wristwatch
smartphone device, etc.), and/or any other type of computer
device capable of communicating with camera 210 and/or
motion detection system 250.

Notification device 230 may include a computer device
configured to receive notifications about detected motion
events, based on a video feed from camera 210, from motion
detection system 2350. Notification device 230 may include
a portable communication device such as a tablet computer,
a laptop computer, a mobile phone, a smart phone, a phablet
computer device, a wearable computer device (e.g., a glasses
smartphone device, a wristwatch smartphone device, etc.),
and/or any other type of computer device capable of com-
municating with motion detection system 2350.

Camera 210, setup device 220, and notification device
230 may communicate with each other and with network
240 1n various ways. As an example, one or more of camera
210, setup device 220, and notification device 230 may
communicate with network 240 and/or with each other via
a base station (not shown 1n FIG. 2), such as a Long Term
Evolution (LTE) eNodeB base station, a Global System for
Mobile Communications (GSM) base station, a Code Divi-
sion Multiple Access (CDMA) base station, and/or another
type of base station. As another example, one or more of
camera 210, setup device 220, and/or notification device 230
may communicate with network 240 and/or with each other
via a WiF1 access point (not shown 1n FIG. 2) connected to
network 240 via a router and/or network terminal (e.g.,
optical network terminal, cable modem, etc.) using a wired
connection. As yet another example, one or more of camera
210, setup device 220, and/or notification device 230 may be
connected to a router and/or to network 240 using a wired
connection (e.g., Ethernet cable).

Furthermore, while camera 210, setup device 220, and/or
notification device 230 are shown in FIG. 2 as separate
devices, 1n other implementations, one or more of camera
210, setup device 220, and/or notification device 230 may
correspond to the same device. As an example, setup device
220 and notification device 230 may correspond to a same
device. In other words, a user may use the same device to set
up camera 210 and to receive notifications about detected
motion in the field of view of camera 210. As another
example, setup device 220 and camera 210 may correspond
to a same device.

Network 240 may include one or more circuit-switched
networks and/or packet-switched networks. For example,
network 240 may include a local area network (LAN), a
wide area network (WAN), a metropolitan area network
(MAN), a Public Switched Telephone Network (PSTN), an
ad hoc network, an intranet, the Internet, a fiber optic-based
network, a wireless network, a satellite network, and/or a
combination of these or other types of networks.

Motion detection system 250 may include one or more
devices, such as computer devices and/or server devices,
which are configured to receive information identitying a
selection of one or more grid elements from setup device
220 and/or from camera 210 and to generate a mask based
on the received information. Motion detection system 250
may receive a video feed from camera 210 and may apply
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4

the generated mask to the received video feed. Motion
detection system 250 may then perform a motion detection
process on the masked video feed. If motion detection
system 250 detects motion in the masked video feed, motion
detection system 2350 may send a notification to notification
device 230.

Although FIG. 2 shows exemplary components of envi-
ronment 200, 1n other implementations, environment 200
may include fewer components, different components, dif-
terently arranged components, or additional components
than depicted 1 FIG. 2. Additionally or alternatively, one or
more components of environment 200 may perform func-
tions described as being performed by one or more other
components of environment 200.

FIG. 3 1s a diagram 1llustrating exemplary components of
device 300 according to an implementation described
heremn. Camera 210, setup device 220, and/or notification
device 230 may each include one or more devices 300. As
shown 1n FIG. 3, device 300 may include a processing unit
310, a memory 320, a user interface 330, a communication
interface 340, and an antenna assembly 350.

Processing unit 310 may include one or more processors,
microprocessors, application specific integrated circuits
(ASICs), field programmable gate arrays (FPGAs), and/or
other processing logic. Processing unit 310 may control
operation of mobile device 130 and 1ts components.

Memory 320 may include a random access memory
(RAM) or another type of dynamic storage device, a read
only memory (ROM) or another type of static storage
device, a removable memory card, and/or another type of
memory to store data and instructions that may be used by
processing unit 310.

User interface 330 may allow a user to mput information
to device 300 and/or to output information from device 300.
Examples of user interface 330 may include a speaker to
receive electrical signals and output audio signals; a camera
to receive 1mage and/or video signals and output electrical
signals; a microphone to receive sounds and output electrical
signals; buttons (e.g., a joystick, control buttons, a keyboard,
or keys of a keypad) and/or a touchscreen to recerve control
commands; a display, such as a liquid crystal display (LCD),
to output visual information; an actuator to cause device 300
to vibrate; a sensor; and/or any other type of input or output
device.

Communication mterface 340 may include a transceiver
that enables device 300 to communicate with other devices
and/or systems via wireless commumications (e.g., radio
frequency, infrared, and/or visual optics, etc.), wired com-
munications (e.g., conductive wire, twisted pair cable,
coaxial cable, transmission line, fiber optic cable, and/or
waveguide, etc.), or a combination of wireless and wired
communications. Communication interface 340 may include
a transmitter that converts baseband signals to radio fre-
quency (RF) signals and/or a receiver that converts RF
signals to baseband signals. Communication interface 340
may be coupled to antenna assembly 3350 for transmitting
and receiving RF signals.

Communication interface 340 may include a logical com-
ponent that includes mput and/or output ports, input and/or
output systems, and/or other iput and output components
that facilitate the transmission of data to other devices. For
example, communication terface 340 may include a net-
work 1nterface card (e.g., Ethernet card) for wired commu-
nications and/or a wireless network interface (e.g., a Wiki)
card for wireless communications. Communication interface
340 may also include a umversal serial bus (USB) port for
communications over a cable, a Bluetooth™ wireless inter-
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face, a radio-frequency identification (RFID) interface, a
near-field communications (NFC) wireless interface, and/or
any other type of interface that converts data from one form
to another form.

Antenna assembly 350 may include one or more antennas
to transmit and/or receive RF signals. Antenna assembly 350
may, for example, receive RF signals from communication
interface 340 and transmit the signals via an antenna and
receive RF signals from an antenna and provide them to
communication interface 340.

As described herein, device 300 may perform certain
operations 1n response to processing unit 310 executing
solftware 1nstructions contained i1n a computer-readable
medium, such as memory 320. A computer-readable
medium may be defined as a non-transitory memory device.
A non-transitory memory device may include memory space
within a single physical memory device or spread across
multiple physical memory devices. The software instruc-
tions may be read into memory 320 from another computer-
readable medium or from another device via communication
interface 340. The software instructions contained 1n
memory 320 may cause processing unit 310 to perform
processes that will be described later. Alternatively, hard-
wired circuitry may be used 1n place of, or in combination
with, software instructions to 1mplement processes
described herein. Thus, implementations described herein
are not limited to any specific combination of hardware
circuitry and software.

Although FIG. 3 shows exemplary components of device
300, 1in other implementations, device 300 may include
fewer components, different components, diflerently
arranged components, or additional components than those
depicted in FIG. 3. Additionally or alternatively, one or more
components of device 300 may perform the tasks described
as being performed by one or more other components of
device 300.

FI1G. 4 1s a diagram 1illustrating exemplary components of
motion detection system 250 according to an implementa-
tion described herein. As shown in FIG. 4, motion detection
system 250 may include a bus 410, a processor 420, a
memory 430, an input device 440, an output device 450, and
a communication interface 460.

Bus 410 may include a path that permits communication
among the components of motion detection system 250.
Processor 420 may include any type of single-core proces-
sor, multi-core processor, microprocessor, latch-based pro-
cessor, and/or processing logic (or families ol processors,
microprocessors, and/or processing logics) that interprets
and executes 1nstructions. In other embodiments, processor
420 may include an application-specific integrated circuit
(ASIC), a field-programmable gate array (FPGA), and/or
another type of integrated circuit or processing logic.

Memory 430 may include any type of dynamic storage
device that may store information and/or instructions, for
execution by processor 420, and/or any type ol non-volatile
storage device that may store information for use by pro-
cessor 420. For example, memory 430 may include a
random access memory (RAM) or another type of dynamic
storage device, a read-only memory (ROM) device or
another type of static storage device, a content addressable
memory (CAM), a magnetic and/or optical recording
memory device and 1ts corresponding drive (e.g., a hard disk
drive, optical dnive, etc.), and/or a removable form of
memory, such as a flash memory.

Input device 440 may allow an operator to input infor-
mation 1into motion detection system 230. Input device 440
may 1nclude, for example, a keyboard, a mouse, a pen, a
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microphone, a remote control, an audio capture device, an
image and/or video capture device, a touch-screen display,
and/or another type of input device. In some embodiments,
motion detection system 250 may be managed remotely and
may not include mput device 440. In other words, motion
detection system 250 may be “headless” and may not
include a keyboard, for example.

Output device 450 may output information to an operator
of motion detection system 2350. Output device 450 may
include a display, a printer, a speaker, and/or another type of
output device. For example, motion detection system 250
may include a display, which may include a liquid-crystal
display (LCD) for displaying content to the customer. In
some embodiments, motion detection system 250 may be
managed remotely and may not include output device 450.
In other words, motion detection system 250 may be “head-
less” and may not include a display, for example.

Communication nterface 460 may include a transceiver
that enables motion detection system 230 to communicate
with other devices and/or systems via wireless communica-
tions (e.g., radio frequency, infrared, and/or visual optics,
etc.), wired communications (e.g., conductive wire, twisted
pair cable, coaxial cable, transmission line, fiber optic cable,
and/or waveguide, etc.), or a combination of wireless and
wired communications. Communication interface 460 may
include a transmitter that converts baseband signals to radio
frequency (RF) signals and/or a receiver that converts RF
signals to baseband signals. Communication interface 460
may be coupled to an antenna for transmitting and receiving
RF signals.

Communication interface 460 may include a logical com-
ponent that includes mput and/or output ports, input and/or
output systems, and/or other input and output components
that facilitate the transmission of data to other devices. For
example, communication terface 460 may include a net-
work 1nterface card (e.g., Ethernet card) for wired commu-
nications and/or a wireless network interface (e.g., a Wiki)
card for wireless communications. Communication interface
460 may also include a USB port for communications over
a cable, a Bluetooth™ wireless interface, an RFID interface,
an NFC wireless interface, and/or any other type of interface
that converts data from one form to another form.

As will be described 1in detail below, motion detection
system 250 may perform certain operations relating to
motion detection using a mask based on user-selected gnid
clements. Motion detection system 2350 may perform these
operations 1n response to processor 420 executing soltware
instructions contained 1n a computer-readable medium, such
as memory 430. A computer-readable medium may be
defined as a non-transitory memory device. A memory
device may be implemented within a single physical
memory device or spread across multiple physical memory
devices. The software mstructions may be read into memory
430 from another computer-readable medium or from
another device. The software instructions contained 1n
memory 430 may cause processor 420 to perform processes
described herein. Alternatively, hardwired circuitry may be
used 1n place of, or in combination with, software instruc-
tions to implement processes described herein. Thus, imple-
mentations described herein are not limited to any specific
combination of hardware circuitry and software.

Although FIG. 4 shows exemplary components of motion
detection system 250, in other implementations, motion
detection system 250 may include fewer components, dii-
ferent components, additional components, or differently
arranged components than those depicted 1n FIG. 4. Addi-
tionally or alternatively, one or more components of motion




US 9,626,580 B2

7

detection system 230 may perform one or more tasks
described as being performed by one or more other compo-
nents of motion detection system 250.

FIG. 5 1s a diagram 1illustrating exemplary functional
components of setup device 220 according to an implemen-
tation described herein. The functional components of setup
device 220 may be implemented, for example, via process-
ing unmit 310 executing instructions from memory 320.
Alternatively, some or all of the functional components of
setup device 220 may be implemented via hard-wired cir-
cuitry. As shown 1n FIG. 5, setup device 220 may include a
camera application 501. Camera application 501 may be
installed on setup device 220 1n order to configure camera
210. In some 1implementations, camera application 501 may
be obtained from motion detection system 250. In other
implementations, camera application 501 may be obtained
from camera 210. In yet other implementations, camera
application 501 may be hosted by camera 210. In yet other
implementations, camera application 501 may be hosted by
motion detection system 250 and may be accessed via setup
device 220. Camera application 501 may include a camera
interface 510, a grid generator 520, a user interface 530, and
a server iterface 540.

Camera interface 310 may communicate with camera
210. As an example, camera iterface 510 may obtain a
video feed from camera 210 and may provide the video feed
to grid generator 520. As another example, camera interface
510 may provide mnformation i1dentifying selected grid ele-
ments, used to define a motion detection area, to camera 210
and may instruct camera 210 to provide the information
identifying the selected grid elements to motion detection
system 250 along with a video feed.

Grid generator 520 may generate selection grid 120 and
may superimpose selection grid 120 over a camera video
feed 1n order to enable a user to select one or more gnd
clements to define motion detection region 130. Further-
more, grid generator 520 may be configured to enable the
user to manipulate selection grid 120 to select the size,
position, and/or shape of the grid elements.

User mterface 530 may display selection grid 120, super-
imposed on camera field of view 110, on an output device of
setup device 220, such as a touchscreen. Furthermore, user
interface 530 may receive input to manipulate selection grid
120 and/or to receive selections of one or more grid elements
to define motion detection region 130 via an mput device of
setup device 220, such as a touchscreen.

Server interface 540 may communicate with motion
detection system 250. As an example, in some 1mplemen-
tations, server interface 540 may provide iformation iden-
tifying selected grid elements, used to define a motion
detection area for a field of view of camera 210, to motion
detection system 250. As another example, server interface
540 may provide mformation 1dentifying a device to which
notifications about detected motion for camera 210 should
be sent (e.g., notification device 230).

Although FIG. § shows exemplary functional components
of setup device 220, 1n other implementations, setup device
220 may include fewer functional components, different
functional components, diflerently arranged functional com-
ponents, or additional functional components than depicted
in FIG. 5. Additionally or alternatively, one or more func-
tional components of setup device 220 may perform func-
tions described as being performed by one or more other
functional components of setup device 220.

FIG. 6 1s a diagram illustrating exemplary functional
components of motion detection system 2350 according to an
implementation described herein. The functional compo-
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nents of motion detection system 250 may be implemented,
for example, via processor 420 executing instructions from
memory 430. Alternatively, some or all of the functional
components of motion detection system 250 may be imple-
mented via hard-wired circuitry. As shown 1n FIG. 6, motion
detection system 250 may include a camera nterface 610, a
user interface 620, a motion detector 630, and a user
database (DB) 640.

Camera interface 610 may recerve a video feed from
camera 210 and may provide the video feed to motion
detector 630. User interface 620 may communicate with user
devices, such as setup device 220 and/or notification device
230. As an example, user mterface 620 may receive infor-
mation 1dentifying one or more grid elements to define
motion detection region 130 for camera 210 from setup
device 220. As another example, user intertace 620 may
receive mformation identifying notification device 230, and/
or an account associated with notification device 230 (e.g.,
a telephone number, email address, etc.) from setup device
220. As yet another example, user interface 620 may send a
notification, associated with a motion detection event for
camera 210, to notification device 230.

Motion detector 630 may perform a motion detection
process on a video feed recerved from camera 210. For
example, motion detector 630 may generate a reference
image based on the video feed and may compare 1mages
included in a received video feed to the reference image to
determine how many pixels differ from a particular image 1n
the recerved video feed to the reference image. The refer-
ence 1mage may correspond to an image previously received
via the video feed. If the number of pixels between a current
image and the reference 1image 1s greater than a threshold, a
motion detection event may be generated. The comparison
of the reference 1mage to a current 1image may take into
account variations in lights, camera flicker, sensor artifacts,
environmental effects, ambient movement, and/or other fac-
tors 1n order to reduce the number of false positive motion
detection events. In other implementations, motion detector
630 may detect motion using another technique.

Motion detector 630 may include mask generator 635.
Mask generator 635 may generate a mask based on infor-
mation stored in user DB 640. User DB 640 may store
information associated with particular users. For example,
for a particular user, user DB 640 may store information
identifying one or more cameras associated with the par-
ticular user. For a particular identified camera, user DB 640
may store information 1dentitying one or more selected grid
clements to define motion detection region 130 for the
particular identified camera. The selected grid elements may
be 1dentified based on coordinates associated with the
selected grid elements along with a size, position, and/or
shape for the selected grid elements, based on pixel coor-
dinates of pixels associated with the selected grid elements,
and/or based on another method of 1dentifying the selected
orid elements. Furthermore, user DB 640 may store infor-
mation identifying a notification device and/or a notification
method for sending a notification in response to detecting
motion in the video feed received from camera 210. For
example, user DB 640 may store a telephone number to
which a notification text message should be sent, an email
address, an Internet Protocol (IP) address, and/or another
type of i1dentifier.

Although FIG. 6 shows exemplary functional components
of motion detection system 230, in other implementations,
motion detection system 250 may include fewer functional
components, different functional components, differently
arranged functional components, or additional functional
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components than depicted in FIG. 6. Additionally or alter-
natively, one or more functional components of motion
detection system 250 may perform functions described as
being performed by one or more other functional compo-
nents of motion detection system 250.

FI1G. 7 1s a flowchart of a process for setting up a camera
for motion detection according to an implementation
described herein. In some 1mplementations, the process of
FIG. 7 may be performed by setup device 220. In other
implementations, some or all of the process of FIG. 7 may
be performed by another device or a group of devices
separate from or including setup device 220.

The process of FIG. 7 may include receiving a request to
set up motion detection (block 710). As an example, a user
may activate camera application 501 on setup device 220. As
another example, the user may access camera application
501 on motion detection system 250. As yet another
example, the user may access camera application 501 at
camera 210 via setup device 220.

A selection grid may be generated for a camera field of
view (block 720). For example, camera application 501 may
receive a video feed from camera 210 that displays a field of
view of camera 210 and may display the video feed on an
output device of setup device 220 (e.g., on a touchscreen of
setup device 220). Camera application 501 may generate
selection grid 120 and may superimpose the generated
selection grid 120 on the displayed video feed of camera
field of view 110. Furthermore, camera application 501 may
enable the user to manipulate selection grid 120 to change
the size, position, and/or shape of the selection grid ele-
ments. In some implementations, camera application 501
may generate a user interface that includes one or more
selection elements to enable the user to manipulate selection
orid 120. In other implementations, camera application 501
may enable the user to manipulate selection grid 120 using,
particular gestures made by, for example, the user’s finger(s)
or a pointing device/cursor.

A grid shape may be selected (block 730). The user may
change the shape of the grid elements. For example, a user
may select rectangular grid elements for a rectangular or
square grid, triangular elements for a triangular grid, pen-
tagonal grid elements for a pentagonal grid, and/or may
select another shape for the grid elements of selection grid
120. The user may use a selection grid on a user interface to
select a particular shape.

A grid size may be selected (block 740). The user may
change the size of the grid elements. As an example, 11 the
orid elements correspond to rectangular elements, the user
may use a selection element on a user interface to adjust the
height and/or width of the rectangular grid elements. As
another example, the user may use pinching and/or stretch-
ing gestures on a touchscreen to adjust the height and/or
width of the rectangular grid elements.

A grid position may be selected (block 750). The user may
move the grid elements to adjust the position of the gnd
clements with respect to the displayed camera field of view
110. As an example, the user may use a selection element on
a user interface to move the grid up or down and/or side to
side to align the grid elements with a particular feature
displayed 1n the camera field of view 110. As another
example, the user may use a sliding gesture with a finger on
a touchscreen to move the grid up or down and/or side to
side.

Grid elements may be selected (block 760). For example,
the user may touch, or otherwise select, one or more grid
clements from selection grid 120 to define motion detection
region 130. Multiple motion detection regions 130 may be
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selected by the user. In some implementations, motion
detection region 130 may be selected automatically, without
requiring user selection, based on one or more criteria.
Motion detection region 130 may be selected based on one
or more of a detected object in camera field of view 110, a
history of detected motion 1n a particular area of camera field
of view 110, an area of focus in camera field of view 110,
and/or based on another criterion.

For example, camera application 501 may perform an
object detection algorithm on images in the video feed of
camera 210, may manipulate selection grid 120 to align the
orid elements with the detected object, and may select grid
clements that cover the detected object. As another example,
i motion detection system 250 has previously detected
movement 1 a particular area of the camera field of view
110 a particular number of times over a particular time
period, motion detection system 250 may provide informa-
tion relating to the detected movement 1n the particular area
to camera application 501. In response, camera application
501 may select grid elements corresponding to the particular
area to define motion detection region 130. As yet another
example, camera application 501 may determine an area of
focus for camera 210, may manipulate selection grid 120 to
align the grid elements with the determined area of focus,
and may select grid elements that cover the determined area
ol focus.

Motion detection may be configured for a video feed from
the camera based on the selected grid elements (block 770).
In some 1mplementations, setup device 220 may provide
information identifying the selected grid elements to motion
detection system 250, along with information identifying the
user and/or camera 210. The selected grnd elements may be
identified based on a particular coordinate system, based on
ranges ol pixels covered by the selected grid elements,
and/or using another technique. In other implementations,
setup device 220 may provide the information i1dentifying
the selected grid elements to camera 210 and camera 210
may provide the mformation identifying the selected grid
clements to motion detection system 250 along with the
video feed from camera 210.

Notifications for motion detection may be configured
(block 780). For example, the user may select how to receive
notifications about motion detection events detected by
motion detection system 250 for the video feed from camera
210. The user may select a particular device for receiving the
notifications and/or may select a particular account for
receiving the notifications. For example, the user may select
notification device 230, may select to receive a Short Mes-
sage Service (SMS) text message to a phone number asso-
ciated with noftification device 230, may select an email
address that may be accessed via notification device 230,
and/or may select another notification device and/or method.
The user may also configure motion detection system 230,
via setup device 220, to provide different types of notifica-
tions based on different types of motion events, the time of
day, day of the week, whether the user has selected to
actively monitor the home (e.g., during a vacation, etc.), the
number of detected motion events, and/or based on another
criterion. For example, multiple motion detection events
when the user 1s not at home (e.g., based on location
information provided to motion detection system 250 from
notification device 230) may trigger a heightened alert, such
as a telephone call to notification device 230, as opposed to
an SMS message.

FIG. 8 1s a tlowchart of a process for detecting motion 1n
a camera video feed according to an implementation
described herein. In some implementations, the process of
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FIG. 8 may be performed by motion detection system 250.
In other implementations, some or all of the process of FIG.
8 may be performed by another device or a group of devices
separate from or including motion detection system 250.

The process of FIG. 8 may include receiving information
identifying selected grid elements (block 810). For example,
motion detection system 250 may receive information iden-
tifying grid elements of a selection grid, which were selected
to 1dentity motion detection region 130, from setup device
220 and/or from camera 210 and may store the received
information 1n user DB 640. A mask may be generated based
on the recerved mformation (block 820). Mask generator
635 may use the recerved information to generate a mask to
apply to a received video feed to determine which areas 1n
a field of view of the video feed should be processed for
motion detection.

A video feed may be received from the camera (block
830), the mask may be applied to the received video feed
(block 840), and motion detection may be applied to the
masked video feed (block 850). For example, camera 210
may be configured to stream a video feed to motion detec-
tion system 250. Motion detection system 2350 may receive
the video feed from camera 210, may apply the generated
mask to the received video feed, and may apply a motion
detection algorithm to the masked video feed. For example,
motion detection system 250 may generate a reference
image based on the masked video feed and may compare
images included 1n a masked video feed to the reference
image to determine how many pixels difler from a particular
image 1n the received video feed to the reference image. The
reference 1mage may correspond to an image previously
received via the video feed. If the number of pixels between
a current masked 1mage 1n the video feed and the reference
image 1s greater than a threshold, a motion detection event
may be generated. The comparison of the reference 1mage to
a current 1mage may take mnto account variations in lights,
camera flicker, sensor artifacts, environmental effects, ambi-
ent movement, and/or other factors in order to reduce the
number of false positive motion detection events. In other
implementations, other motion detection techniques may be
used.

Motion may be detected in the masked video feed (block
860) and a nofification may be generated based on the
detected motion (block 870). For example, motion detection
system 250 may detect motion 1n the masked video feed and
may access user DB 640 to determine what type of notifi-
cation to send and to what device and/or address the noti-
fication should be sent. As an example, motion detection
system 250 may send a Multimedia Message Service
(MMS) message to a telephone number, associated with
notification device 230, stored in user DB 640. The MMS
message may mclude a snapshot image from the video feed.
I1 the user clicks on the snapshot image, a video that includes
the detected motion event may be accessed at motion
detection system 250 and played on notification device 230.
The video may include, for example, a particular period of
time belfore and after the detected event (e.g., 5 seconds
before and after the detected motion event, 10 seconds
betfore and after the detected motion event, etc.). As another
example, the user may receive an email that includes a video
file with the detected motion event. As yet another example,
notification device 230 may include a notification applica-
tion and motion detection system 250 may send the notifi-
cation to the noftification application (e.g., using an IP
address associated with notification device 230). The user
may access and view a video that includes the detected
motion event by activating the notification application.
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Furthermore, if the detected motion event 1s determined to
be of a higher importance, the user may receive a heightened
notification, such as a telephone call with a recorded mes-
sage.

FIGS. 9A-9D are diagrams of an exemplary camera
configuration scenario according to an implementation
described herein. As shown in FIG. 9A, a scenario 901 may
include a camera view 910 being displayed on a touchscreen
of setup device 220. Camera view 910 may include a view
of a garden with a fence and a shed. Setup device 220 may
generate selection grid 920 superimposed on top of camera
view 910. Furthermore, setup device 220 may generate a
selection grid user interface 930. Selection grid user inter-
face 930 may enable the user to select a size for the grnd
clements of selection grid 920, to select a position for the
or1id elements of selection grid 920, and/or to select a shape
for the grid elements of selection grid 920.

FIG. 9B shows a scenario 902 that includes camera view
910 after the user has changed the size of selection grid 920
to a smaller grid size and after the user has adjusted the
position of selection grid 920. Furthermore, scenario 902
includes a first motion detection areca 940 selected by the
user by touching individual selection grid elements 1n order
to cover the area of camera view 910 that includes the
garden gate and the path to the garden gate.

FIG. 9C shows a scenario 903 that includes camera view
910 after the user has selected to change the size of selection
orid 920 1n the lett part of camera view 910. The user may,
for example, select part of the screen (e.g., by tracing an
outline around the selected part of the screen) and may
activate selection grid user interface 930 by pressing a
selection button on setup device 220, by performing a
particular gesture on the touchscreen of setup device 220,
and/or using another technique. The user may then select to
change the size, position, and/or shape of the selection
clements 1n the selected part of the screen to second selec-
tion grid 950 which includes grid elements of a smaller size
than selection grid 920. The user may then select a second
motion detection area 960 in order to cover the area of
camera view 910 that includes a shed door and a path to the
shed door.

FIG. 9D illustrates a mask 904 that may be generated by
motion detection system 250 based on first motion detection
area 940 and second motion detection area 960. Thus, when
a video feed of camera view 910 from camera 210 is
received by motion detection system 250, motion detection
system 250 may perform a motion detection process on the
areas ol camera view 910 corresponding to mask 904.

FIG. 10 1s a diagram of an exemplary signal flow scenario
1000 according to an implementation described herein. As
shown 1n FIG. 10, signal flow scenario 1000 may include
setup device 220 obtaining a camera view feed from camera
210 (signal 1010). The user may use setup device 220 to
instruct camera 210 to provide a streaming video feed to
motion detection system 250 (signal 1020). The user may
then use selection grid 120 to select one or more gnd
clements to define motion detection region 130 (block 1030)
and setup device 220 may provide the mformation i1denti-
tying the selected grid elements to motion detection system
250 as well as information i1dentifying where notifications
about detected motion events should be sent and the type of
notification that should be sent (signal 1040).

Motion detection system 250 may receive a video feed
from camera 210 (signal 1050). Motion detection system
250 may apply a mask to the received video feed (block
1060) and may detect motion in the masked video feed
(block 1070). In response to detecting motion in the masked
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video feed, motion detection system 250 may send a noti-
fication to notification device 230 (signal 1080).

In the preceding specification, various preferred embodi-
ments have been described with reference to the accompa-
nying drawings. It will, however, be evident that various
modifications and changes may be made thereto, and addi-
tional embodiments may be implemented, without departing,
from the broader scope of the invention as set forth in the
claims that follow. The specification and drawings are
accordingly to be regarded in an illustrative rather than
restrictive sense.

As an example, while series of blocks have been
described with respect to FIGS. 7 and 8, and series of signal
flows have been described with respect to FIG. 10, the order
of the blocks and/or signal flows may be modified 1n other
implementations. Further, non-dependent blocks may be
performed 1n parallel.

It will be apparent that systems and/or methods, as
described above, may be implemented 1n many different
forms of software, firmware, and hardware in the imple-
mentations 1illustrated 1n the figures. The actual software
code or specialized control hardware used to implement
these systems and methods 1s not limiting of the embodi-
ments. Thus, the operation and behavior of the systems and
methods were described without reference to the specific
software code—it being understood that software and con-
trol hardware can be designed to implement the systems and
methods based on the description herein.

Further, certain portions, described above, may be imple-
mented as a component that performs one or more functions.
A component, as used herein, may include hardware, such as
a processor, an ASIC, or a FPGA, or a combination of
hardware and software (e.g., a processor executing soit-
ware).

It should be emphasized that the terms “comprises”/
“comprising” when used in this specification are taken to
specily the presence of stated features, integers, steps or
components but does not preclude the presence or addition
of one or more other features, integers, steps, components or
groups thereof.

The term “logic,” as used herein, may refer to a combi-
nation of one or more processors configured to execute
instructions stored in one or more memory devices, may
refer to hardwired circuitry, and/or may refer to a combina-
tion thereof. Furthermore, a logic may be included 1n a
single device or may be distributed across multiple, and
possibly remote, devices.

For the purposes of describing and defining the present
invention, 1t 1s additionally noted that the term “substan-
tially” 1s utilized herein to represent the immherent degree of
uncertainty that may be attributed to any quantitative com-
parison, value, measurement, or other representation. The
term “‘substantially” 1s also utilized herein to represent the
degree by which a quantitative representation may vary from
a stated reference without resulting 1n a change 1n the basic
function of the subject matter at 1ssue.

To the extent the aforementioned embodiments collect,
store or employ personal information provided by individu-
als, 1t should be understood that such information shall be
used 1n accordance with all applicable laws concerning
protection of personal information. Additionally, the collec-
tion, storage and use of such mformation may be subject to
consent of the individual to such activity, for example,
through well known “opt-in” or “opt-out” processes as may
be approprniate for the situation and type of information.
Storage and use of personal information may be in an
appropriately secure manner retlective of the type of infor-
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mation, for example, through various encryption and ano-
nymization techniques for particularly sensitive informa-
tion.

No element, act, or 1nstruction used in the present appli-
cation should be construed as critical or essential to the
embodiments unless explicitly described as such. Also, as
used herein, the article “a” 1s intended to include one or more
items. Further, the phrase “based on™ 1s mtended to mean
“based, at least 1n part, on” unless explicitly stated other-
wise.

What 1s claimed 1s:

1. A method, performed by a computer device, the method
comprising:

receiving, by the computer device, a request to set up

motion detection for a camera;
generating, by the computer device, a selection grid for a
fleld of view associated with the camera, wherein the
selection grid includes a plurality of grid elements;

providing, by the computer device, a graphical user
interface superimposed over the field of view and
configured to enable a user to manipulate the selection
orid to select at least one of a size of grid elements 1n
the plurality of grid elements, a shape of the gnd
clements 1n the plurality of grid elements, or a position
of the selection grid;

receiving, by the computer device, a selection of at least

one of the size of the grid elements, the shape of the
orid elements, or the position of the selection grnid via
the graphical user intertace;
selecting, by the computer device, one or more gnd
clements of the plurality of grnid elements; and

configuring, by the computer device, motion detection for
a video feed from the camera based on the selected one
or more grid elements.

2. The method of claim 1, wherein receiving the selection
ol at least one of the size of the grnid elements, the shape of
the grid elements, or the position of the selection grid via the
graphical user interface comprises:

recerving a selection of the size of the grid elements.

3. The method of claim 1, wherein receiving the selection
ol at least one of the size of the gnd elements, the shape of
the grid elements, or the position of the selection grnid via the
graphical user interface comprises:

receiving a selection of the position of the selection grid.

4. The method of claim 1, wherein receiving the selection
of at least one of the size of the grnd elements, the shape of
the grid elements, or the position of the selection grid via the
graphical user interface comprises:

recerving a selection of the shape of the grid elements.

5. The method of claim 1, wherein receiving the selection
ol at least one of the size of the grnid elements, the shape of
the grid elements, or the position of the selection grid via the
graphical user interface comprises:

receiving a selection of a first size or shape for a first

subset of grid elements 1n the plurality of grid elements;
and

receiving a selection of a second size or shape for a

second subset of grid elements 1n the plurality of gnid
clements.

6. The method of claim 1, further comprising;:

adjusting the selection grid based on the received selec-

tion of at least one of the size of the grid elements, the
shape of the grid elements, or the position of the
selection grid.

7. The method of claim 1, wherein selecting the one or
more grid elements of the plurality of grid elements
includes:
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selecting the one or more grid elements based on at least
one of a detected object 1n the field of view, a history
of detected motion 1n the field of view, or an area of
focus 1n the field of view.

8. The method of claim 1, wherein configuring motion 5
detection for the video feed from the camera based on the
selected one or more grid elements includes:

coniiguring the camera to provide information identifying

the selected one or more grid elements to a motion
detection system along with the video feed.

9. The method of claim 1, wherein configuring motion
detection for the video feed from the camera based on the
selected one or more grid elements includes:

providing information identifying the selected one or

more grid elements to a motion detection system,
wherein the motion detection system 1s configured to
receive the video feed from the camera and perform
motion detection on the video feed.

10. A computer device comprising;

a memory storing instructions; and
a processor configured to execute the instructions to:

receive a request to set up motion detection for a
camera;

generate a selection grid for a field of view associated
with the camera, wherein the selection grid includes
a plurality of grid elements;

provide a graphical user interface superimposed over
the field of view and configured to enable a user to
manipulate the selection gnid to select at least one of
a size ol grid elements 1 the plurality of gnd
clements, a shape of the grid elements 1n the plurality
of grid elements, or a position of the selection grid;

receive a selection of at least one of the size of the grid
clements, the shape of the gnd elements, or the
position of the selection grid via the graphical user
interface:

select one or more grid elements of the plurality of grid
elements; and

configure motion detection for a video feed from the
camera based on the selected one or more grid
clements.

11. The computer device of claim 10, wherein, when
receiving the selection of at least one of the size of the gnid
clements, the shape of the grid elements, or the position of
the selection grid via the graphical user interface, the pro- 45
cessor 1s Turther configured to:

select the size of the grid elements.

12. The computer device of claim 10, wherein, when
receiving the selection of at least one of the size of the grid
clements, the shape of the grid elements, or the position of 50
the selection grid via the graphical user interface, the pro-
cessor 1s further configured to:

select the position of the selection grid.

13. The computer device of claim 10, wherein, when
receiving the selection of at least one of the size of the gnd 55
clements, the shape of the grid elements, or the position of
the selection grid via the graphical user interface, the pro-
cessor 1s further configured to:

select the shape of the grid elements.

14. The computer device of claim 10, wherein, when 60
receiving the selection of at least one of the size of the grid
clements, the shape of the grid elements, or the position of
the selection grid via the graphical user interface, the pro-
cessor 1s Turther configured to:

receive a selection of a first size or shape for a first subset 65

of grid elements in the plurality of grid elements; and

10

15

20

25

30

35

40

16

receive a selection of a second size or shape for a second

subset of grid elements in the plurality of grid elements.

15. The computer device of claim 10, wherein the pro-
cessor 1s further configured to:

adjust the selection grid based on the received selection of

at least one of the size of the grid elements, the shape

of the grid elements, or the position of the selection
orid.

16. The computer device of claim 10, wherein, when
selecting the one or more grid elements of the plurality of
orid elements, the processor 1s further configured to:

select the one or more grid elements based on at least one

of a detected object 1n the field of view, a history of
detected motion 1n the field of view, or an area of focus
in the field of view.

17. The computer device of claim 10, wherein, when
configuring motion detection for the video feed from the
camera based on the selected one or more grid elements, the
processor 1s further configured to:

configure the camera to provide information identifying

the selected one or more grid elements to a motion
detection system along with the video feed.

18. The computer device of claim 10, wherein, when
configuring motion detection for the video feed from the
camera based on the selected one or more grid elements, the
processor 1s further configured to:

provide mformation 1dentifying the selected one or more

orid elements to a motion detection system, wherein the
motion detection system 1s configured to receive the
video feed from the camera and perform motion detec-
tion on the video feed.

19. A method, performed by a computer device, the
method comprising:

providing, by the computer device, a graphical user

interface superimposed over the field of view and
configured to enable a user to manipulate the selection
orid to select at least one of a size of grid elements 1n
the plurality of gnid elements, a shape of the gnd
clements 1n the plurality of grid elements, or a position
of the selection grid;

recerving, by the computer device, a selection of at least

one of the size of the grid elements, the shape of the
orid elements, or the position of the selection grnid via
the graphical user intertace;
receiving, by the computer device, information identify-
ing one or more selected grid elements for the selection
orid associated with the field of view for the camera;

generating, by the computer device, a mask based on the
information i1dentifying the one or more selected grnid
elements;

recerving, by the computer device, a video feed from the

camera;
applying, by the computer device, the generated mask to
the recerved video feed to select one or more areas in
the video feed to which to apply motion detection;

detecting, by the computer device, motion i1n the masked
video feed; and

sending, by the computer device, a notification to a

notification device associated with the camera, 1n
response to detecting the motion 1n the masked video
feed.

20. The method of claim 19, wherein the information
identifying the one or more selected grid elements 1is
received from the notification device.
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