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METHOD AND NETWORK NODE FOR
SAVING POWER IN A USER EQUIPMENT

TECHNICAL FIELD

The present disclosure relates generally to a method and
a network node of a radio network, for enabling a User
Equipment, UE, to save power 1n radio communication with
the network node.

BACKGROUND

In recent years, different types of radio networks have
been developed to provide radio communication for various
wireless terminals across different areas. The radio net-
works, e.g. operating according to Long Term Evolution,
LTE, are constantly improved by new functionality to pro-
vide better capacity, performance and coverage to meet the
demands from subscribers using services and increasingly
advanced terminals, such as smartphones, tablets and laptop
computers. These terminals contain a typically small and
light-weight battery that provides electrical power for radio
communication and application handling such as processing
of input commands and play-out of media. Due to the weight
and size requirements, such batteries have a very limited
capacity. In particular, considerable amounts of power are
consumed when transmitting and receiving radio signals to
and from a serving network node. This power consumption
naturally drains the battery and 1t 1s often a challenge to
minimize or reduce the time that a terminal must be active
and consume power to prolong battery life without losing
tfunctionality and quality as experienced by the user.

In the field of radio communication, the term User Equip-
ment, UE, 1s commonly used and will be used in this
disclosure to represent any terminal or device capable of
radio communication including receiving downlink signals
transmitted from a serving network node and sending uplink
signals to the network node. Throughout this disclosure, UE
could e.g. be exchanged for wireless device which 1s another
common term 1n this field. The term UE should be inter-
preted broadly 1n this disclosure as a communication entity
that basically communicates by radio access with network
nodes. Thus, a UE 1n this context 1s not necessarily held and
operated by a human user but 1t could also be a machine-to
machine type of device operating automatically.

Further, the term ‘“network node”, also commonly
referred to as a base station, radio node, e-nodeB, eNB, etc.,
represents any node for providing radio access in a radio
network that can communicate uplink and downlink radio
signals with UEs. The radio network may, without limaita-
tion, also be referred to as a cellular network or a mobile
network. The network nodes described in this disclosure
may 1nclude so-called macro nodes and low power nodes
such as micro, pico, femto, Wifl and relay nodes, to mention
some customary examples. Throughout this disclosure, net-
work node could e.g. be exchanged for base station.

As 1ndicated above, various solutions are available to
mimmize or reduce the power consumption 1n a UE. A key
example of that 1s the functionality for Discontinuous
Reception, DRX, where the UE turns ofl and on 1ts receiver
according to a predefined DRX scheme. In this scheme,

“on-duration” denotes a relatively short period when the
UE’s recerver must be switched on, e.g. 1n order to receive
some message or data from the network node if needed, or
to measure signals, while “off-duration” denotes a relatively
longer period when the receiver can remain switched off. A
DRX cycle 1s defined as one on-duration period and one
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ofl-duration period which both have predefined lengths.
Radio signals can thus only be received by the UE during the

on-duration periods but not during the off-duration periods.
A main purpose of applying DRX 1s that the UE naturally
saves power during the off-duration periods by not having 1ts
recelver switched-on, and also resources 1n the network will
not be occupied for the UE during the ofl-duration periods.

The DRX {feature and resulting UE behavior are governed
by various DRX parameters, e.g. specilying the length of the
on-duration and ofl-duration periods, among other things,
and the DRX parameters are typically configured 1n the UE
by signaling from 1its serving network node, e.g. for Radio
Resource Control, RRC, which 1s illustrated 1n FIG. 1. The
network node 100 thus scnds valid DRX parameters to the
UE which 1n turn goes to sleep and wakes up, 1.€. 1n terms
of reception, according to the occurrence ol respective
ofl-duration and on-duration periods as defined by the
signaled DRX parameters. The UE thus performs this when
it leaves an active state and enters a DRX mode which
happens under certain circumstances, as defined by the DRX
parameters.

In more detail, the DRX parameters typically include a
parameter called “mnactivity timer” which should be started
alter each completed activity 1n the UE such as transmission
or reception of data or a message or a measurement. For
example according to current procedures, the Inactivity
timer may be started at the reception of a downlink packet
and at the reception of an uplink grant. If there comes
another packet just after the first one, the 1inactivity timer 1s
restarted. FIG. 2 illustrates by a time-activity diagram where
200 denotes a latest activity, such as a transmission or
reception, by the UE. If the UE remains inactive after this
activity 200 until the mactivity timer expires, 1.€. not trans-
mitting or receiving any signals, the UE will enter a state of
following the DRX cycle which 1s fixed 1n time for the UE.
In this case, the UE goes to sleep when the mactivity timer
expires, shown by a down arrow, and then following the
fixed DRX cycle of sleeping and waking up, 1.e. turning oif
and on 1ts receiver, as shown by a succession of down and
up arrows.

In this figure, so-called short and long DRX cycles are
shown for illustrative purposes which the UE may apply
according configuration. The UE 1s typically configured to
apply the short DRX cycle initially and then the long DRX
cycle later when remaining inactive even longer since the
likelihood of activity decreases over time.

The radio communication of today 1s becoming more and
more based on the Internet Protocol, IP, which means that a
UE may be active 1in radio communication mtermittently and
1s thus frequently switching between periods of activity and
periods of mactivity. As a result, the UE may often be 1n the
DRX sleeping state for very short periods, 1.e. after the
iactivity timer has expired, before 1t must return to active
state again by turning on the receiver for receiving signals.
In that case, the 1nactivity timer causes the UE’s receiver to
be on and consume power for a sigmificant part of each
mactive period. It 1s therefore a problem that UEs often
consume considerable power even when DRX 1s applied. On
the other hand, the mactivity timer 1s needed to avoid latency
in the radio communication by controlling the UE to enter
the DRX sleeping state not too soon when there might be

turther signals to receive.

SUMMARY

It 1s an object of embodiments described herein to address
at least some of the problems and 1ssues outlined above. It
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1s possible to achieve this object and others by using a
method and a network node as defined in the attached
independent claims.

According to one aspect, a method 1s performed by a
network node of a radio network, for enabling a User
Equipment, UE, to save power 1n radio communication with
the network node. In this method, the network node sets a
waiting threshold for the UE. The network node further
communicates data with the UE over a radio link and obtains

trailic characteristics pertaining to the radio communication.

Upon communicating the data, the network node predicts a
waiting time until next data 1s to be commumicated with the
UE based on the traflic characteristics, and triggers the UE
to enter a Discontinuous Reception, DRX, sleep when the
predicted waiting time 1s longer than the waiting threshold
by sending a sleep command to the UE. Thereby, the UE 1s
able to save more power by going to DRX sleep immediately
after the last data, as compared to waiting for an inactivity
timer to expire before going to DRX sleep.

According to another aspect, a network node of a radio
network 1s arranged to enable a UE to save power 1n radio
communication with the radio node. The network node
comprises a logic unit that 1s configured to set a waiting
threshold for the UE, a radio circuitry that 1s configured to
communicate data with the UE over a radio link, and an
obtaining umt that 1s configured to obtain tratlic character-
istics pertaining to the radio communication. The logic unit
1s Turther configured to predict a waiting time until next data
1s to be communicated with the UE based on the traflic
characteristics, and to trigger the UE to enter a DRX sleep
when the predicted waiting time 1s longer than the waiting
threshold by sending a sleep command to the UE.

The above method and network node may be configured
and implemented according to different optional embodi-
ments e.g. to accomplish turther features and benefits, to be

described below.

BRIEF DESCRIPTION OF DRAWINGS

The solution will now be described 1n more detail by
means ol exemplary embodiments and with reference to the
accompanying drawings, in which:

FIG. 1 1s a communication scenario illustrating the DRX
teature, according to the prior art.

FIG. 2 1s a schematic diagram illustrating activity over
time 1n a UE when applying DRX, according to the prior art.

FI1G. 3 1s a flow chart with actions performed by a network
node, according to some possible embodiments.

FIG. 4 1s another communication scenario illustrating
signaling and actions 1n a radio communication between a
network node and a UE, according to further possible
embodiments.

FIG. 5 1s another schematic diagram illustrating activity
over time 1 a UE when embodiments herein are used.

FIG. 6 1s a block diagram illustrating a network node in
more detail, according to further possible embodiments.

FIG. 7 1s a more detailed flow chart with actions per-
formed by a network node, according to further possible
embodiments.

FI1G. 8 illustrates how receiver activity and corresponding,
power consumption in the UE varies over time including
ramp-up and ramp-down periods before and after, respec-
tively, the receiver’s on-duration periods.

DETAILED DESCRIPTION

In this disclosure, a solution 1s presented where 1t has been
recognized that the above-described DRX parameters,
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including the mmactivity timer which 1s virtually fixed and
static, may not be optimal or suitable for all traili

1c s1tuations
which may vary dependent on, e.g., a current radio envi-
ronment, such as interference, and also on what services and
applications the UE 1s currently using and what capabilities
it has. In particular, the statically configured inactivity timer
may have an mappropriate length for the current traflic
situation such that the UE goes to sleep too soon or too late
which could result 1n unwanted latency or excessive power
consumption, respectively.

For example, if the UE goes to DRX sleep according to
the static mactivity timer too soon such that a next commu-
nication with the UE 1s imminent at that moment, the UE
may have to wait until the next on-period 1n the DRX cycle
before the next communication can be executed or sched-
uled. This situation may thus result in unacceptable latency,
1.. waiting time before the communication can be executed,
also reducing throughput of data, whereas not much power
has been saved. On the other hand, if the static nactivity
timer proves to be too long to suit a situation where packets
are communicated fairly frequently but with long enough
intervals to make the mactivity timer expire now and then,
the UE will seldom or never go to DRX sleep for any length
of time due to frequent activities, thus not saving power as
desired. In any case, the UE must wait with going to DRX
sleep until the inactivity timer expires such that 1t consumes
power during the entire expiry period.

In this solution, a network node serving the UE basically
operates to enable the UE to enter DRX sleep immediately
alter an activity has been completed by the UE, e.g. after
transmission or reception ol data or a measurement, 11 1t can
be gathered that the next communication with the UE 1s not
expected to occur until after a certain time limit, hereafter
called a waiting threshold. This 1s done by predicting a
waiting time until next data 1s expected to be communicated
with the UE, given the circumstances of the radio commu-
nication, and checking whether the predicted waiting time
exceeds the waiting threshold. If so, the UE 1s ordered to go
into DRX sleeping state immediately and then follow the
DRX cycle, that 1s without waiting for the mactivity timer to
expire. Thereby, more power can be saved by the early DRX
sleep as compared to waiting for the inactivity timer to
expire. The waiting threshold may be set depending on
various UE-related factors and/or other things, which will be
explained 1n more detail later below.

An example of a procedure with actions performed by a
network node of a radio network to accomplish the above,
will now be described with reference to the flow chart in
FIG. 3. This procedure thus enables a UE to save power 1n
radio communication with the network node i a beneficial
manner. It 1s assumed that the network node, such as a base
station or similar, 1s currently serving the UE with radio
access and that a connection has been established with the
UE.

A first action 300 1llustrates that the network node sets a
waiting threshold for the UE, which threshold will control
the UE’s DRX sleep behavior 1n a manner to be described
below. In a next shown action 302, the network node
communicates data with the UE, e.g. by sending data to the
UE or receiving data from the UE, or both. In this context,
“data” should be understood broadly to represent any infor-
mation e.g. related to payload or signaling. This action thus
implies a latest activity performed by the UE 1n terms of
communication.

In a further action 304, the network node obtains trathic
characteristics that somehow pertain to the radio communi-
cation with the UE. Action 304 may be executed more or less
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at the same time, or even somewhat before e.g. on a
continuous basis, as action 302 of the latest UE activity. At
least some of the trathic characteristics may be measured 1n
real-time, e¢.g. by the network node and/or by the UE. Some
useful but non-limiting examples of traili

ic characteristics
that may be obtained in this action 304 are presented below.

A) One or more services being used by the UE may
contribute to the traflic characteristics 1n that a certain
service may require a certain amount or pattern of
information to be communicated, e.g. at certain points
in time.

B) One or more applications used 1in the UE may con-
tribute 1n a similar manner to the trathic characteristics
in that a certain application may require a certain
amount or pattern of information to be communicated.

C) A radio environment of the radio communication,
which may vary more or less significantly e.g. 1n terms
of bandwidth, interference, path loss, coverage, and so
forth.

D) A traflic pattern of communicating packets 1n the radio
communication, ¢.g. depending on time between suc-
cessive packets, packet size, direction 1.e. uplink or
downlink, and the number of pending packets i a
transmission builer.

E) Capabilities of the UE, e.g. modulation and coding/
decoding abilities, supported number of data streams,
support for carrier aggregation and Multiple Input
Multiple Output, MIMO.

F) A user behaviour in the radio communication, e.g.
pertaining to how the user activates and interacts with
an application.

However, the tratl

ic characteristics that could be obtained 1n
action 304 are not limited to the above examples A-F.

In a next action 306, the network node predicts a waiting
time “P” until next data 1s expected to be communicated
with the UE, either in uplink or downlink, based on the
traflic characteristics. The network node may thus predict a
waiting time right after an activity has been performed and
completed by the UE, typically a transmission or reception
of data, as of action 302 above. In some possible embodi-
ments, the network node may predict the waiting time upon
a downlink transmission of data to the UE, or upon an uplink
scheduling grant to the UE, or upon a transmission of data
from the UE.

Further possible embodiments include predicting the
waiting time by entering the obtained traflic characteristics
into a prediction model that has been created from traflic
statistics collected over time 1n the radio network. It 1s thus
possible to build a prediction model or algorithm from trathic
statistics reflecting various features of the traflic occurring
over time in the network. Brietly described, the prediction
model can be created basically in two stages: extraction of
trails

ic features in the network and tramming of the model,
which will be described 1n more detail later below.

In a following action 308, the network node determines
whether the predicted waiting time P from action 306 1s
longer than, 1.e. exceeds, the above-mentioned waiting
threshold which has been set for the radio communication
with the UE. If not, the network node just waits until the next
data 1s communicated with the UE, that 1s by returning
essentially to action 302 as shown 1n the figure.

On the other hand, 1n case i1t 1s determined 1n action 308
that the predicted waiting time 1s longer than the waiting,
threshold, the network node triggers the UE to enter DRX
sleep, 1n an action 310, by sending a sleep command to the
UE. It 1s thus assumed that the DRX sleep 1s eflicient to

apply when the UE 1s expected to remain 1nactive, 1.e. before
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it 1s time to communicate the next data, for a sufliciently
long time at least longer than the waiting threshold. In action
310, the UE will enter DRX sleep carlier than 11 1t had to wait
for the mactivity timer to expire, thus saving extra power by
the above early DRX sleep. In a possible implementation,
the sleep command sent from the network node may be a
MAC control element that can be used to force the UE to go
into 1mmediate, 1.e. early, sleep right after a data commu-
nication has been completed. This element 1s commonly

called the “DRX Command MAC Control element” where
MAC 1s short for Medium Access Control. The DRX
Command MAC control element as such has been defined
for communication using the well-known MAC protocol.
In order to apply the DRX function in an eflicient manner,
¢.g. to achieve benefits in terms of power saving with not too
much latency, the solution allows for setting the waiting
threshold to be more or less optimal for the UE given the
prevailing circumstances, as of action 300. For example, the
network node may set the waiting threshold 1n action 300
based on characteristics of the UE, which may be obtained
¢.g. from a user database in the network, or from stored
statistics of measurements, or by signaling with the UE, or
by a suitable combination of the above examples. To men-
tion some possible examples, the characteristics of the UE
may include at least one of: a traflic pattern of the UE, a
latency tolerated by a service or application used 1n the UE,
and an expected length of ramp-up and ramp-down periods
of the UE between sleep state and awake state. The traflic
pattern of the UE may be predlctable and dependent on the
service or application used in the UE.
The ramp-up period refers to the time it takes for the UE
receiver to warm-up and reach full operation power after
being switched on, while the ramp-down period refers to the
time 1t takes for the UE receiver to cool down and reach zero
power after being switched ofl. Although these ramp-up and
ramp-down periods may for some types of UEs have little
significance for the DRX sleep functionality, it may some-
times be helpiul to take them 1nto consideration when setting
the waiting threshold for a particular UE. If the UE 1s of a
type that requires relatively short ramp-up and ramp-down
periods, the waiting threshold may be set relatively short
since the UE 1s able to save relatively much power when
forced to DRX sleep and between the on-duration periods
and off-duration periods i the DRX cycle. On the other
hand, if the UE 1s of a type that requires relatively long
ramp-up and ramp-down periods, the waiting threshold may
be set somewhat longer since the UE is not able to save as
much power anyway when forced to DRX sleep and
between the on-duration periods and oif:

-duration periods 1n
the DRX cycle, 1n case the next communication 1s predicted
to come shortly and there 1s no point 1n sending the UE to
sleep for a very short time. In the latter case there may also
be latency problems 1f the UE takes long time to ramp up.

In another possible embodiment, the network node may
set the waiting threshold 1n action 300 based on an expected
“cost” for sending the sleep command to the UE 1n terms of
bandwidth and resource usage. This cost may be determined
as the amount of air interface bandwidth and/or network
resources that 1s required for conveying the actual sleep
command to the UE. The waiting threshold may thus be set
in a more or less optimal manner to provide a beneficial
trade-ofl between the cost for sending the sleep command
and the gain from saving power 1n the UE.

In yet another embodiment, the network node applies an
iactivity timer for the UE that 1s longer than the waiting
threshold Th. The waiting threshold Th should thus be set
shorter than the inactivity timer. Thereby, the UE will start
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following the DRX cycle when the inactivity timer expires
in case the predicted waiting time until communication of
next data was 1ncorrect and too short and no communication,
has occurred before the inactivity timer has expired. In this
way, the UE will eflectively revert to applying the mnactivity
timer 1n a conventional manner if the predicted waiting time
1s shorter than the waiting threshold Th but the real waiting
time until communication of the next data turns out to be
longer than both the waiting threshold Th and the mactivity
timer, that 1s, the communication does not actually occur as
predicted. By using the mactivity timer effectively as a
tall-back 1n this manner, the UE will save power anyway to
some extent by eventually going to DRX sleep even if the
waiting time until next communication could not be pre-
dicted correctly for whatever reason. The solution described
herein may thus effectively be used as an added feature to
the regular DRX functionality with the mactivity timer.
FIG. 4 illustrates 1n a simplified manner how a network

node 400 serving a UE first communicates data with the UE
over a radio link 1n a first action 4:1, and then predicts a
waiting time until next data 1s to be commumicated with the
UE based on traflic characteristics, in another action 4:2. It
the predicted waiting time 1s longer than a waiting threshold
set for the UE, the network node 400 triggers the UE to enter
DRX sleep by sending a sleep command to the UE, 1n a
following action 4:3. As a result, the UE goes to DRX sleep
immediately, 1n an action 4:4.

This series of events when using the solution are also
suggested schematically 1n a time—activity diagram of FIG.
5, which can be compared with the diagram of FIG. 2 which
illustrates how the UE i1s active over time when the conven-
tional DRX procedure 1s used. In the example of FIG. 5, 1t
1s assumed that the waiting time 1s predicted correctly
throughout for simplicity and that a waiting threshold
denoted “Th” has been set for the UE.

The UE has mitially 1ts recerver turned on and receives
data T1 from its serving network node. The network node
then predicts the waiting time “P1” until next data T2 will
be transmitted to the UE. However, the predicted waiting,
time P1 1s 1n this case shorter than the waiting threshold Th,
as shown 1n the figure, and therefore no sleep command 1s
sent to the UE after the communication of T1 and 1ts receiver
remains on. When the next communication T2 1s executed,
the network node again predicts another waiting time “P2”
unit next communication of data T3 will occur. This time,
the predicted waiting time P2 is longer than the waiting
threshold Th, also apparent from the figure, and 1n this case
a sleep command 1s sent to the UE after the communication
of T2.

In FIG. 5, it can be seen that the UE goes to sleep right
after the communication T2 when this solution 1s employed,
and does not remain turned on during the length of a
conventional inactivity timer that was shown in FIG. 2.
Thereby, the UE will save more power than in the conven-
tional DRX procedure of FIG. 2. The dashed lines sche-
matically illustrate that the UE follows a DRX scheme fixed
in time after going to DRX sleep according to the sleep
command.

A detailed but non-limiting example of how a network
node of a radio network may be structured with some
possible functional units to bring about the above-described
operation of the network node, is illustrated by the block
diagram in FIG. 6. In this figure, the network node 600 is
arranged for enabling a UE 602 to save power in radio
communication with the radio node. The network node 600

may be configured to operate according to any of the
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examples and embodiments of employing the solution as
described above and as follows.

The network node 600 comprises a suitable radio circuitry
600a for conducting radio communication with the UE 602
which may be done 1n a conventional manner. The network
node 600 also comprises a logic unit 60056 configured to set
a waiting threshold 6004 for the UE 602, e.g. according to
any of the embodiments described for action 300 above. The
radio circuitry 600a 1s configured to communicate data with
the UE over a radio link, as of action 302 above. The
network node 600 also comprises an obtaining unit 600c
configured to obtain tratlic characteristics pertaining to the
radio communication, €.g. according to any of the embodi-
ments described for action 304 above.

The logic unit 6005 1s further configured to predict a
waiting time “P”” until next data 1s to be communicated with
the UE based on the traflic characteristics, e.g. as described
for action 300 above. Some examples of traflic characteris-
tics have been described above. As mentioned above, the
waiting time may be predicted by entering the obtained
traflic characteristics 1n a prediction model 600e that has
been created from traflic statistics “St” collected over time
in the radio network, e.g. provided by the obtaining unit
600c as indicated by a dashed arrow. The logic unit 6005 1s
also configured to trigger the UE 602 to enter a DRX sleep
when the predicted waiting time 1s longer than the waiting
threshold 6004 by sending a sleep command “C”, e.g. a
MAC control element, to the UE 602.

The above network node 600 and its functional units may
be configured or arranged to operate according to various
optional embodiments such as those described above 1llus-
trated by FIGS. 3-5 and further embodiments and examples
to be described below with reference to FIGS. 7 and 8. In a
possible embodiment, the logic unit 6005 may be configured
to set the waiting threshold 6004 for the UE based on
characteristics of the UE. Some examples of characteristics
of the UE have been described above. In another possible
embodiment, the logic unit 60056 may be configured to set
the waiting threshold 6004 for the UE based on an expected
cost for sending the sleep command to the UE 1n terms of
bandwidth and resource usage.

In further possible embodiments, the logic unit 6006 may
be configured to predict the waiting time upon a downlink
transmission of data to the UE or upon an uplink scheduling
grant to the UE or upon a transmission of data from the UE.
The logic unit 6005 may be further configured to predict the
waiting time by entering the obtained traflic characteristics
in a prediction model 600e that has been created from traflic
statistics “St” collected over time 1n the radio network, as
schematically indicated by a dashed arrow. The logic unit
6005 may also be configured to apply an nactivity timer for
the UE that 1s longer than the waiting threshold, basically in
the manner described above.

It should be noted that FIG. 6 illustrates some possible
functional units 1n the network node 600 and the skilled
person 1s able to implement these functional units 1n practice
using suitable software and hardware. Thus, the solution 1s
generally not limited to the shown structures of the network
node 600, and the functional units 600a-c may be configured
to operate according to any of the features described 1n this
disclosure, where appropriate.

The embodiments and features described herein may be
implemented 1n a computer program comprising computer
readable code which, when run on a network node, causes
the network node to perform the above actions e.g. as
described for FIGS. 3 to 5. Further, the above-described

embodiments may be implemented 1n a computer program
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product comprising a computer readable medium on which
a computer program 1s stored. The computer program prod-
uct may be a compact disc or other carrier suitable for
holding the computer program. The computer program com-
prises computer readable code which, when run on a first
radio node, causes the network node 600 to perform the
above actions. Some examples of how the computer pro-
gram and computer program product can be realized in
practice are outlined below.

The functional units 600a-c described above for FIG. 6
may be implemented in the network node 600 by means of
program modules of a respective computer program com-
prising code means which, when run by a processor “P”
causes the network node 600 to perform the above-described
actions and procedures. The processor P may comprise a
single Central Processing Unit (CPU), or could comprise
two or more processing units. For example, the processor P
may include a general purpose microprocessor, an nstruc-
tion set processor and/or related chips sets and/or a special
purpose microprocessor such as an Application Specific
Integrated Circuit (ASIC). The processor P may also com-
prise a storage for caching purposes.

Each computer program may be carried by a computer
program product in the network node 600 1n the form of a
memory “M”” having a computer readable medium and being,
connected to the processor P. The computer program product
or memory M thus comprises a computer readable medium
on which the computer program 1s stored e.g. in the form of
computer program modules “m”. For example, the memory
M may be a flash memory, a Random-Access Memory

(RAM), a Read-Only Memory (ROM) or an Flectrically
Erasable Programmable ROM (EEPROM), and the program
modules m could in alternative embodiments be distributed
on different computer program products in the form of
memories within the network node 600.

It will now be described, with reference to the flow chart
in FIG. 7, a more detailed example of how the above
solution may be applied for enabling a UE to save power 1n
radio commumnication with a network node, e.g. the above-
described network node 400 or 600 and the above-described
UE 402 or 602. It was mentioned above that an mactlwty
timer 1s used as a fall-back 1n order to save power 1n the UE
in accordance with the regular DRX functionality by going
to DRX sleep when it expires even 1 the waiting time until
next communication was not predicted correctly such that
the predicted communication did not occur as expected. This
example of FIG. 7 illustrates how the 1mactivity timer would
be employed 1n this case.

The actions 300-310 are the same as 1n FIG. 3 and they
are therefore not necessary to describe here again. Of
interest 1n this example 1s however the case when it 1s found
in action 308 that the predicted waiting time P does not
exceed the waiting threshold. If then 1t 1s found 1n an action
700 that the communication of data actually will occur
before the inactivity timer expires, the process returns to
action 302 of communicating the data, and another predic-
tion of waiting time will be performed, and so forth. On the
other hand, If 1t 1s found 1n action 700 that the communi-
cation of data will not occur before the imactivity timer
expires, the UE will start following the DRX cycle as soon
as the mactivity timer expires according to regular proce-
dures, as shown by an action 702.

It was mentioned above that the waiting time may be
predicted by entering the obtained tratlic characteristics 1nto
a prediction model that has been created from traflic statis-
tics collected over time 1n the radio network, and that such
a prediction model can be created 1n two stages including
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extraction of traflic features and training of the model, see
¢.g. the prediction model 600¢ 1n FIG. 6. These two stages
and the following prediction of waiting time may be per-
formed by using existing procedures which are known as
such. An example of such a known procedure that may be
used when implementing the solution 1n practice 1s outlined
in more detail below.

1. Feature Extraction

Raw data 1s extracted for each data packet that 1s com-
municated, such as a timestamp for packet arrival, size of the
packet, whether i1t 1s communicated 1n uplink or downlink
ctc. This raw data needs to be transformed into a feature
vector that can be entered into the prediction model. It a
pattern 1s to be described by this feature vector, it 1s
necessary to use raw data from several data packets, e.g. by
using a sliding window for the feature extraction. This
sliding window can for example cover the last x number of
packets or the last y seconds. Interesting characteristics that
describe the pattern of commumnication in a way that 1s
relevant, are then calculated from the raw data, for example
inter arrival times between packets. It may be inter arrival
times between uplink packets, between downlink packets, or
between uplink and downlink packets. One way of describ-
ing these mter arrival times could be to create a histogram
vector and use that vector as the feature vector. Another
example of defining a feature or characteristics could be to
perform a suitable discrete Fourier transform that describes
the stream of packets in the frequency domain.

2. Training

For the training stage, pairs ol feature vectors and the
corresponding time for the next packet arrival are collected.
The goal 1s to train a machine learning model by saying “For
feature vector x, I want you to output waiting time vy to next
packet”. This problem 1s a machine learning problem which
lies outside the scope of this disclosure, but several possible
algorithms are available. The training may be performed
online, that 1s, as soon as a new feature vector 1s created and
a corresponding waiting time to next packet 1s determined,
the model can be updated. If this 1s not possible, 1.e. due to
resource limitations, the information may be saved and
training may be performed oflline, e.g. during the night.

3. Prediction

Whenever a new feature vector 1s obtained, 1t 1s entered
into the trained machine learning model. The resulting
output of the model 1s an estimation of the time to next
packet arrival. This value may then be used by the logic
described 1n this disclosure to make a decision of whether a
MAC control element should be sent to the UE or not.

It was also mentioned above that the waiting threshold
may 1n some cases be set depending on an expected length
of ramp-up and ramp-down periods of the UE between sleep
state and awake state, e.g. in order to achieve power saving
without too much latency. In this context, the waiting
threshold may thus be set with respect to latency require-
ments and an expected periodicity of activities in the used
service or application. FIG. 8 illustrates how receiver activ-
ity and corresponding power consumption in the UE varies
over time 1mncluding ramp-up and ramp-down periods belore
and after, respectively, the receiver’s on-duration periods.
When the UE 1s asleep during the off-duration periods, the
power consumption 1s shown by dashed lines and a ramp-up
period 1s needed when the UE switches on the receiver
before each on-duration period, followed by a ramp-down
period when the UE switches ofl its receiver after each
on-duration period.

The UE goes into light sleep during a short DRX cycle,
1.e. the power does not completely reach zero due to the
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relatively short time between the ramp-down and ramp-up
periods, while the UE goes 1mnto deep sleep during a long
DRX cycle, 1.e. the power goes down virtually to zero.
Therefore, more power 1s saved during the long DRX cycle
than during the short DRX cycle. It can also be seen that the
ramp-up period tl at the end of a short DRX cycle may be
somewhat shorter than the ramp-up period t2 at the end of
a long DRX cycle.

As explained above, the waiting threshold may be set
relatively short for a UE that has relatively short ramp-up
and ramp-down periods since that UE will be quick to ramp
down and save power, while 1t 1s better set the waiting
threshold longer for a “slow” UE that has relatively long
ramp-up and ramp-down periods. In the latter case, there 1s
no point 1 sending the UE to sleep for a very short time
since the UE will not get time to ramp-down fast enough to
save much power anyway, hence also avoiding another sleep
command to be communicated over the air interface. Fur-
ther, a slow UE should not be sent to sleep too frequently in
order since 1t may result in excessive latency.

While the solution has been described with reference to
specific exemplary embodiments, the description 1s gener-
ally only intended to illustrate the imventive concept and
should not be taken as limiting the scope of the solution. For
example, the terms “network node”, “User Equipment, UE”,
“discontinuous reception, DRX”, “DRX sleep™, “communi-

cation actwﬂy”,, “time limit™, “sleep command”, “inactivity
“prediction model” and “MAC control element”

2L

timer”,
have been used in this description, although any other
corresponding entities, functions, and/or parameters could
also be used having the features and characteristics
described here. The solution 1s defined by the appended
claims.

The invention claimed 1s:

1. A method performed by a network node of a radio
network, for enabling a User Equipment (UE) to save power
in radio communication with the network node, the method
comprising;

setting a waiting threshold for the UE, wherein setting the

waiting threshold for the UE 1s based at least 1n part on
an expected cost, i terms of bandwidth and resource
usage, for sending a sleep command to the UE,

Commumcatmg data with the UE over a radio link,

obtaining trailic characteristics pertaining to the radio

communication,

predicting a waiting time until next data 1s to be commu-

nicated with the UE based on the traffic characteristics,
and

triggering the UE to enter a Discontinuous Reception

(DRX) sleep when the predicted waiting time 1s longer
than the waiting threshold by sending the sleep com-
mand to the UE.

2. The method according to claim 1, wherein setting the
waiting threshold for the UE 1s further based on character-
1stics of the UE, wherein the characteristics of the UFE
include at least one of:

an expected length of ramp-up and ramp-down periods of

the UE between sleep state and awake state,

a traflic pattern of the UE, and

a latency tolerated by a service used in the UFE.

3. The method according to claim 1, wherein the traflic
characteristics pertain to at least one of.

one or more services used by the UE,

one or more applications used 1n the UE,

a radio environment of the radio communication,

a traflic pattern of communicating packets 1n the radio

communication,
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capabilities of the UE, and

a user behavior 1n the radio communication.

4. The method according to claim 1, wherein the predict-
ing of the waiting time until the next data 1s to be commu-
nicated with the UE 1s based on at least one of:

a downlink transmission of data to the UFE,

an uplink scheduling grant to the UE, and

a transmission of data from the UE.

5. The method according to claim 1, wherein sending the
sleep command to the UE comprises sending a Medium
Access Control (MAC) element.

6. The method according to claim 1, wherein predicting
the waiting time comprises entering the tratlic characteristics
in a prediction model that has been created from traflic
statistics collected over time 1n the radio network.

7. The method according to claim 1, further comprising,
applying an nactivity timer for the UE that 1s longer than the
waiting threshold.

8. A network node of a radio network, the network node
being arranged for enabling a User Equipment (UE) to save
power 1n radio communication with the network node, the
network node comprising:

a processor; and

memory storing computer-readable instructions that,

when executed by the processor, cause the network
node to perform operations comprising:

setting a waiting threshold for the UE, wherein setting the

waiting threshold for the UE is based at least in part on

an expected cost, in terms of bandwidth and resource

usage, for sending a sleep command to the UE,
communicating data with the UE over a radio link, and

obtaining trail

ic characteristics pertaining to the radio
communication,

predicting a waiting time until next data 1s to be commu-
nicated with the UE based on the traflic characteristics,
and

triggering the UE to enter a Discontinuous Reception
(DRX) sleep when the predicted waiting time 1s longer
than the waiting threshold by sending the sleep com-
mand to the UE.

9. The network node according to claim 8, wherein setting,
the waiting threshold for the UE 1s based on characteristics
of the UE, wherein the characteristics of the UE include at
least one of:

an expected length of ramp-up and ramp-down periods of

the UE between sleep state and awake state,

a trailic pattern of the UE, and

a latency tolerated by a service used 1n the UE.

10. The network node according to claim 8, wherein the
tratlic characteristics pertain to at least one of.

one or more services used by the UE,

one or more applications used in the UE,

a radio environment of the radio communication,

a traflic pattern of communicating packets 1n the radio

communication,

capabilities of the UE, and

a user behavior in the radio communication.

11. The network node according to claim 8, wherein the
predicting of the waiting time until the next data 1s to be
communicated with the UE 1s based on at least one of:

a downlink transmission of data to the UFE,

an uplink scheduling grant to the UE, and

a transmission of data from the UE.

12. The network node according to claim 8, wherein

predicting the waiting time comprises entering the trathic
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characteristics 1n a prediction model that has been created
from traflic statistics collected over time in the radio net-
work.

13. The network node according to claim 8, wherein the
memory stores further computer-readable instructions that, 3
when executed by the processor, cause the network node to
perform operations comprising applying an inactivity timer
for the UE that 1s longer than the waiting threshold.

G x e Gx o
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