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(57) ABSTRACT

In an embodiment, an electronic device includes circuitry
configured to automatically execute exposures at a photo-
graphing range 1ncluding at least a first region and a second
region, with diflerent focuses by a camera, and acquire first
images generated by the exposures, and display a second
image on a display based on the first images. A number of
exposures at the photographing range of a first photograph-
ing and a second photographing are different. The first
photographing i1s a case when a diflerence between a dis-
tance from the camera to the first subject and a distance from
the camera to the second subject 1s greater than or equal to
a first value. The second photographing 1s a case when the
difference 1s smaller than the first value.

15 Claims, 10 Drawing Sheets
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ELECTRONIC DEVICE, METHOD AND
STORAGE MEDIUM FOR GENERATING AN
IMAGE

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s based upon and claims the benefit of
priority from Japanese Patent Application No. 2014-167354,
filed Aug. 20, 2014, the entire contents of which are incor-
porated herein by reference.

FIELD

Embodiments described herein relate generally to an
clectronic device, a method and a storage device.

BACKGROUND

A portable electronic device equipped with a camera
capable of photographing (taking images of) various sub-
jects such as a tablet computer and a smartphone has been
widespread. Some cameras built 1n such electronic devices
have, for example, a function of automatically adjusting a
camera focus (autofocus function) to obtain a high contrast
1mage.

The camera focus 1s generally adjusted to a part of the
photography area, but not to the other parts, in a depth of

field. In particular, this inclination 1s remarkable in macro
photography (closeup). In capture photography, etc. of a
document, an 1mage having high sharpness (for example, an
all-focused 1mage where a focus 1s adjusted to an entire
photography area) such that contents of the document can be
recognized as a whole, can hardly be taken.

BRIEF DESCRIPTION OF THE DRAWINGS

A general architecture that implements the various fea-
tures of the embodiments will now be described with
reference to the drawings. The drawings and the associated
descriptions are provided to illustrate the embodiments and
not to limit the scope of the invention.

FIG. 1 1s a perspective view showing an example of an
appearance ol an electronic device of an embodiment.

FIG. 2 1s an illustration showing an example of an
appearance of a back surface side of the electronic device.

FIG. 3 1s a circuit diagram showing an example of a
system configuration of the electronic device.

FI1G. 4 1s an illustration for explanation of a function of a
camera application program.

FIG. 5 1s an 1llustration for explanation of the function of
the camera application program.

FIG. 6 1s a circuit diagram showing an example of a
functional structure of the electronic device.

FIG. 7 1s a flowchart showing an example of a procedure
of the electronic device when using focal sweep.

FIG. 8 1s an 1llustration showing an example of dividing
an 1mage nto s plurality of blocks.

FI1G. 9 1s a flowchart showing an example of a procedure
of focus position determining processing.

FIG. 10 1s an 1llustration showing an example of a focus
set value determined by the focus position determining
processing.

FIG. 11 1s an illustration showing an example of a focus
set value determined by the focus position determining
processing.
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FIG. 12 1s an 1llustration for explanation of the number of
times of photographing to generate a high sharpness image.

FIG. 13 is an illustration for explanation of the number of
times of photographing to generate a high sharpness image.
FIG. 14 1s an illustration for explanation of the number of
times of photographing to generate a high sharpness image.
FIG. 15 1s an 1llustration for explanation of the number of
times of photographing to generate a high sharpness 1image.
FIG. 16 1s an illustration for explanation of the number of
times of photographing to generate a high sharpness 1image.
FIG. 17 1s an 1llustration for explanation of the number of
times of photographing to generate a high sharpness image.
FIG. 18 1s an 1llustration for explanation of the number of
times of photographing to generate a high sharpness image.

DETAILED DESCRIPTION

Various embodiments will be described hereinafter with
reference to the accompanying drawings.

In general, according to one embodiment, an electronic
device includes a camera and circuitry configured to auto-
matically execute exposures at a photographing range, with
different focuses by the camera, the photographing range
including at least a first region where a first subject 1s located
and a second region where a second subject 1s located; and
acquire first images generated by the exposures, and display
a second 1mage on a display based on the first 1mages. A
number of exposures at the photographing range of a first
photographing and a second photographing are different.
The first photographing 1s a case when a difference between
a distance from the camera to the first subject and a distance
from the camera to the second subject 1s greater than or
equal to a first value. The second photographing is a case
when the difference 1s smaller than the first value.

FIG. 1 1s a perspective view showing an example of an
appearance of an electronic device of the present embodi-
ment. The electronic device 1s a portable electronic device
and can be implemented as, for example, a tablet computer,
a smartphone or the like. In FIG. 1, the electronic device 1s
implemented as a tablet computer. The electronic device of
the present embodiment 1s heremnafter described as a tablet
computer.

An electronic device 10 shown 1n FIG. 1 includes a body
11 and a touchscreen display 12. The body 11 1s a housing
shaped 1n a thin box. A flat panel display and a sensor for
detecting a contact position of a finger, etc. on a screen of the
flat panel display are built in the touch screen display 12.
The flat panel display includes, for example, an LCD, etc. A
sensor icludes, for example, a touchpanel, etc. In this case,
the touchpanel 1s provided to cover the LCD.

FIG. 2 1s an illustration showing an example of an outer
appearance (part) of a back surface side of the electronic
device 10. A camera 12 capable of photographing (images
including) various subjects 1s built 1n the back surface of the
clectronic device 10 as shown 1n FIG. 2. When an applica-
tion program for taking an image 1s activated by using the
camera 13, the subject 1image 1n a photography area (pho-
tographing range) of the camera 13 1s displayed on the touch
screen display 12 1n a real time. This display 1s called, for
example, a finder view or a camera view. In addition, for
example, a camera button 1s displayed on the touch screen
display 12. If a touch mput operation 1s executed on the
touch screen display 12 to press the camera button, an 1image
which 1s being displayed as a finder view 1s recorded (taken).

FIG. 3 1s a block diagram showing an example of a system
configuration of the electronic device 10. The electronic
device 10 includes a CPU 101, a nonvolatile memory 102,
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a main memory 103, a BIOS-ROM 104, a system controller
105, a graphics controller 106, a wireless communication
device 107, an EC 108, etc., as shown 1in FIG. 3. The touch
screen display 12 shown 1n FIG. 1 includes an LCD 12A and
a touchpanel 12B.

The CPU 101 1s a processor which controls operations of
various components 1n the electronic device 10. The CPU
101 loads various types of soiftware from the nonvolatile
memory 102 on the main memory 103 and then executes the
soltware. The software includes an operating system (OS)
103a and various application programs. The various appli-
cation programs include an application program (camera
application program) 1035 for taking (shooting) an 1mage by
the camera 13.

The CPU 101 also executes a BIOS stored 1n the BIOS-
ROM 104. The BIOS 1s a program for hardware control.

The system controller 105 1s a device which makes
connection between a local bus of the CPU 101 and various
components. Various controllers for driving and controlling
the components, such as a memory controller which controls
access to the main memory 103, are built 1n the system
controller 105.

The graphics controller 106 1s a display controller which
controls an LCD 12A employed as a display monitor of the
clectronic device 10. The LCD 12A displays a screen image,
based on a display signal generated by the graphics control-
ler 106.

The wireless communication device 107 1s a device
configured to execute wireless communication such as wire-
less LAN or 3G mobile communication. The EC 108 i1s a
one-chip microcomputer including an embedded controller
for power management. In addition, the EC 108 has a
function of turning on/ofl power of the electronic device 10
in accordance with user operations of the power button.

The camera 13 shown 1n FIG. 2 1s connected to the system
controller 105 as shown 1n FIG. 3. The camera 13 1s assumed
to has an auto-focus function of automatically matching
(adjusting) a focus of the camera 13 to be capable of
obtaining, for example, an 1mage of high contrast.

Next, the camera application program 1035 operating on
the electronic device 10 will be described 1n detail.

First, functions of the camera application program 1035
will be described with reference to FIG. 4 and FIG. 5.

Macro photography (closeup photography) using the
camera 13 of the electronic device 10 1s assumed here. An
image ol two double spread books 1s captured as shown 1n
FIG. 4. In this case, taking an image giving sharpness so as
to be capable of recognizing contents of two double spread
books on which character (strings) are written, 1.e., a full-
focus 1mage Ifocusing an entire photography area, 1is
required. In macro photography, for example, an 1mage in
which an area around a center 1s focused but a peripheral
portion 1s blurred 1s easily taken, and an image which 1s
entirely high in sharpness can hardly be taken.

The camera application program 1035 thus includes a
function of generating an 1mage having high sharpness as a
whole (hereinatiter called a high sharpness 1mage) by syn-
thesizing a sequence of 1mages photographed (shot) while
moving a focus (position). Such a function 1s called “focal
sweep (function)”.

A focus position of the present embodiment includes (a
subject included 1n) a region on the finder view to adjust the
focus. In addition, adjusting the focus on the region on the
finder view 1s, for example, to control a lens position of the
camera 13 so as to enhance the contrast 1n the region.

FIG. 5 1s an illustration for explanation of a basic prin-
ciple of the focal sweep. (A) in FIG. 5 shows a sequence of
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images shot while moving the focus. It 1s assumed here that
s1x 1mages are taken. (B) i FIG. 5 shows images 1n a
process ol generating the high sharpness 1images (including
a high-sharpness 1image of a final product).

If a first image and a second 1mage are taken on different
focuses, the two 1mages are synthesized and an 1mage which
has hlgher sharpness (1mage quality) than that of each of the
images and which has a focus adjusted at two different
portions (1.e., diflerent regions 1n the images) in the pho-
tography area 1s generated as shown 1 FIG. 5. Subsequently,
il a third image 1s further taken on a different focus, further
enhancement of sharpness 1n the 1mages (increase 1n 1mage
quality) 1s attempted by further synthesizing the third
images. After that, an image of higher sharpness (synthe-
s1ized 1mage) 1s generated by repeating the same operation.

Resolution (number of pixels) of the taken image and
resolution (number of pixels) of the image of higher sharp-
ness of the final product may be the same as each other or
may be varied from each other. In other words, the resolu-
tions (numbers of pixels) of the image to be subjected to
focal sweep and the image subjected to focal sweep may be
the same as or may be varied from each other. In addition,
the processing for generating the image of higher sharpness
by the focal sweep may be processing for generating an
image 1 which the focus 1s relatively adjusted 1n at least a
part of region, from an original 1mage, and the images may
have the same resolution (number of pixels) or different
resolution (number of pixels) as described above.

In the example shown 1n FIG. 5, six images are taken to
generate an 1mage of higher sharpness. To reduce the time
required to generate the image ol higher sharpness, the
number of 1images required to generate the 1image of higher
sharpness, 1.e., the count of taking 1mages of photography
areas by the camera 13 until generating the 1mage of higher
sharpness (hereinafter called photographing count) needs to
be reduced. Thus, the electronic device 10 of the present
embodiment has a function of controlling the photographing
count required to generate the image of higher sharpness by
using a sharpness map to be described later.

FIG. 6 1s block diagram showing an example of a func-
tional configuration of the electronic device 10 of the present
embodiment. Functional modules regarding the above-de-
scribed focal sweep will be mainly explained here.

The electronic device 10 includes an 1mage acquisition
controller 111, an 1mage storage 112, a sharpness map
generation controller 113, a sharpness map storage 114, a
focus determination controller 115, a camera controller 116,
an 1mage generation controller 117, and a display processor
118 as shown in FIG. 6. In the present embodiment, the
image acquisition controller 111, the sharpness map genera-
tion controller 113, the focus determination controller 115,
the camera controller 116, the 1image generation controller
117, and the display processor 118 are functional modules
implemented by executing the above-described camera
application program 1035 by a computer (for example, the
CPU 101) of the electronic device 10. In addition, the image
storage 112 and the sharpness map storage 114 are assumed
to be stored in the nonvolatile memory 102.

The 1mage acquisition controller 111 acquires, for
example, one or more images of the photography area
(photographing range) including regions where a plurality of
subjects are located, which are shot by the camera 13 (1.e.,
first 1mages generated by exposures at the photographing
range). The images acquired by the 1mage acquisition con-
troller 111 are stored in the image storage 112.

The sharpness map generation controller 113 generates a
sharpness map of the images from the 1mages stored 1n the
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image storage 112 (i.e., the images acquired by the image
acquisition controller 111). In this case, the sharpness map
generation controller 113 divides the 1mages stored 1n the
image storage 112 into a predetermined number of blocks
(regions) and generates a sharpness map having the sharp-
ness (value) of each of the blocks. The sharpness 1s an index
(value) indicating image sharpness. The sharpness generated
by the sharpness map generation controller 113 1s stored in
the sharpness map storage 114. The sharpness map genera-
tion controller 113 generates the sharpness map for each of
the 1mages stored in the 1mage storage 112 (1.e., the 1images
acquired by the image acquisition controller 111).

If the first image 1s acquired by the image acquisition
controller 111, the focus determination controller 115 deter-
mines a region on the finder view where focus 1s adjusted as
a focus position 1n next photographing using the camera 13,
based on the sharpness of each block which the sharpness
map of the image generated by the sharpness map generation
controller 113 has.

In addition, 11 the second image and the following 1images
are acquired by the image acquisition controller 111, the
focus determination controller 115 determines the focus
position by comparing the sharpness of the corresponding
blocks in the sharpness maps ol the respective images
generated by the sharpness map generation controller 113.

The camera controller 116 automatically execute expo-
sures at a photographing range, with different focuses by the
camera 13. In other words, the camera controller 116 con-
trols the camera 13 such that photographing with different
focuses 1s automatically executed 1n the photography area at
one or more times by using the camera 13. More specifically,
the camera controller 116 controls the camera 13 to take an
image or 1mages 1n a state in which the focus 1s adjusted at
the focus position determined by the focus determination
controller 115, on the finder view.

The 1image generation controller 117 generates the high
sharpness 1mage (second 1mage) by using one or more
images stored 1n the image storage 112. The high sharpness
image generated by the image generation controller 117 1s
stored 1n the image storage 112.

The display processor 118 displays the high sharpness
image generated by the image generation controller 117 on,
for example, the touch screen display 12.

Next, a procedure of the electronic device 10 of the
present embodiment when using the focal sweep will be
described with reference to a tlowchart of FIG. 7.

First, the user activates the camera application program
1035 on the electronic device 10 by executing the operations
on the electronic device 10. In this case, a subject image
such as a double spread book in the photography area of the
camera 13 1s displayed at a real time as the finder view, on
the touch screen display 12 of the electronic device 10.

The user 1s assumed to {ix (hold) (the camera 13 built in)
the electronic device 10 so as to photograph the same
photography area while the processing shown in FIG. 7 1s
executed. In other words, the finder view for the same
photography area (1.¢., the same finder view) 1s assumed to
be continuously displayed on the touch screen display 12
while the processing shown 1n FIG. 7 1s executed.

For example, a button (heremafter called a focal sweep
button) for mnstructing the focal sweep to be used 1s assumed
to be displayed on the finder view. When the user uses the
tocal sweep, the user presses the focal sweep button on the
touch screen display 12. Photographing using the camera 13
1s thereby started.

In this case, the camera 13 takes an image which 1s being
displayed as the finder view, for example, 1n a state 1n which
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the focus 1s adjusted by an autofocus function (touch focus
function) capable of adjusting the focus to the region 1n part
within an angle of view.

The 1mage acquisition controller 111 thereby acquires the
first image (hereinafter called image X1 for convenience)
(Block B1). The image X1 acquired by the image acquisition
controller 111 includes, for example, a region including the
subject such as the double spread document and a region
including a subject other than the document. The image
acquisition controller 111 stores the acquired image X1 1n
the 1mage storage 112.

The value indicating the focus position at taking the
image X1 (1.e., the position where the focus 1s adjusted by
the auto-focus function) (hereimnafter called focus set value)
1s held 1n the electronic device 10. The focus set value 1s a
value correlating to (a plane including the subject located 1n)
a distance from the camera 13 1n which the focus has been
adjusted, and can be obtained from, for example, a position,
etc. of the lens of the camera 13 1n which the focus is
adjusted. In other words, the focus set value 1s a value
indicating the distance from the camera 13 to (the plane
including) the subject included in the region where the focus
1s adjusted. In the following descriptions, the focus set value
indicating the focus position at taking the image X1 1s called
focus set value F1.

Next, the sharpness map generation controller 113 gen-
crates the sharpness map, based on the 1mage X1 stored 1n
the 112 (Block B2).

In this case, the sharpness map generation controller 113
divides the image X1 stored 1n the image storage 112 into a
plurality of blocks (regions) having a constant width. FIG. 8
shows an example of dividing the 1image X1 into a plurality
of blocks. In the example shown in FIG. 8, the image X1 1s
divided into six blocks A-F.

The sharpness map generation controller 113 computes
the sharpness (value) in each of the blocks thus divided. The
sharpness 1s a value numeralizing the 1image sharpness and
1s computed based on, for example, a brightness value, etc.
in each block.

For example, a great value 1s computed as the sharpness
in a block 1n which the focus 1s adjusted, and a small value
1s computed as the sharpness in a block 1n which the focus
1s not adjusted (1.e., blurred). If characteristic subjects are
not present (1.e., 11 uncharacteristic subjects alone present) in
the block 1n Wthh the focus 1s adjusted, comparatively low
sharpness 1s computed as compared with a case where
characteristic subjects are present in the block. The charac-
teristic subjects include, for example, (characters, etc. writ-
ten 1n) the above-described double spread document. On the
other hands, the uncharacteristic subjects include, for
example, a table face or the like unprovided with a pattern,
ctc. Furthermore, 11 the characteristic subjects are not pres-
ent 1n the block 1 which the focus i1s not adjusted, com-
paratively low sharpness 1s computed as compared with a
case where characteristic subjects are present.

By executing such processing, the sharpness map having
sharpness of each of the blocks (for example, blocks A-F)
obtained by dividing the image X1 (hereinafter called sharp-
ness map of the image X1) 1s generated. The sharpness map
of the image X1 thus generated 1s stored in the sharpness
map storage 114.

Next, the sharpness map generation controller 113 deter-
mines whether an 1mage of suflicient sharpness has been
obtained by photographing at one time or not, by referring
to the sharpness map of the image X1 (Block B3). In this
case, for example, 11 the sharpness of each of the blocks 1n
the sharpness map of the image X1 1s equal to or greater than
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a predetermined value (hereinafter called threshold value), 1t
1s determined that an 1mage of sutlicient sharpness has been
obtained. On the other hand, 11 at least one of the sharpnesses
of the blocks 1n the sharpness map of the image X1 1s not
equal to or greater than the threshold value, 1t 1s determined
that an 1mage of sutlicient sharpness has not been obtained.

If the sharpnesses of the predetermined number (or rate)
or more of the blocks are equal to or greater than the
threshold value 1n the sharpness map of the image X1, 1t may
be determined that the image of suilicient sharpness 1s
obtained.

If 1t 1s determined that the 1mage of suflicient sharpness 1s
not obtained (NO in Block B3), the focus determination
controller 115 determines the focus position where, for
example, the sharpness of the region corresponding to the
block of low sharpness becomes higher at the next photo-
graphing, based on the sharpnesses of the respective blocks
in the sharpness map of the image X1 (Block B4).

The processing 1n Block B4 will be described 1n detail.
The focus determination controller 115 specifies the block of
the lowest sharpness, of the plurality of blocks obtained by
dividing the image X1, by comparing the sharpnesses of the
respective blocks 1n the sharpness map of the image X1.

The same finder view as that at taking the image X1 1s
displayed on the touch screen display 12.

In this case, the focus determination controller 115 deter-
mines the region corresponding to the block of the lowest
sharpness as specified as described above, on the finder view
displayed on the touch screen display 12, as the region
where the focus 1s to be adjusted (i.e., the focus position)
(Block B4).

Next, the camera controller 116 controls the camera 13 to
take the 1mage which 1s being displayed as the finder view,
in a state 1n which the focus 1s adjusted 1n the region which
1s determined as the focus position by the focus determina-
tion controller 115, on the finder view.

The 1mage acquisition controller 111 thereby acquires the
second 1mage (hereinafter called image X2 for convenience)
(Block BS). The image X2 acquired by the image acquisition
controller 111 1s the same as the above-described image X1
except the focus positions 1n the 1images are different. The
image acquisition controller 111 stores the acquired image
X2 1n the image storage 112.

The focus set value indicating the focus position at taking,
the 1mage X2 (i.e., the focus position determined in Block
B4) (hereimnafter called focus set value F2) i1s held in the
clectronic device 10. The focus set value F2 1s a value
indicating the distance from the camera 13 to the subject
included in the region where the focus 1s adjusted as
described above.

Next, the sharpness map generation controller 113 gen-
crates the sharpness map (hereinafter called sharpness map
of 1mage X2), based on the image X2 stored in the image
storage 112 (Block B6). The sharpness map of the image X2
as generated here 1s a sharpness map having sharpness of
cach of blocks (for example, blocks A-F) obtained by
dividing the image X2, similarly to the sharpness map of the
image X1. In other words, the blocks 1n the sharpness map
of the image X2 correspond to the blocks 1n the sharpness
map of the image X1, respectively. The generation of the
sharpness map has been explained 1n Block B2 described
above, and 1ts detailed descriptions are omitted. In addition,
the sharpness map of the image X2 1s stored 1n the sharpness
map storage 114.

The sharpness map generation controller 113 determines
whether an unnecessary block 1s included 1n the plurality of
blocks obtained by dividing the image X1 and the image X2,
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based on the sharpness map of the image X1 and the
sharpness map of the image X2 stored in the sharpness map
storage 114 (Block B7).

In this case, 11 the blocks of low sharpness (1.e., sharpness
having small variation) are included in both the sharpness
map ol the image X1 and the sharpness map of the image X2
although the image X2 1s taken by changing the focus
position at taking the image X1, the sharpness map genera-
tion controller 113 determines that unnecessary blocks are

included in the sharpness maps.

More specifically, 1f the sharpness of block F in the
sharpness map of the image X1 1s lowest as compared with
the sharpness of the other blocks, the image X2 i1s taken in
a state 1 which the focus 1s adjusted to the region corre-
sponding to block F. In this case, if the sharpness of block
F 1s not improved even 1n the sharpness map of the image X2
thus taken, 1t can be predicted that no characteristic subject
1s present 1n (the region corresponding to) block F and that
the sharpness 1s evaluated to be comparatively lower.
Accordingly, block F 1s regarded as an unnecessary block
since the sharpness does not need to be increased.

If 1t 1s determined that unnecessary blocks are included
(YES 1n Block B7), the unnecessary blocks are excluded 1n
a subsequent processing (Block BS).

On the other hand, 1f 1t 1s determined that unnecessary
blocks are not included (NO 1n Block B7), the processing in
Block B8 1s not executed.

Next, the sharpness map generation controller 113 deter-
mines whether an 1mage of suflicient sharpness has been
obtained during the photographing at two times or not, by
refernng to the sharpness map of the image X1 and the
sharpness map of the image X2 (Block B9). In this case, the
sharpness map generation controller 113 generates a sharp-
ness map of the image X1-X2, based on, for example, the
sharpness map of the image X1 and the sharpness map of the
image X2. The sharpness map ol the image X1-X2 1is
sharpness map using, as the sharpness of each block, greater
s'larpness of the sharpness of the block in the sharpness map
of the image X1 and the sharpness of the block m the
sharpness map of the image X2. More specifically, i1 the
sharpness of block A 1n the sharpness map of the image X2
1s greater than the sharpness of block A 1n the sharpness map
of the image X1, the sharpness of block A 1n the sharpness
map of the image X2 1s used as the sharpness of block A in
the sharpness map of the image X1-X2. Block A has been
explained here, but the same processing 1s also executed 1n
the other blocks B-F.

In Block B9, the same processing as Block B3 1s executed
for the sharpness map of the image X1-X2 thus generated.
If unnecessary blocks are excluded in Block B8 described
above, the processing 1mn Block B9 i1s executed based on
sharpness of the blocks other than the unnecessary blocks 1n
the sharpness map of the image X1-X2.

If 1t 1s determined that the 1mage of suflicient sharpness 1s
not obtained (NO in Block B9), the focus determination
controller 1135 executes the focus position determining pro-
cessing, based on the focus set value F1 and the focus set
value F2 held in he electronic device 10, and the sharpness
map ol the image X1 and the sharpness map of the image X2
stored 1n the sharpness map storage 114 (Block B10).
According to the focus position determining processing, the
focus set value indicating the focus position at the next
photographing 1s determined. Details of the focus position
determining processing will be described later.

Next, the camera controller 116 controls the camera 13 to
take the 1mage which 1s being displayed as the finder view,
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in a state 1n which the focus 1s adjusted to the focus position
indicated by the focus set value.

The 1mage acquisition controller 111 thereby acquires the
third 1mage (hereinaiter called image X3 for convenience)
(Block B11). The image X3 acquired by the image acqui-
sition controller 111 1s the same as the above-described
image X1 and image X2 except that the focus positions 1n
the 1mages are different. The 1mage acquisition controller
111 stores the acquired image X3 in the image storage 112.

The focus set value indicating the focus position at taking
the 1mage X3 (i.e., the focus position determined in Block
B10) (heremafter called focus set value F3) 1s held in the
clectronic device 10.

Next, the sharpness map generation controller 113 gen-
crates the sharpness map (hereinatter called sharpness map
of 1image X3), based on the image X3 stored in the image
storage 112 (Block B12). The sharpness map of the image
X3 as generated here 1s a sharpness map having sharpness of
cach of blocks (for example, blocks A-F) obtamned by
dividing the image X3, similarly to the sharpness map of the
image X1 and the sharpness map of the image X2. In other
words, the blocks in the sharpness map of the image X1, the
sharpness map of the image X2 and the sharpness map of the
image X3 correspond to each other. The generation of the
sharpness map has been explained 1n Block B2 described
above, and 1ts detailed descriptions are omitted. In addition,
the sharpness map of the image X3 1s stored in the sharpness
map storage 114.

The sharpness map generation controller 113 determines
whether an 1mage of sutlicient sharpness has been obtained
during the photographing at three times or not, by referring

to the sharpness map of the image X3 and the sharpness map
of the image X1-X2 1n Block B9 (Block B13). The process-

ing 1n Block B13 has been explained 1n Block B9 described
above except that it 1s executed by referring to the sharpness
map of the image X3 and the sharpness map of the image
X1-X2, and 1ts detailed descriptions are omaitted.

If 1t 1s determined that the 1mage of suflicient sharpness 1s
obtained (YES in Block B13), the image generation con-
troller 117 generates a high sharpness image by using the
1n1age X1, the image X2 and the image X3 stored in the
image storage 112 (Block B14). In this case, the image
generation controller 117 generates an 1image of high sharp-
ness (synthesized image) in the region corresponding to each
block other than the blocks excluded as the unnecessary
blocks, by synthesizing the image X1, the image X2 and the
image X3.

In Block B14, other processing, etc. may be executed to
generate an image of higher sharpness. More specifically, for
example, 11 displacement of the image X1, the image X2 and
the 1mage X3, etc. occurs due to user’s camera shake,
processing for correcting the displacement, etc. may be
executed or other processing for image quality enhancement
(for example, blur restoring processing, etc.) may be
executed.

The high sharpness image (synthesized image) thus gen-
erated 1s displayed on the touch screen display 12 by the
display processor 118. The user can thereby confirm the high
sharpness 1mage obtained by the focal sweep. In addition,
the high sharpness 1image 1s stored 1n the 1mage storage 112.
The user can thereby confirm the high sharpness 1image by
reading the high sharpness 1image stored 1n the image storing,
module 112 even after the processing shown i FIG. 7 1s
executed.

On the other hand, 11 1t 1s determined that the 1mage of
suflicient sharpness 1s obtained 1n Block B3 (YES 1n Block
B3), the processing of Block B14 1s executed by using the
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image X1 stored in the image storing module 112. In the
processing of Block B14 in this case, a plurality of images
do not need to be synthesized, but a high sharpness image 1s
generated by, for example, executing preeessing for gener-
ating an 1mage of hlgher sharpness for the image X1.

In addition, 11 1t 15 determined that the 1 Image of suflicient
sharpness 1s obtained 1 Block B9 (YES in Block B9), the
processing of Block B14 1s executed by using the image X1
and the image X2 stored in the image storage 112.

If 1t 1s determined that the image of suilicient sharpness
has not been obtained in Block B13 (NO 1n Block B13), the
processing returns to Block B10 and the processing of
Blocks B10-B12 is repeated. In other words, a fourth or
more 1mages are sequentially taken until an 1image of sui-
ficient sharpness 1s obtained, in the present embodiment.

The preeessmg 1s repeated until an 1mage of suflicient
sharpness 1s obtained, as described above. However, by
presetting an upper limit of the number of times of photo-
graphing required to generate the image of high sharpness 1n
Block B14 (i.e., the number of images used for generation
of the image of high sharpness), the image of high sharpness
can be generated by using images obtained by photograph-
ing at the number of times 1f the number of times of
photographing reaches the upper limit. According to this
structure, the time required to generate the 1mage of high
sharpness can be reduced since the number of times of
repeating the processing in Blocks B10-B12 can be limated.

According to the processing shown i FIG. 7, for
example, 11 a plurality of subjects (1.e., a first subject and a
second subject) are present 1n the photography area and a
distance from each of the subjects to the camera 13 1s equal
to or more than a predetermined value, the 1image of high
sharpness 1s generated by using a plurality of i1mages
obtained by photographing at a plurality of times since an
image ol suilicient sharpness can hardly be obtained by
photographing at one time. In other words, the number of
times of photographing using the camera 13 to generate the
image of high sharpness 1n the present embodiment in a case
where a difference between a distance from one subject to
the camera 13 and a distance from the other subject to the
camera 13 1s equal to or more than a predetennlned value,
1s diflerent from that in a case where the difference 1s smaller
than the predetermined value.

Next, a procedure for the focus position determination
processing (1.e., the processing 1n Block B10 shown 1n FIG.
7) will be described with reference to a tflowchart of FIG. 9.
It 1s assumed here that the sharpness map of the image X1
and the sharpness map of the image X2 are stored in the
sharpness map storage 114 and that the focus set value F1
and the focus set value F2 are held 1n the electronic device
10.

The focus set value F1 1s a value indicating the focus
position at taking the image X1 (1.e., the distance to the
subject included 1n the region where the focus 1s adjusted).
Similarly, the focus set value F2 1s a value indicating the
focus position at taking the image X2. The focus set value
F1 1s set to be greater than the focus set value F2 (F1>F2).
In other words, the distance to the subject included 1n the
region where the focus 1s adjusted at taking the 1image X1 1s
assumed to be longer than the distance to the subject
included 1n the region where the focus 1s adjusted at taking
the 1mage X2.

First, the focus determination controller 115 counts the
number of blocks having lowered sharpness by comparing
sharpness of corresponding blocks in the sharpness map of
the image X1 and the sharpness map of the image X2 stored
in the sharpness map storage 114 (Block B21). In this case,
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the focus determination controller 115 counts the number of
blocks, 1n the sharpness map of the image X2 having the
sharpness smaller than the sharpness 1n the sharpness map of
the image X1. The number of blocks counted 1n Block B21
1s hereinafter called the reduced number of blocks.

In addition, the focus determination controller 115 counts
the number of blocks having increased sharpness by com-
paring sharpness of corresponding blocks in the sharpness
map of the image X1 and the sharpness map of the image X2
stored 1n the sharpness map storing module 114 (Block
B22). In this case, the focus determination controller 1135
counts the number of blocks, 1n the sharpness map of the
image X2 having the sharpness greater than the sharpness 1n
the sharpness map of the image X1. The number of blocks
counted 1n Block B22 1s heremnafter called the increased
number of blocks.

The blocks to be counted in Blocks B21 and B22 are
blocks 1n which the sharpness in the sharpness map of the
image X1-X2 1s not equal to or greater than a threshold value
and which are not excluded i1n Block B8 shown i FIG. 7.

Next, the focus determination controller 115 determines
whether the reduced number of blocks 1s more than the
increased number of blocks or not (Block B23).

It 1s assumed here that the reduced number of blocks 1s
determined to be greater than the increased number of
blocks (YES m Block B23). In this case, 1f the focus set
value F1 1s set to be greater than the focus set value F2 as
described above, 1t 1s predicted that the blocks having
increased sharpness may be increased by setting the focus
set value to be greater than the focus set value F1. For this
reason, the focus determination controller 115 determines a
focus set value F3 greater than the focus set value F1 (i.e.,
the focus set value F3 greater than the focus set value F1
which 1s greater than the focus set value F2) as shown in
FIG. 10, as a focus position for the next photographing
(Block B24).

In this case, the focus set value F3 can be determined by,
for example, applying the auto focus function to one or more
regions, of the blocks counted as the reduced number of
blocks. Since the focus set value F3 may be varied in a
direction opposite to the variation from the focus set value
F1 to the focus set value F2, the focus set value F3 may be
determined as, for example, “focus set value F1+(focus set
value Fl-focus set value F2)” or determined by, for
example, adding a predetermined value to the focus set value
F1. In addition, the focus set value F3 may be weighted by,
for example, using sharpness of the blocks counted as the
reduced number of blocks.

On the other hand, it 1s assumed that the reduced number
of blocks 1s not determined to be greater than the increased
number of blocks (1.e., the increased number of blocks 1s
greater than the reduced number of blocks) (NO 1n Block
B23). In this case, by setting the focus set value to be smaller
than the focus set value F2, sharpness can be further
increased 1n the blocks 1n which sharpness 1s increased by
varying the focus set value F1 to the focus set value F2 but
sharpness 1s msutlicient. For this reason, the focus determi-
nation controller 115 determines the focus set value F3
smaller than the focus set value F1 (1.e., the focus set value
F3 smaller than the focus set value F2 which 1s smaller than
the focus set value F1) as shown i FIG. 11, as a focus
position for the next photographing (Block B24).

In this case, the focus set value F3 can be determined by,
for example, applying the auto focus function to one or more
regions, of the blocks counted as the increased number of
blocks. Since the focus set value F3 may be smaller than the
focus set value F2, the focus set value F3 may be determined
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by, for example, subtracting a predetermined value from the
focus set value F2. In addition, the focus set value F3 may
be weighted by, for example, using sharpness of the blocks
counted as the increased number of blocks.

According to the focus position determining processing, a
focus set value (focus position) which can be expected to
acquire an 1image of high sharpness in regions corresponding
to blocks of insutlicient sharpness in the image X1 and the
image X2 can be determined, based on the sharpness map of
the image X1, the sharpness map of the image X2, the focus
set value F1, and the focus set value F2.

The focus set value F1 has been explained as the value
greater than the focus set value F2. However, the focus set
value F3 can also be determined even in a case where the
focus set value F1 1s smaller than the focus set value F2.
More specifically, 11 1t 1s determined in Block B23 that the
reduced number of blocks i1s greater than the increased
number of blocks, the focus set value F3 1s determined to be
smaller than the focus set value F1 1n Block B24. On the
other hand, 1 it 1s determined 1n Block B23 that the
increased number of blocks 1s greater than the reduced
number of blocks, the focus set value F3 1s determined to be
greater than the focus set value F2 1n Block B25.

In the present embodiment, the number of times of
photographing required to generate the image of high sharp-
ness can be controlled by executing the above-described
processing.

According to the present embodiment, when the image
X1 1s taken 1n a state 1n which the focus of the camera 13 1s
adjusted, the number of times of taking the images required
to generate the image of high sharpness 1s varied depending
on whether a characteristic subject (for example, a character
or the like) 1s mcluded 1n a region other than the region
where the focus 1s adjusted in the image X1. A simple
example of this case will be heremnafter explained.

In the following explanations, the sharpness of each block
in the sharpness map 1s a value which falls within a range of
1 to 10. In addition, the sharpness 1s set to be 10 when an
image 1s clearest, and 1s set to be 1 when an 1mage 1s not
clearest.

First, a case where characteristic subjects are included 1n
a region other than the region where the focus 1s adjusted 1n
the 1image X1 will be explained.

It 1s assumed here that three double spread documents
201-203 as shown 1n FIG. 12 are photographed. In this case,
the image X1 1s taken 1n a state 1n which the focus 1s adjusted
to the region including the document 201 by the auto focus
function. In other words, (characters described 1n) the docu-
ments 202 and 203 are assumed to be included 1n the region
other than the region where the focus 1s adjusted, as the
characteristic subjects.

In this case, a sharpness map of the image X1 as shown
in FIG. 13 1s generated. The sharpness of each of blocks A,
B, D and E 1n the sharpness map of the image X1 shown 1n
FIG. 13 15 9, the sharpness of block C 1s 5, and the sharpness
of block F 1s 4.

If the sharpness of each of blocks A, B, D and E, of the
blocks in the sharpness map of the image X1 shown 1n FIG.
13, 1s equal to or greater than a threshold value (for example,
8) but the sharpness of each of the blocks C and F 1s not
equal to or greater than the threshold value, an 1mage of
suflicient sharpness 1s not determined to be obtained.

In this case, the image X2 1s taken 1n a state in which the
focus 1s adjusted to the region corresponding to block F
having the lowest sharpness (1.e., the region including the
document 203).
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When the 1image X2 1s thus taken, a sharpness map of the
image X2 as shown in FIG. 14 1s generated. The sharpness
of each of blocks A, B, D and E 1n the sharpness map of the
image X2 shown in FIG. 14 1s 4, the sharpness of block C
1s 7, and the sharpness of block F 15 9.

The details are omitted here since they have been
explained above. The sharpness of each of blocks A, B, D,
E and F i the 1mage X1-X2 generated based on the
sharpness map of the image X1 shown in FIG. 13 and the
sharpness map of the 1 image X2 shown in FIG. 14 1s 9, and
the sharpness of block C 1s 7.

In this case, an i1mage of suflicient sharpness 1s not
determined to be obtained since the sharpness of each of
blocks A, B, D, E and F, of the blocks in the sharpness map
of the image X1-X2, 1s equal to or greater than the threshold
value but the sharpness of the block C 1s not equal to or
greater than the threshold value.

Next, the focus position which enables the sharpness of
the region corresponding to the block C (i.e., the region
including the document 202) to be increased 1s determined
by the focus position determining processing. An 1image X3
in which the sharpness of the region corresponding to the
block C 1s increased 1s thereby taken.

If such image X3 1s taken, an 1image of suflicient sharpness
1s determined to be obtained, and a high sharpness image can
be generated by using the image X1, the image X2 and the
image X3.

Thus, when three double open documents 201-203 as
shown 1 FIG. 12 are photographed, and when the first
image 1s taken 1n the state 1n which the focus 1s adjusted to
the regions including the document 201, of the documents
201-203, the number of times of photographing required to
generate a high sharpness image 1s three.

Next, a case where characteristic subjects are not included
in a region other than the region where the focus 1s adjusted
in the image X1 will be explained.

It 1s assumed here that a double spread document 301 as

shown 1n FIG. 15 1s photographed. In this case, the image X1
1s taken 1n a state 1n which the focus 1s adjusted to the region
including the document 301 by the auto focus function. In
other words, a characteristic subject 1s not included 1n the
region ether than the region where the focus 1s adjusted.
In this case, a sharpness map of the image X1 as shown
in FIG. 16 1s generated. The sharpness of each of blocks A,
B, D and E 1n the sharpness map of the image X1 shown 1n
FIG. 16 15 9, and the sharpness of each of blocks C and F 1s
2. Since the sharpness of each of blocks A, B, D and E, of
the blocks 1n the sharpness map of the image X1 shown in
FIG. 13, 1s equal to or greater than the threshold value but
the sharpness of each of the blocks C and F 1s not equal to
or greater than the threshold value, an 1mage of suflicient
sharpness 1s not determined to be obtained.

In this case, the image X2 1s taken 1n a state in which the
focus 1s adjusted to, for example, the region corresponding
to the block F having the lowest sharpness.

When the 1image X2 1s thus taken, a sharpness map of the
image X2 as shown in FIG. 17 1s generated. The sharpness
of each of blocks A, B, D and E 1n the sharpness map of the
image X2 shown i FIG. 17 1s 4, the sharpness of block C
1s 2, and the sharpness of block F 1s 3. In the regions where
a characteristic subject 1s not included (1.e., the regions
corresponding to the blocks C and F), vaniation 1n sharpness
1s small (1.e., the sharpness 1s not improved) even when the
focus 1s adjusted to the regions and photographing 1is
executed.

The sharpness of each of blocks A, B, D, and E in the
image X1-X2 generated based on the sharpness map of the
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image X1 shown in FIG. 16 and the sharpness map of the
image X2 shown 1n FIG. 17 15 9, the sharpness of the block
C 1s 2, and the sharpness of block F 1s 3.

The blocks C and F are excluded 1n subsequent processing,
since 1t can be predicted that no characteristic subject 1s
present and the sharpness 1s evaluated to be relatively low 1n
the regions corresponding to the blocks C and F having
lower sharpness, 1n the sharpness map of the image X1-X2
(1.e., the sharpness map of the image X1 and the sharpness
map of the image X2).

In this case, an image of sutlicient sharpness 1s determined
to be obtained since the sharpness of each of blocks A, B, D,
and E, other than the blocks C and F, in the sharpness map
of the image X1-X2, 1s equal to or greater than the threshold
value. A high sharpness image can be generated by using the
image X1 and the image X2.

Thus, when the double open document 301 as shown 1n
FIG. 15 1s photographed, and when the first image 1s taken
in the state 1n which the focus i1s adjusted to the regions
including the document 301, the number of times of pho-
tographing required to generate a high sharpness 1mage 1s
two.

The number of times of taking the images required to
generate the image of high sharpness 1s varied depending on
whether a characteristic subject 1s included 1n a region other
than the region where the focus 1s adjusted in the 1image X1.
The number of times of taking the images 1s also varied
depending on whether a characteristic subject 1s included 1n
the region where the focus 1s adjusted 1n the image X1. A
simple example of this case will be heremnafter explained.

First, a case where characteristic subjects are included 1n
the region where the focus 1s adjusted 1n the 1image X1 will
be explained.

It 1s assumed here that the double spread document 301 as
shown 1n FIG. 15 1s photographed. In this case, the image X1
1s taken 1n a state 1n which the focus 1s adjusted to the region
including the document 301 by the auto focus function. In
other words, (characters described in) the document 301
(are)1s assumed to be mncluded 1n the region where the focus
1s adjusted.

The concrete operations for generating a high sharpness
image of this case have been explained with reference to
FIG. 16 and FIG. 17, and their detailed descriptions are
omitted. Thus, when the double open document 301 as
shown 1n FIG. 15 1s photographed, and when the first image
1s taken 1n the state 1n which the focus 1s adjusted to the
regions including the document 301, the number of times of
photographing required to generate a high sharpness image
1S two.

Next, a case where a characteristic subjects 1s not included
in the region where the focus 1s adjusted 1n the image X1 will
be explained.

It 1s assumed here that the double spread document 301 as
shown 1n FIG. 15 1s photographed. In this case, the image X1
1s taken 1n a state 1n which the focus 1s adjusted to the region
other than the regions including the document 301 by the
auto focus function. In other words, a characteristic subject
1s not included in the region where the focus 1s adjusted.

In this case, the sharpness map of the image X1 as shown
in FIG. 17 1s generated. FI1G. 17 shows the sharpness map of
the image X1 taken in a state 1n which the focus 1s adjusted
to the region corresponding to the block F (i.e., the region
other than the regions including the document 301). The
sharpness of each of blocks A, B, D and E 1n the sharpness
map of the image X1 shown in FIG. 17 1s 4, the sharpness
of block C 1s 2, and the sharpness of block F 1s 3. Since the
sharpness of each of blocks A-F, of the blocks in the
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sharpness map of the image X1 shown 1n FIG. 17, 1s not
equal to or greater than the threshold value, an 1image of
suilicient sharpness 1s not determined to be obtained.

In this case, the 1image X2 1s taken 1n a state 1n which the
focus 1s adjusted to the region corresponding to the block C
having the lowest sharpness.

When the image X2 1s thus taken, a sharpness map of the
image X2 as shown 1n FIG. 18 1s generated. The sharpness
of each of blocks A, B, D and E 1n the sharpness map of the
image X2 shown in FIG. 18 1s 6, the sharpness of block C
1s 3, and the sharpness of block F 1s 2. In the regions where
a characteristic subject 1s thus included (1.e., the regions
corresponding to the blocks A, B, D and E), the sharpness 1s
not suilicient since the photographing 1s not executed in a
state 1n which the focus 1s adjusted to the regions, but the
sharpness 1s varied due to change of the regions where the
focus 1s adjusted. On the other hand, variation 1n sharpness
1s small 1n the regions where a characteristic subject 1s not
included (i.e., the regions corresponding to the blocks C and
F).

The sharpness of each of blocks A, B, D, and E in the
image X1-X2 generated based on the sharpness map of the
image X1 shown in FIG. 17 and the sharpness map of the
image X2 shown 1n FIG. 18 15 6, the sharpness of the block
C 1s 3, and the sharpness of block F 1s 3.

The blocks C and F are excluded 1n subsequent processing,
since 1t can be predicted that no characteristic subject 1s
present and the sharpness 1s evaluated to be relatively low 1n
the regions corresponding to the blocks C and F having
lower sharpness, 1n the sharpness map of the image X1-X2
(1.e., the sharpness map of the image X1 and the sharpness
map of the image X2).

On the other hand, the sharpness of each of blocks A, B,
D and E 1s not equal to or greater than a threshold value (for
example, 8) but the sharpness 1s varied at a certain extent.
The blocks A, B, D and E are not therefore excluded in the
subsequent processing.

In this case, an 1mage of suflicient sharpness 1s not
determined to be obtained since the sharpness of each of
blocks A, B, D, and E, other than the blocks C and F, 1n the
sharpness map of the image X1-X2, 1s not equal to or greater
than the threshold value.

The focus position which enables the sharpness of the
regions corresponding to the blocks A, B, D and E (1.e., the
regions including the document 301) to be increased 1s
determined by the focus position determiming processing.
An 1mage X3 in which the sharpnesses of the regions
corresponding to the blocks A, B, D and E are increased 1s
thereby taken.

If such image X3 1s taken, an 1image of suflicient sharpness
1s determined to be obtained, and a high sharpness image can
be generated by using the image X1, the image X2 and the
image X3.

Thus, when the double spread document 301 as shown in
FIG. 15 1s photographed, and when the first image 1s taken
in the state in which the focus 1s adjusted to regions other
than the regions including the document 301, the number of
times of photographing required to generate a high sharp-
ness 1mage 1s three.

In the present embodiment, as described above, photo-
graphing with different focuses 1s automatically executed at
one or more times by using the camera 13, for example, 1n
the photography area (the photographing range) including at
least the region where each of the plurality of subjects (i.e.,
the first subject and the second subject) 1s located, one or
more first images generated by photographing the photog-
raphy area with different focuses by the camera 13 are
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acquired, and the second 1mage 1s displayed on the display
by using the first 1mages. In this case, the number of times
of photographing using the camera 13 (1.e., the number of
exposures at the photographing range of a first photograph-
ing and a second photographing) to generate the image of
high sharpness 1n a case where a difference among the
distances from the camera 13 to the respective subjects 1s
greater than or equal to a predetermined value (first value),
1s different from that in a case where the difference 1s smaller
than the predetermined value.

In addition, in the present embodiment, the number of
times of photographing using the camera 13 i1s varied
depending on whether, as compared with a subject (second
subject) located 1n a region (second region) other than a
region (first region) including a specific subject (first sub-
ject), characters are included 1n the regions other than the
specific region included 1n the image taken 1n a state 1n
which the focus 1s adjusted to the specific subject.

Furthermore, 1n the present embodiment, In addition, in
the present embodiment, the number of times of photograph-
ing using the camera 13 1s varied depending on whether, as
compared with the subject (second subject) located 1n the
region (second region) other than the region (first region)
including the specific subject (first subject), characters are
included in the specific region included in the image taken
in a state 1n which the focus 1s adjusted to the specific
subject.

In other words, 1in the present embodiment, the time
required to generate the high sharpness 1mage can be
reduced and the image of high sharpness can be obtained
ciiciently since the number of times of photographing
required to generate the high sharpness 1image can be con-
trolled by using the sharpness map.

In addition, in the present embodiment, for example, even
when the 1mage of suflicient sharpness cannot be obtained
by photographing at one time, the high sharpness 1mage can
be generated and displayed by synthesizing a plurality of
images generated by automatically executing the photo-
graphing at a plurality of times with different focuses using
the camera 13.

In the present embodiment, as described above, the elec-
tronic device 10 may be configured to have a function of
notifying the user of the number of times of taking 1mages
since the number of times of photographing required to
generate the high sharpness 1mage 1s varied.

More specifically, when photographing 1s executed by the
camera 13 bwlt in the electronic device 10 (for example, a
tablet computer or a smartphone), sound (for example,
shutter sound) 1s generally emitted. By using this, the sound
emitted at the photographing 1s changed 1n accordance with,
for example, the number of times ol photographing the
photography area (taking images) by the camera 13. Accord-
ing to this structure, the user can be notified of the number
of times of taking 1mages using the focal sweep.

The present embodiment can be applied to photographing,
besides the double spread documents, a subject, such as a
whiteboard or newspaper on which characters are described,
from which an image having high sharpness as a whole
needs to be obtained such that the contents can be recog-
nized from the subject.

Since the processing of the present embodiment can be
implemented by the computer program, advantages similar
to the advantages of the present embodiment can easily be
obtained by installing the computer program 1n a computer
via a computer-readable storage medium 1n which the com-
puter program 1s stored and by merely executing the com-
puter program.
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While certain embodiments have been described, these
embodiments have been presented by way of example only,
and are not intended to limit the scope of the mventions.
Indeed, the novel embodiments described herein may be
embodied 1n a variety of other forms; furthermore, various
omissions, substitutions and changes in the form of the
embodiment described herein may be made without depart-
ing from the spirit of the mmvention. The accompanying
claims and their equivalents are intended to cover such
forms or modifications as would fall within the scope and
spirit of the inventions.

What 1s claimed 1s:

1. An electronic device, comprising;:

a camera; and

circuitry configured to:

automatically execute exposures at a photographing

range, with diflerent focuses by the camera, the pho-
tographing range comprising at least a first region
where a first subject 1s located and a second region
where a second subject 1s located; and
acquire first 1mages generated by the exposures, and
display a second 1image on a display based on the first
images,
wherein the circuitry 1s further configured to:
divide the first image of the photographing range captured
for the first time by the camera into blocks and analyze
sharpness of each of the blocks;
acquire, 11 the sharpness of at least one of the blocks 1s less
than a predetermined threshold value, the other first

image ol the photographing range with the focus on a

region corresponding to a block which has the lowest

sharpness; and

generate the second 1image by synthesizing a block image
of the first image which 1s acquired for the first time and
has sharpness greater than or equal to the predeter-
mined threshold value, and a block 1mage of the other
first image which is acquired from the second time and
onward and has sharpness greater than or equal to the
predetermined threshold value.

2. The device of claim 1, wherein

the number of exposures at the photographing range 1s
varied depending on whether a character exists in the

second region where the second subject 1s located of

the first images exposed when a focus 1s more adjusted
to the first subject than to the second subject.

3. The device of claim 1, wherein

the number of exposures at the photographing range 1s
varied depending on whether a character exists 1n the
first region where the first subject 1s located of the first
images exposed when a focus 1s more adjusted to the
first subject than to the second subject.

4. The device of claim 1, wherein

the circuitry 1s further configured to automatically execute
a plurality of exposures with different focuses by the
camera, and

the second 1mage 1s generated by synthesizing a plurality

of the first images which correspond to the plurality of

blocks.

5. The device of claim 1, wherein

the circuitry 1s further configured to:

emit a sound at each exposure,

change the sound emitted at each exposure 1n accordance
with the number of exposures at the photographing
range.

6. A method, comprising:

automatically executing exposures at a photographing
range, with different focuses by a camera, the photo-
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graphing range comprising at least a first region where
a first subject 1s located and a second region where a
second subject 1s located;

dividing a first image of the photographing range captured
for the first time by the camera into blocks and ana-
lyzing sharpness of each of the blocks;

acquiring, if the sharpness of at least one of the blocks 1s
less than a predetermined threshold value, another first
image ol the photographing range with the focus on a
region corresponding to a block which has the lowest
sharpness;

generating a second 1mage by synthesizing a block image
of the first image which 1s acquired for the first time and
has sharpness greater than or equal to the predeter-
mined threshold value, and a block 1mage of the other
first image which 1s acquired from the second time and
onward and has sharpness greater than or equal to the
predetermined threshold value; and

displaying the generated second image on a display.

7. The method of claim 6, wherein

the number of exposures at the photographing range is
varied depending on whether a character exists 1n the
second region where the second subject 1s located of
the first images exposed when a focus 1s more adjusted
to the first subject than to the second subject.

8. The method of claim 6, wherein

the number of exposures at the photographing range is
varied depending on whether a character exists in the
first region where the first subject 1s located of the first
images exposed when a focus 1s more adjusted to the
first subject than to the second subject.

9. The method of claim 6, wherein

the second 1mage 1s generated by synthesizing a plurality
of the first images which correspond to the plurality of
blocks and are photographed by automatically execut-
ing a plurality of exposures with different focuses by
the camera.

10. The method of claim 6, further comprising:

emitting a sound at each exposure; and

changing the sound emitted at each exposure i accor-
dance with the number of exposures at the photograph-
Ing range.

11. A non-transitory computer-readable storage medium

having stored thereon a computer program which 1s execut-
able by a computer, the computer program comprising
instructions capable of causing the computer to execute
functions of:

automatically executing exposures at a photographing
range, with diflerent focuses by a camera, the photo-
graphing range comprising at least a first region where
a first subject 1s located and a second region where a
second subject 1s located;

dividing a first image of the photographing range captured
for the first time by the camera into blocks and ana-
lyzing sharpness of each of the blocks;

acquiring, 1f the sharpness of at least one of the blocks 1s
less than a predetermined threshold value, another first
image of the photographing range with the focus on a
region corresponding to a block which has the lowest
sharpness;

generating a second image by synthesizing a block image
of the first image which 1s acquiring for the first time
and has sharpness greater than or equal to the prede-
termined threshold value, and a block 1image of the
other first image which 1s acquiring from the second
time and onward and has sharpness greater than or
equal to the predetermined threshold value; and
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displaying the generated second 1mage on a display.
12. The computer-readable storage medium of claim 11,
wherein

the number of exposures at the photographing range 1s
varied depending on whether a character exists in the 5
second region wherein the second subject 1s located of
the first image exposed when a focus 1s more adjusted
to the first subject than to the second subject.

13. The computer-readable storage medium of claim 11,
wherein 10
the number of exposures at the photographing range by

the camera 1s varied depending on whether a character
exists 1n the first region wherein the first subject 1s
located of the first image exposed when a focus 1s more
adjusted to the first subject than to the second subject. 15
14. The computer-readable storage medium of claim 11,
wherein
the second 1mage 1s generated by synthesizing a plurality
of the first images which correspond to the plurality of
blocks. 20
15. The computer-readable storage medium of claim 11,
wherein the computer program further comprises instruc-
tions capable of causing the computer to further execute:
emitting a sound at each exposure; and
changing the sound emitted at each exposure i accor- 25
dance with the number of exposures at the photograph-
ing range by the camera.
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