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VIDEO IMAGE PROCESSING APPARATUS
AND RECORDING MEDIUM

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present disclosure relates to video 1mage processing,
apparatuses and recording media.

2. Description of the Related Art

A method of TV conference system 1s now distributed, 1n
which a wide range of video 1mage (1mage area) 1s captured
by a camera including a wide-angle lens, and the displayed
video 1mage 1s generated from the captured video 1mage.

In the method, 1n response to detecting that an object to
be displayed 1s changed, a display range of the displayed
video 1mage 1s changed so as to include the object in the
displayed video image.

The object to be displayed 1s changed in accordance with
a state of the TV conference, regardless of current display
range of the displayed video image. In the TV conference
system, etc., encoding process 1s performed using inter-
frame prediction. Therefore, when the object to be displayed
1s changed, the coding process cannot be performed eflec-
tively.

In order to solve the above described problem, a method
1s proposed, 1n which the inter-frame prediction 1s stopped.,
and instead, intra-frame prediction 1s used to perform the
coding process in response to the change of the object to be
displayed (e.g., Japanese Unexamined Patent Application
Publication No. 2002-305733). However, 1n a case where
the intra-frame prediction 1s used to perform the encoding
process, transmission efliciency of the video i1mage 1s
degraded.

RELATED ART DOCUMENT

Patent Document

[Patent Document 1]: Japanese Unexamined Patent
Application Publication No. 2002-305733

SUMMARY OF THE INVENTION

An object of the present disclosure i1s to improve an
ciliciency of the coding process when the object to be
displayed 1s changed while suppressing degradation in the
transmission etliciency of the video 1mage.

The following configuration 1s adopted to achieve the
alforementioned object.

In one aspect of the embodiment of the present disclosure,
there 1s provided a video 1mage processing apparatus includ-
ing, a generation unit configured to generate a video 1image
frame from an image area to be used included in a video
image captured by a camera, a spatial area in the video
image being defined by the image area to be used, an
encoding unit configured to encode the video 1mage frame
into any one of a first video 1image frame and a second video
image frame, wherein the first video 1mage frame 1s gener-
ated through an encoding operation using inter-frame pre-
diction, and the second wvideo image frame 1s generated
through an encoding operation using intra-frame prediction,
and a detection unit configured to detect a trigger for
changing the 1mage area to be used to report the detection of
the trigger to the generation unit, wherein the encoding unit
reports a encoded video 1mage frame type indicative of any
one of the first video 1image frame and the second video
image frame to the generation umt i advance, and 1n

10

15

20

25

30

35

40

45

50

55

60

65

2

response to receiving the detection of the trigger, the gen-
eration umt changes the image area to be used in a video
image Irame based on the reported encoded video image
frame type.

Other objects, features and advantages of the present
disclosure will become apparent from the following detailed

description when read 1n conjunction with the accompany-
ing drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a diagram 1illustrating a video 1image processing
system of an embodiment of the present disclosure.

FIG. 2 1s a diagram 1llustrating example functional opera-
tions related to change of range of video 1mage to be used.

FIG. 3 1s a diagram illustrating an example timing at
which the range of video 1image to be used 1s changed.

FIG. 4 1s a diagram 1llustrating processes performed 1n an
image processing unit.

FIG. 5 1s an example hardware configuration of the video
1mage processing apparatus.

FIG. 6 1s a flowchart 1llustrating an example operation of
the present embodiment in a case where the range of video
image to be used 1s changed.

FIG. 7 1s a flowchart 1llustrating an example operation of
the present embodiment in a case where the video 1mage
captured by the camera 1s changed.

DETAILED DESCRIPTION OF TH.
PREFERRED EMBODIMENTS

(L]

First Embodiment

<System Configuration and Functional Configuration>

(1) General Arrangement of System

A video 1mage processing system 100 will be described
with reference to FIG. 1.

In FIG. 1, two video 1mage processing apparatuses 1 are
connected via a network 40 and a server 30. Although two
video 1mage processing apparatuses 1 are illustrated in FIG.
1, three or more video 1mage processing apparatuses 1 may
be connected via a network 40 and a server 30.

In a case where the video 1mage processing apparatus 1A
1s used at a transmission side, and the video 1mage process-
ing apparatus 1B 1s used at a reception side, video image
captured by the video image processing apparatus 1A 1s
transmitted to the video 1image processing apparatus 1B via
a network 40 and a server 30.

(2) Functional Configuration of Video Image Processing
Apparatus (General Arrangement)

A Tunctional configuration of the video 1image processing
apparatus 1 will be described with reference to FIG. 1.

The video 1mage processing apparatus 1 includes a cam-
era 10, a display 12, a speaker 13, a microphone array 26, a
DPTZ (Dagital Pan Tilt Zoom) control unit 50, a terminal
apparatus 14 and a general control unit (system control) 28.

The terminal apparatus 14 includes an 1mage processing,
umt 15, an encoder 16, a network processing unit 17, a
decoder 18, a network state detection unmit 20, a counter
station function determination unit 22, a voice determination
unit 24, and a detection unit 60.

The camera 10 captures video 1mages, and transmits the
captured video 1mages to the DPTZ control unit 50. The
DPTZ control unit 30 generates frames of video images by
selecting a range to be used from the video image captured
by the camera 10, and transmits the generated frames to the
terminal apparatus 14.

E
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The microphone array 26 receives sound mput, and trans-
mits sound data corresponding to the received sound to the
terminal apparatus 14.

The terminal apparatus 14 encodes received frames of the
video 1mage and received sound data, thereby transmitting
the encoded data to the video 1image processing apparatus 1.

The terminal apparatus 14 decodes the encoded frames of
the video 1mage and the encoded sound data transmitted
from the video 1mage processing apparatus 1 of a commu-
nication counterpart. The decoded frames of the video image
and the decoded sound data are output to the display 12 and
the speaker 13.

The display 12 displays video image of the frames
received from terminal apparatus 14. The speaker 13 outputs
sound of the sound data received from terminal apparatus
14.

In the following, the functional configuration of the video
image processing apparatus 1 will be described, where a
relationship between the DPTZ control unit 50 and the
encoder 16 1s mainly described. Additionally, the DPTZ
control unit 50 1s an example of generation unit.

The DPTZ control unit 50 generates frames ol video
image by selecting a range to be used from the video 1image
captured by the camera 10. Here, the range to be used 1is
defined as a spatial range 1n the video 1mage.

The encoder 16 receives the frames of the video 1image
from the DPTZ control unit 50 via the image processing unit
15. The encoder 16 encodes the frames of the video image,
where the encode operation i1s performed by using inter-
frame prediction to generate a first video 1image frame and
using intra-frame prediction to generate a second video
image frame.

Here, the first video 1image frame (the video 1image frame
encoded 1n a first video 1mage frame type) may be a P
(Predicted Frame) frame encoded through forward predic-
tion, or may be a B (Bi-directional Predicted Frame) frame
encoded through forward prediction and backward predic-
tion. Additionally, the B frame 1s unlikely used in the TV
conference that requires real time response, etc., because of
large encoding delay for the B frame.

The second video image frame (the video image frame
encoded 1 a second video 1mage frame type) 1s an I
(Intra-coded Frame) frame encoded without using the inter-
frame prediction

The detection unit 60 detects a trigger used for changing
a range of video 1mage (1mage area) to be used, and reports
the detection of the trigger to the DPTZ control unit 50.

The trigger means an occurrence of sound, an appearance
of a person, and the like. For example, in a case where a
speaker (a person who 1s currently speaking) changes during
the TV conterence, the detection unit 60 detects the change
of the speaker. In a case where the detection unit 60 detects
that a different person 1s now speaking, the range of video
image to be used 1s determined to include a new speaker.
Also, 1n a case where the video 1mage processing apparatus
1 1s used for monitoring, the detection unit 60 detects that a
person appears 1n a monitoring range. In a case where an
appearance ol a person 1s detected, the range of video 1image
to be used 1s determined to 1nclude the detected person.

The encoder 16 reports the type of the video image frame
to the DPTZ control unit 50 1n advance.

In response to recerving the trigger, the DPTZ control unit
50 changes the range of video image to be used to be used
based on the reported video 1mage frame type.

Preferably, the DPTZ control unit 50 changes the range of
video 1mage to be used at timing when one of second video
image frames 1s mput.
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That 1s, preferably, the DPTZ control unit 50 recognizes
the video 1mage frame type reported from the encoder 16 1n
advance, and changes the range of video 1mage to be used
in one of the second video 1mage frames 1input to the encoder
16.

When the range of video image to be used i1s changed 1n
the second video 1image frame, encoding efliciency 1s not
degraded. Also, a number of the second video 1image frames
1s not increased. Therefore, degradation of the transmission
elliciency of the video image due to increase of the second
video 1mage frames can be avoided.

The DPTZ control unit 50 may change the range of video
image to be used 1n response to receiving the trigger. In this
case, the DPTZ control unit 50 transmits information indi-
cating that the range of video 1mage to be used 1s changed
to the encoder 16.

Preferably, the encoder 16 encodes a video 1mage frame
that 1s output just after receiving the imformation indicative
of the change of the range of video 1mage into the second
video 1mage frame.

Also, the DPTZ control unit 50 may generate N frames
subsequent to the first output frame as the same video 1mage
frames. Additionally, “N” 1s an arbitrary natural number.

The encoder 16 encodes the N frames subsequent to the
first output frame by using inter-frame prediction. Therefore,
encoding efliciency of the N frames 1s not degraded.
Although, a number of the second video i1mage frames
increases by 1, the degradation of the transmission efliciency
can be suppressed because the subsequent N frames are
generated as the same video 1mage frames.

Additionally, when the video 1image processing apparatus
1 reports the video 1mage processing apparatus 1 of the
communication counterpart that the same continuous N
frames are generated, the N frames themselves do not need
to be transmitted to the video 1image processing apparatus 1
of the communication counterpart.

The general control unit 28 performs setting operation of
respective functional units of the video 1mage processing
apparatus 1 in accordance with a user’s instruction, and
performs status management operation, and the like.

The microphone array 26 collects the sound, and trans-
mits data of the collected sound to the detection unit 60 and
the voice determination unit 24. Additionally, the micro-
phone array 26 may be formed by a plurality of microphone
clements.

The display 12 displays the video image of the video
image frames transmitted from the video 1image processing
apparatus 1 of the communication counterpart.

The speaker 13 outputs sound of the sound data trans-
mitted from the video 1mage processing apparatus 1 of the
communication counterpart.

The 1mage processing unit 15 performs an 1mage pro-
cessing on the video image frames recerved from the DPTZ
control unit 50. Specific contents of the 1image processing
will be described below.

The voice determination unit 24 forwards the sound data
received from the microphone array 26 to the encoder 16.
The voice determination unit 24 may extract data corre-
sponding to voice from the sound data to transmit the
extracted data to the encoder 16. The encoder 16 encodes the
received sound data.

The network state detection unit 20 detects a state of the
network 40, and reports the detected state to the encoder 16.
For example, the network state of the network 40 indicates
a degree of congestion.

The counter station function determination unit 22
acquires mnformation related to decoding function, etc., of
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the video 1mage processing apparatus 1 of the communica-
tion counterpart, and reports the acquired information to the
encoder 16.

The encoder 16 determines a transmission mode based on
information acquired from the network state detection unit
20, the counter station function determination unit 22, and
the voice determination unit 24 to transmit the encoded
video 1mage frames and sound data to the network process-
ing unit 17.

The network processing unit 17 transmits the encoded
video 1image frames and encoded sound data recerved from
the encoder 16 to the video 1mage processing apparatus 1 of
the communication counterpart.

The decoder 18 decodes the video image frames and
sound data received from the video 1image processing appa-
ratus 1 of the communication counterpart to transmit the
decoded video image frames to the display 12 and to
transmit the decoded sound data to the speaker 13.

Additionally, a tfunction in which the camera 10 and the
DPTZ control unit 50 are integrated may be referred to as a
camera module. The encoder 16 1s an example of encoding
unit.

(3) Functional Configuration of Video Image Processing
Apparatus (Setting Range of Video Image to be Used)

Operations ol respective units for setting the range of
video 1image to be used will be described with reference to
FIG. 2.

The camera 10 includes a wide-angle lens 10A, a captur-
ing unit 10B, and a DSP (Dagital Signal Processor) 100.

First, an internal configuration of the camera 10 will be
described. The capturing unit 10B captures wider video
image by using the wide-angle lens 10 A in comparison to the
image captured by a usual lens, and transmits data of the
captured video 1mage to the DSP 100. The DSP 100 per-
forms a digital signal processing on the captured data, and
transmits the video image Iframes generated through the
digital signal processing to the DPTZ control unit 50.

In the following, configuration of the DPTZ control unit
50 will be described. The DPTZ control unit 50 includes a
scene change detection unit 531 and a 1image range setting

unit 52.

The 1mage range setting unit 52 selects the range used in
the video 1mage (range of video 1image to be used) recerved
from the camera 10, and transmits the selected range to the
image processing unit 15. The range of video 1mage to be
used can be dynamically set on a frame-by-frame basis. The
range of video 1mage to be used 1s set based on an 1nstruction
of the general control umt 28.

The change of the range of video 1mage to be used causes
the user to feel as if the camera 10 dynamically moved
up-down, or left-right to change an object to be captured by
the camera 10. The change of the range of video 1mage to be
used may be referred to as “digital-pan/tilt”.

A size of the range of video 1mage to be used 1s deter-
mined based on a zoom magnification setting and resolution
of the video 1image transmitted to the video 1image processing
apparatus 1 of the communication counterpart.

The scene change detection unit 51 analyzes the video
image received from the camera 10 to detect a change of an
object to be captured by the camera 10. For example, the
scene change detection umt 51 creates a histogram of
respective video image frames received from the camera 10,
and the scene change detection unit 51 may detect the trigger
based on a change of the created histogram to report the
trigger to the 1mage range setting unit 32.
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6

Additionally, the detection unit may be a unit in which the
scene change detection unit 51 and the detection unit 60 are
integrated.

The general control unit 28 reports coordinate information
of the range of video 1mage to be used to the 1mage range
setting unit 52. Additionally, an operation for changing the
range ol video 1mage to be used may be performed in
response to the user’s operation in the video 1mage process-
ing apparatus 1 of the communication counterpart as well as

the user’s operation in the video 1mage processing apparatus
1.

The general control unit 28 determines whether the source
of a voice 1s included 1n the current range of video 1image to
be used in response to recerving a report related to the
detection of the voice from the detection unit 60.

In a case where the source of the voice 1s not included 1n
the current range of video 1image to be used, an mstruction

to change the range of video 1mage to be used 1s given to the
DPTZ control unit 50.

The detection unit 60 detects the position and the direc-
tion of the source of the voice based on mformation of the
voice mput from the microphone array 26. The detection
unit 60 reports the detected position and the direction to the
general control unmit 28.

Additionally, a method of detection may be arbitrarily
chosen. For example, a known method of detection may be
used. The detection unit 60 1s achieved by a DSP, etc., using
the chosen method of detection. For example, operation
concept of the microphone array 26 1s described with regard
to the detection of the source of the voice. A microphone
array 1 which 8 microphones are arranged n a line 1s
exemplified. In the microphone array, sound signals output
from respective microphones are delayed by delay devices
(a plurality of delay devices are provided for each of the
microphones). Directionality can be controlled by adding
the delayed sound signals by an adder. Spotl 1s a main point
for collecting the sound signal, where the main point 1s set
in a space. Spot2 (left side of the main point) and Spot3
(right side of the main point) are search points for searching
a position of the sound source, where the search point 1s set
in the space.

The sound signals respectively output from the micro-
phones are amplified by amplifiers, and an “A”-th delay
devices adds a delay to the sound signals. The sound signals
delayed by the delay devices are added by an adder to
become a main signal.

An amount of the delay added by the “A”-th delay devices
are set so that the sound signals from the Spotl collected by
the respective microphones have the same phase when the
sound signals are added by the adder X. Thus, the sound
signals from the main point Spotl reaching the respective
microphones are emphasized.

On the other hand, the sound signals coming from direc-
tions other than the direction of Spotl are not so emphasized
as the sound signal coming from the direction of Spotl
because the sound signals coming from other directions have
time differences other than the time diflerence correspond-
ing to Spotl, and sound signals coming from other directions
do not have the same phase when the sound signals are
added after the collection. Thus, the directionality is set to be
sensitive to the direction of the main point Spotl.

Sound signals delayed by “B”-th delay device are added
by the adder Y to generate a search signal Out2. An amount
of the delay added by the “B”-th delay devices are set so that
the sound signals from the search point Spot2 collected by
the respective microphones have the same phase when the
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sound signals are added by the adder Y. For example, a
position of Spot2 1s set 1n right side of the Spotl viewed
from the microphone array.

On the other hand, sound signals delayed by “C”-th delay
device are added by the adder Z to generate a search signal

Out3. The amount of the delay added by the “C”-th delay

devices are set so that the sound signals from the search
point Spot3 collected by the respective microphones have
the same phase when the sound signals are added by the
adder 7. A position of Spot3 is set 1n left side of the Spotl
viewed from the microphone array. Also, Spot2 and Spot3
are set so as to be line symmetry with respect to a line L1
connecting a center point C of the microphone array and
Spotl. That 1s, an angle between line L1 and line L2
connecting the center point C and Spot2 1s 0, and an angle

between line L1 and line L3 connecting the center point C
and Spot3 1s 0.

For example, 1n a case where the sound source 1s located
in the direction of Spotl, the main signal Outl increases,
whereas the level of the Outl decreases as the sound source
moves leit or right. On the other hand, levels of the search
signals Out2 and Out3 are the same when the sound source
1s located 1n the direction of Spotl, whereas the level of Out2
increases and level of Out3 decreases as the sound source
moves 1n a negative direction (direction of Spot2). Also, the
level of Out3 increases and level of Out2 decreases as the
sound source moves 1 a positive direction (direction of
Spot3). Hence, the direction of the sound source, that 1s, the
source of the voice, can be detected by detecting the
difference between levels of the search signals Out2 and
Out3.

As described above, a first directionality for collecting
sound 1n the direction of the sound source 1s set based on the
detected difference between levels of the search signals Out2
and Out3. Therefore, sound from the sound source can be
corrected even 1f the sound source moves. Also, upon the
first directionality (main point Spotl) changing in accor-
dance with a position of the sound source, a second direc-
tionality (search point Spot2) and a third directionality
(search point Spot3) for searching the sound source are also
changed. Therefore, sensitivity of sound source detection
can be optimized 1n accordance with the position of the
sound source, that 1s, the source of the voice.

The encoder 16 reports the type of the video image frame
corresponding to respective video image frames to the
DPTZ control unit 50. Also, in response to the report of the
change of the range of video 1mage to be used from the
DPTZ control umit 50, the encoder 16 may generate a video
image frame output just aiter the report as the second video
image irame.

(3) Timing of Change of Range of Video Image to be Used

Timing of the change of the range of video 1mage to be
used will be described with reference to FIG. 3.

FIG. 3(1) i1llustrates transmission of video image frames
from the encoder 16 to the video 1mage processing apparatus
1 of the communication counterpart, where the encoder 16
receives the video image frames from the DPTZ control unit
50, and encodes the received frames to generate a frame of
the first video 1image frame or a frame of the second video
image frame. F1 indicates the first video 1mage frame, and
F2 indicates the second video image frame. Also, “A”
indicates the range of video 1image to be used in the video
image Irame received from the camera 10.

In FIG. 3(1), the first video 1mage frame and the second
video 1mage frame are repeatedly transmitted 1n accordance

with a predetermined sequence.
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FIG. 3(2) 1llustrates types of the transmitted frames when
the range of video 1mage to be used 1s changed from “A” to
“B”.

In this case, at timing “#n”, the detection unit 60 detects
voice 1n a direction corresponding to the range of video
image to be used “B” that 1s diflerent from the current range
“A”, and the detected voice 1s reported to the DPTZ control
unit 50. The report 1s transmitted via the general control unit
28. Or, the scene change detection umt 51 detects that a
person appears in the range of video image to be used “B”,
and reports the detection to the DPTZ control unit 50. The
DPTZ control unit 50 determines that the range of video
image to be used 1s changed from “A” to “B”.

The DPTZ control unit 50 waits until the second video
image frame 1s transmitted, then, changes the range of video
image to be used from “A” to “B”.

Specifically, the DPTZ control unit 50 generates the
second video 1mage frame in which the range of video 1mage
to be used 1s changed from “A” to “B”. The DPTZ control
unit 50 transmits the generated second video 1image frame to
the encoder 16 via the 1image processing unit 15.

In the example presented as FIG. 3(2), the second video
image frame F2 1s transmitted to the video 1mage processing
apparatus 1 of the communication counterpart at timing
“#n+3”", and the DPTZ control unit 50 sets the range of video
image to be used 1n the second video 1mage frame at “#n+3”
to be “B”. Additionally, in a case where the video image
processing apparatus 1 1s used for monitoring, etc., a light
may light at the timing when the range of video 1image to be
used 1s changed.

According to the operation process described above, the
encoding efliciency 1s not degraded because the encoder 16
changes the range of video 1image to be used in the frame
encoded by using intra-frame prediction. That 1s, a number
of the second video 1mage frames does not increase because
the range of video 1image to be used 1s changed in the frame
that 1s reported, in advance, to be transmitted as the second
video 1image frame. Therefore, the degradation of the trans-
mission efliciency due to increase of the second video 1image
frames can be avoided.

Similar to FIG. 3(2), FIG. 3(3) also 1illustrates types of the
transmitted frames when the range of video 1image to be used
1s changed from “A” to “B”.

In FIG. 3(3), “the change of the range of video 1mage to
be used”, which cannot be controlled by the DPTZ control
unit 50 occurs.

For example, “the change of the range of video 1mage to
be used, which cannot be controlled by the DPTZ control
unit 50 occurs 1n a case where the camera 10 1s moved, or
a light 1s l1it at timing when a person 1s detected.

In FIG. 3(3), the range of video image to be used 1s
changed from “A” to “B” 1n the video 1image frame at #3. In
this case, during a predetermined period, the DPTZ control
unmit 50 generates the same video 1image frames as the video
image frame at #3. In the example presented as FIG. 3(3),
the video 1mage frames from #3 to #n are the same. Thus, the
DPTZ control unit 50 generates the same video 1mage
frames. Therefore, the video 1mage displayed in the video
image processing apparatus 1 of the communication coun-
terpart becomes a still image during the predetermined
period.

Additionally, the DPTZ control unit 530 or the general
control unit 28 preferably instructs the encoder 16 to treat
the video 1mage frame at #3 as the second video 1mage
frame.

According to the operation process described above, the
DPTZ control unit 50 transmits the same video image
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frames during the predetermined period 1n a case where “the
change of the range of video 1image to be used, which cannot
be controlled by the DPTZ control unit 50 occurs. The
degradation of the encoding efliciency can be suppressed
because the encoder 16 performs the encoding operation on
the same video 1mage frame. The encoding operation for
generating the second video 1image frame 1s performed at the
first frame (that 1s, frame at #3) of the same video 1mage
frames. However, the degradation of the encoding efliciency
can be suppressed because the DPTZ control unit 50 gen-
erates the same video 1image frames during a predetermined
period after #4.

(4) Generation of Displayed Image

A process for generating a video 1mage frame to be input
into the encoder 16 based on the video 1image captured by the
camera 10 will be described with reference to FIG. 4.

In the present embodiment, the camera 10 generate the
video 1mage, while the DPTZ control unit 50 generates the
video 1mage frame from the range of video image to be used.
The generated video 1mage frame 1s encoded.

The video 1image may be distorted because the camera 10
captures a wide range of the video image by using the
wide-angle lens 10A. The image processing unit 15 per-
forms a distortion correction operation on the video image
frames generated by the DPTZ control unit S0 to correct the
distortion. The above described correction operation 1is
referred to as AFFINE transformation.

The 1mage processing unit 135 includes an AFFINE trans-
formation map for performing the distortion correction
operation. The AFFINE transformation map records pro-
cesses 1n the AFFINE transformation to be performed on
respective pixels of the video image captured with the
wide-angle lens. By performing the processes on the respec-
tive pixels, the distortion 1s corrected.

The range of video 1image to be used 1s determined based

on a size of the video 1image frame, a position of a speaker
(person) 1n the video 1mage, and the like.

As 1llustrated 1n FIG. 4(a), the DPTZ control umt 50
generates the video 1image frame based on the captured video
image and the range of video 1mage to be used designated by
the general control unit 28. Specifically, the DPTZ control
unit S0 generates the video 1image frame by extracting the
image corresponding to the designated range of video image
to be used from the captured video image. The DPTZ control
unit 50 transmits the generated video image frame to the
image processing unit 15. Additionally, the DPTZ control
unit 50 may acquire coordinate information indicating the
range of video 1mage to be used from the 1image processing,
unit 15. The coordinate information 1s determined by the
image processing unit 15 based on the range of video image
to be used, a display size of the video 1image frame, and the
like.

As presented as FIG. 4(b), the video 1mage of the video
image frame generated by the DPTZ control unmit 50 1is
distorted. In order to correct the distortion, the image
processing unit 15 performs the AFFINE transformation on
the video 1mage frame by using the AFFINE transformation
map (FIGS. 4(b), (¢), and (d)).

A video 1mage frame 1s generated, 1n which the distortion
of the video 1image has been corrected, through the AFFINE
transiformation (FIG. 4(e)). The video 1mage frame 1n which
the distortion has been corrected 1s transmitted to the
encoder 16 to be encoded therein.

<Hardware Configuration>

For example, the video 1image processing apparatus 1 has
a hardware configuration as illustrated 1n FIG. 5.
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The video i1mage processing apparatus 1 includes an
input/output device 101, a DPTZ control device 102, an
external interface 103, a RAM 104, a ROM 105, a CPU 106,
a communication interface 107, a DMAC (Direct Memory
Access Controller) 108, a HDD 109, a camera module 110,
a transmission data processing device 111, a sound process-
ing device 112, a microphone 113, a reception data process-
ing device 114 and an arbitration device 115, where the
respective devices are connected through a bus B.

The mput/output device 101 displays the video image
frame transmitted from the video 1mage processing appara-
tus 1 of the communication counterpart by using LED, and
the like. The input/output device 101 outputs the sound
transmitted from the video 1image processing apparatus 1 of
the communication counterpart by using the speaker. The
input/output device 101 includes an interface for connecting
an external monitor and speaker, the video 1mage and sound
can be output from the external monitor and speaker through
the mterface. Also, the mput/output device 101 displays a
state of the video 1mage processing apparatus 1, and the like.

The mput/output device 101 accepts settings, operations,
etc., related to the video 1mage processing apparatus 1 from
the user of the video 1mage processing apparatus 1.

The communication mterface 107 performs communica-
tions with the video 1mage processing apparatus 1 of the
communication counterpart, the server 30, etc., through a
wired or wireless network 40. The communication interface
107 detects a state of the network 40, and determines
whether the network 40 1s available. Also, the communica-
tion interface 107 acquires information related to the video
image processing apparatus 1 of the communication coun-
terpart.

Also, the HDD 109 1s an example of non-volatile storage
device for storing programs and data. The programs and data
including an OS as basic software for controlling entire
video 1image processing apparatus 1, application soitware for
providing functions on the OS, etc., are stored. Additionally,
a drive device (e.g., solid state drive: SSD) using flash
memory as a recording medium may be provided instead of
the HDD 109 in the video image processing apparatus 1.

The external interface 103 1s an interface for an external
device. The external device includes a recording medium
103a. Thus, the video 1image processing apparatus 1 can read
and/or write data from/into the recording medium 103qa
through the external interface 103. The recording medium
103a includes a flexible disc, a CD, a DVD, a SD memory
card, a USB memory, and the like.

The ROM 105 15 an example of non-volatile semicon-
ductor memory (storage device) that can hold programs and
data after the power 1s turned ofl. Programs and data
including a BIOS, OS setting, network setting, etc., which
are executed when starting the video 1mage processing
apparatus 1 are stored in the ROM 105.

The camera module 110 includes a wide-angle lens 10A,
and performs capturing operation in accordance with
instruction from the CPU 106. The DPTZ control device 102
performs an operation for extracting the range of video
image to be used from the video image captured by the
camera module 110, and stores the range of video 1image to
be used 1n the RAM 104 after completing the operation. The
DPTZ control device 102 receives a report indicating a
detection of sound from a detection device 1125, thereby
performing the operation for changing the range of video
image to be used. Also, the DPTZ control device 102
performs the operation for changing the range of video
image to be used according to the changed video image
captured by the camera module 110.
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The microphone 113 collects sound, and transmits data of
the collected sound to the sound processing device 112.

The sound processing device 112 includes a voice deter-
mination device 112a and a detection device 1125. The voice
determination device 112¢ determines human voice
included 1n the data of sound collected by the microphone
113, and transmits the determination result to the detection
device 1126. The determination device 1125 determines
whether a sound source of the human voice i1s changed, and
reports the change to the DPTZ control device 102 1n a case
where 1t 1s determined that the sound source has changed.

The transmission data processing device 111 includes an
encoder 111a and an image processing device 1115. The
image processing device 1115 performs the AFFINE trans-
formation, etc., on the range of video 1mage to be used 1n the
video 1image generated by the DPTZ control device 102. The
encoder 111a encodes data of the range of video 1mage to be
used and sound data. The transmission data processing
device 111 transmits the encoded video image data and
sound data to the communication interface 107.

The reception data processing device 114 includes a
decoder 114a. The decoder 114a decodes the data received
from the video 1mage processing apparatus 1 of the com-
munication counterpart via the communication interface
107. The reception data processing device 114 transmits the
decoded video 1image data and sound data to the input/output
device 101.

The DMAC 108 provides functions for directly transmit-
ting/receiving data without using the CPU 106 between
respective devices included in the video 1mage processing

apparatus 1. For example, data of the range of video image
to be used processed by the DPTZ control device 102 1s
stored 1n the RAM 104, then retrieved from the RAM 104
by the transmission data processing device 111. The trans-
mission data processing device 111 performs an encoding
operation and an 1mage processing operation by using the
RAM 104. The communication interface 107 acquires the
sound data and video 1image data processed by the transmis-
s1on data processing device 111 from the encoder 111qa, and
transmits them to the video 1mage processing apparatus 1 of
the communication counterpart. Also, data recerved from the
video 1mage processing apparatus 1 of the communication
counterpart via the communication iterface 107 1s acquired
by the reception data processing device 114. The reception
data processing device 114 performs a decoding operation
by using the RAM 104. The decoded video image data and
sound data are acquired from the decoder 114a by the
input/output device 101. The input/output device 101 out-
puts the video 1image data and the sound data.
Additionally, the DMAC 108 may be provided for each of
devices 1included 1n the video image processing apparatus 1.
The arbitration device 115 arbitrates operations between
devices such as the CPU 106 and the DMAC 108 included
in the video 1mage processing apparatus 1, which devices
serve as master devices. For example, the arbitration device
115 arbitrates authority for accessing the RAM 104 and the
bus B taking account of entire performance of the video
image processing apparatus 1. The RAM 104 1s an example
of a volatile semiconductor memory (storage device) for
temporarily storing programs and data. The RAM 104 stores
the data of the range of video image to be used that 1s
extracted by the DPTZ control device 102 from the video
image captured by the camera module 110. The RAM 104
provides work memory area for the CPU 106, the transmis-
sion data processing device 111 (encoder 111a and image

processing device 1115), and the reception data processing,
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device 114 (decoder 114a). The RAM 104 may provide the
work memory area for the sound processing device 112.

The CPU 106 1s a processor for achieving controls and
functions of entire video 1image processing apparatus 1 by
retrieving the programs and data from the ROM 105, HDD
109, ctc., to load the programs onto the RAM 104 and
execute the programs.

Respective functions of the video 1image processing appa-
ratus 1 illustrated in FIG. 1 are achieved by operating
hardware of the video 1image processing apparatus 1 illus-
trated in FIG. 5 1n a manner described below.

The DPTZ control unit 50 1s achieved by operating the
CPU 106 and the DPTZ control device 102 in accordance
with the program stored 1in the ROM 105, or the like.

The 1image processing unit 15 1s achieved by operating the
CPU 106 and the image processing device 1115 1n accor-
dance with the program stored in the ROM 105, or the like.

The encoder 16 1s achieved by operating the CPU 106 and
the encoder 111a 1n accordance with the program stored in
the ROM 105, or the like.

The network processing unit 17, the network state detec-
tion unit 20 and the counter station function determination
umt 22 are achueved by operating the CPU 106 and the
communication interface 107 in accordance with the pro-
gram stored in the ROM 105, or the like.

The voice determination unit 24 1s achieved by operating,
the CPU 106 and the voice determination device 112a in
accordance with the program stored 1n the ROM 105, or the
like.

The detection unit 60 1s achieved by operating the CPU
106 and the detection device 11256 1n accordance with the
program stored in the ROM 105, or the like.

The decoder 18 1s achieved by operating the CPU 106 and
the decoder 114a 1n accordance with the program stored in
the ROM 105, or the like.

The general control unit 28 1s achieved by operating the
CPU 106 1n accordance with the program stored 1n the ROM
105, or the like.

The camera 10 1s achieved by operations of the camera
module 110. The microphone array 26 1s achieved by
operations of the microphone 113. The display 12 and the
speaker 13 are achueved by operations of the input/output
device 101.

Correspondence between the respective functions and
hardware of the video image processing apparatus 1
described above 1s not a limiting example. A part of func-
tions may be also achieved by executing programs stored in
the ROM, or the like. Further, a part of functions may be
achieved by dedicated hardware (not by programs).

<Operation Process>

(1) Operation Process—1

In the following, an operation process of an embodiment
of the present disclosure will be described with reference to
FIG. 6. FIG. 6 1s a tlowchart 1llustrating an example opera-
tion of the present embodiment 1n a case where the range of
video 1mage to be used changes 1n the second video 1mage
frame.

In step S601, the user of the video 1mage processing
apparatus 1 performs an initial setting operation for the
video 1mage processing apparatus 1. Thus, the video 1mage
can be captured by the camera 10.

In step S602, the user of the video 1mage processing
apparatus 1 sets a capturing mode of the camera 10. For
example, the user sets the capturing mode of the camera 10
such as a photometry condition.

In steps S603, the video 1mage processing apparatus 1
transmits a connection request to the video 1image processing,
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apparatus 1 of the communication counterpart, thereby per-
forming processes related to starting TV conference. The
video 1mage processing apparatus 1 may start performing,
the processes related to starting TV conference 1n response
to receiving the connection request from the video image
processing apparatus 1 of the commumnication counterpart.

In step S604, the video 1mage processing apparatus 1
starts a direction fixing timer. The direction fixing timer 1s
provided for suppressing frequent changes of the range of
video 1mage to be used 1n the video image captured by the
camera 10. The range of video image to be used may
frequently change 1n a case where a TV conference in which
many people are participating 1s held and a function for
tollowing speaker movement 1s activated 1n the video image
processing apparatus 1. The participants of the TV confer-
ence may leel strange in a case where the range of video
image to be used changes frequently.

Theretfore, the direction fixing timer 1s started to suppress
the frequent changes of the range of video 1image to be used.
The duration of time for the direction fixing timer can be set
by the user of the video 1mage processing apparatus 1 or by
the user of the video 1image processing apparatus 1 of the
communication counterpart.

In steps S605, 1n a case where the detection unit 60 detects
a human voice (Yes in step S605), the process proceeds to
step S606. In a case where the human voice 1s not detected
(No 1n step S605), the process returns to step S605.

In step S606, the detection unit 60 reports the detection of
the human voice to the general control unit 28. The report
includes information indicating the position of the person
who 1s speaking. The general control unit 28 determines
whether the position of the person who i1s speaking 1s
included 1n the current range of video 1mage to be used. In
a case where the position of the person who 1s speaking is
included in the current range of video 1mage to be used (Yes
in step S606), the process returns to step S603. On the other
hand, 1n a case where the position of the person who 1s
speaking 1s not included 1n the current range of video 1image
to be used (No 1 step S606), the general control unit 28
instructs the DPTZ control unit 50 to change the range of
video 1mage to be used. The DPTZ control unit 50 performs
a process of step S607.

Additionally, the detection unit 60 may report the detec-
tion of the human voice to the DPTZ control unit 50, and the
DPTZ control unit 50 may determine whether to change the
range of video 1image to be used.

In step S607, the DPTZ control umt 50 determines
whether the type of the video image fame to be generated 1s
the second video 1mage frame.

In a case where the type of the video 1mage frame to be
generated as the next frame 1s a second video 1image frame
(Yes 1n step S607), the process proceeds to step S608. On the
other hand, mn a case where the type of the video 1mage
frame to be generated as the next frame 1s not a second video
image frame (No 1n step S607), the process returns to step
S605.

In step S608, the DPTZ control unit 50 determines
whether the direction fixing timer 1s expired. In a case where
the direction fixing timer 1s expired (Yes 1n step S608), the
process 1s forwarded to step S609. On the other hand, 1n a
case where the direction fixing timer i1s not expired, the
process returns to step S603.

In step S609, the DPTZ control unit 50 changes the range
of video 1image to be used based on information detected by
the detection unit 60. The process returns to step S604 after
the range of video 1image to be used 1s changed.
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(2) Operation Process—2

In the following, another operation process of the present
embodiment will be described with reference to FI1G. 7. FIG.
7 1s a flowchart illustrating an example operation of the
present embodiment 1n a case where the video 1mage cap-
tured by the camera 10 1s changed due to direction change
of the camera 10, light, and the like.

Step S701 to step S703 are similar processes to step S601
to step S603. Therefore, descriptions thereof are omitted.

In step S704, the scene change detection unit 51 detects
the change 1n the video 1image captured by the camera 10. In
a case where the change in the video 1image captured by the
camera 10 1s detected (Yes in step S704), the process 1s
forwarded to step S705. On the other hand 1n a case where
the change 1n the video 1image captured by the camera 10 1s
not detected, the process returns to step S704 to check the
change in the video 1mage again. The process of step S704
may be repeated at predetermined intervals.

In step S705, the DPTZ control unit 50 reports the
encoder 16 that the frame of video 1mage transmitted to the
encoder 16 1s to be encoded as the second video image
frame.

In step S706, the DPTZ control unit 50 generates N
frames of the same video 1image frames including the frame
at which the change of the video image has been detected.
The displayed video image becomes still image during the N
frames since the same video 1image frames are generated.
The number “N” may be set taking into account the band-
width of network path between the video 1mage processing
apparatus 1 and the video 1mage processing apparatus 1 of
the communication counterpart.

Additionally, 1n parallel with the process of step S706, the
video 1mage processing apparatus 1 may adjust the capture
mode of the camera 10 such as a photometry condition, etc.,
according to environment after the video 1mage has been
changed.

In the operation process described above, the second
video 1mage frame may increase by 1, which may cause to
use the bandwidth of the network exceeding a predetermined
amount temporarily. However, the degradation of the trans-
mission efliciency can be suppressed because the N same
video 1image frames are generated. Even 1f the bandwidth
used by transmitting the video 1mage frames to the video
image processing apparatus 1 of the communication coun-
terpart exceeds the predetermined amount, a circuit termi-
nation during the TV conference due to the use of excessive
bandwidth can be avoided as long as the overuse 1s temporal.

Additionally, the operation process described above can
be applied to monitoring purpose. In a case where the
operation process 1s applied to the monitoring purpose, the
range ol video image to be used changes 1n response to
detecting the appearance of a person 1n addition to detecting
a human voice.

<Other>

Although, in the embodiments described above, the video
image processing apparatus 1 1s used, for example, to
provide TV conference and monitoring, the video image
processing apparatus 1 may also be used for other purposes.
A high transmission efliciency can be maintained by using
the video 1mage processing apparatus 1 described above in
which encoding operation of the video image frames 1s
improved.

A recording medium storing soitware program codes for
achieving the functions described above may be provided to
the video 1image processing apparatus 1. The embodiments
described above can be also achieved by executing the
program codes stored 1n the recording medium by the video
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image processing apparatus 1. In this case, the program
codes retrieved from the recording media themselves
achieve the functions of the above described embodiments,
and the recording medium storing the program codes cor-
responds to any of the embodiments. The recording medium
may be a storage or non-temporary storage.

Also, the above described embodiments may not be
achieved only by executing the program codes retrieved 1n
a computer apparatus. The operating system (OS) installed
in the computer apparatus may perform a part of or all of
actual processes in accordance with instructions of the
program codes. Further, the functions of above described
embodiments may be achieved by the performed processes.

Herein above, although the present disclosure has been
described with respect to a specific embodiment for a
complete and clear disclosure, the appended claims are not
to be thus limited but are to be construed as embodying all
modifications and alternative constructions that may occur
to one skilled in the art that faiwrly fall within the basic
teaching herein set forth. The present application 1s based on
Japanese Priority Application No. 2015-142504 filed on Jul.
16, 2013, the entire contents of which are hereby incorpo-
rated herein by reference.

What 1s claimed 1s:

1. A video 1mage processing apparatus comprising:

a generation unit configured to generate a video 1mage
frame from an 1mage area to be used included 1n a video
image captured by a camera, a spatial area 1n the video
image being defined by the image area to be used;

an encoding unit configured to encode the video image
frame 1into any one of a first video 1mage frame and a
second video i1mage frame, wherein the first video
image frame 1s generated through an encoding opera-
tion using inter-frame prediction, and the second video
image Irame 1s generated through an encoding opera-
tion using intra-frame prediction; and

a detection unit configured to detect a trigger for changing
the 1image area to be used to report the detection of the
trigger to the generation unit, wherein the encoding unit

reports a encoded video image frame type indicative of

any one of the first video 1mage {frame and the second
video 1mage frame to the generation unit 1n advance,
and 1n response to recerving the detection of the trigger,
the generation unit changes the 1image area to be used
in a video 1mage frame based on the reported encoded
video 1mage frame type.
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2. The video 1mage processing apparatus according to
claim 1, wherein the generation unit changes the image area
to be used in the video 1mage that 1s encoded 1nto the second
video 1mage frame.

3. The video 1mage processing apparatus according to
claim 1, wherein

in response to recerving the detection of the trigger, the

generation umt changes the image area to be used, and
transmits a report indicating the change of the image
area to be used to the encoding unit; and

in response to receiving the change of the image area to

be used, the encoding umt encodes the video image
frame, 1n which the image area to be used has been
changed, 1nto the second video 1mage frame.

4. The video 1mage processing apparatus according to
claim 3, wherein the generation unit generates a predeter-
mined number of video image frames subsequent to the
video 1mage frame 1n which the image area to be used has
been changed, and wherein the same video image as the
video 1mage of the video image frame, 1n which the image
area to be used has been changed, 1s used as video 1mages
for the predetermined number of video 1mage frames.

5. The video 1mage processing apparatus according to
claim 1, wherein the trigger 1s an occurrence of sound.

6. The video 1image processing apparatus according to
claim 1, wherein the trigger 1s an appearance of a person.

7. A non-transitory computer-readable recording medium
having stored therein a program for causing a computer to
perform a method comprising:

generating video 1mage frame from an 1mage area to be

used included 1n a video 1image captured by a camera,
a spatial area in the video 1image being defined by the
image area to be used;
encoding the video 1mage frame into any one of a first
video 1mage frame and a second video 1mage frame,
wherein the first video image frame 1s generated
through an encoding operation using inter-frame pre-
diction, and the second video 1mage frame 1s generated
through an encoding operation using intra-frame pre-
diction, and wherein a encoded video 1mage frame type
indicative of any one of the first video image frame and
the second video 1mage frame 1s reported advance;

detecting a trigger for changing the image area to be used
to report the detection of the trigger;

changing the image area to be used 1n a video 1image frame

based on the reported encoded video image frame type
in response to recerving the detection of the trigger.
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